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INTRODUCTION 
Wave runup is a significant portion of total water levels, 
particularly during storms (Sallenger, 2000).  This makes 
accurate prediction of wave runup paramount. Wave 
runup can be estimated using simplified empirical models 
(e.g. Stockdon et al 2006) or simulated using phase-
resolved Bousinesq models (Shi et al 2007, Lynett et al 
2002) or non-hydrostatic models (e.g. Zijlema et al 2011).  
These models typically have a variety of offshore 
boundary input options ranging from spectral to time 
series, with the most broadly used being spectral 
parameterizations (e.g. JONSWAP, TMA, etc.) or direct 
spectral input, both of which neglect phase information at 
the offshore boundary.  Recent research has highlighted 
the importance of the offshore boundary condition and 
wave phase at modeling wave runup (e.g. Fiedler et al 
2019, Rutten 2021). This work pays careful attention to the 
consequences of the bound infragravity (IG) wave and 
explores the influence that unknown phase information 
can have on predicted wave transformation and resultant 
wave runup in the context of field observations. 
COASTAL MODEL TEST BED 
This work was conducted within the framework of the 
Coastal Model Test Bed (CMTB) at the U.S. Army 
Engineer’s Research and Development Center’s Field 
Research Facility in Duck, NC.  The CMTB is a 
numerical testing environment that leverages the FRF’s 
observational dataset to facilitate model-data 
comparisons and targeted model development. 
PHASES EFFECTS ON WAVE RUNUP 
A phase-resolved 1D wave model was setup at Duck to 
model a single hour (14 March 2018 at 0 UTC) with 
multiple phase realizations of the same offshore 
boundary condition measured at the 8m-array 
(Hs=1.99m, Tp=13.5s).  The local bathymetry (measured 
13 March 2022) and wave conditions were alongshore 
uniform and shore normal, respectively. Beach 
topography measurements (O’Dea, et al 2019) from the 0 
hour UTC were fused with the measured bathymetry. The 
domain was extended 6km offshore of the measured 
bathymetry to allow for the generated waves to equilibrate 
over a constant depth.  The model was forced with an 
offshore boundary truncated to remove offshore energy, 
and then interpolated to a 1D equal energy binned 
spectra (nf=100) to ensure a completely random seed for 
the phase information (no repeat cycle).  The model was 
run for 100 hours of simulated time and the simulation 
time series was subset into individual ensemble 
members of variable length to evaluate differences in 
phase realizations of the same spectral forcing. 
Initial results (Figure 1) show the IG energy needs to 
travel a significant cross-shore distance over flat 
bottom (~6km) to equilibrate and become bound. While 
there is variability of energy distribution between 

ensemble members for Hs sea-swell, the predominant 
variability appears in the IG band.  Inside the surf-zone, 
the variability in the IG is greater than 25% of the 
average IG wave height. Ongoing analysis is focused 
on extending these results to wave runup and different 
conditions. 

 
Figure 1- Cross-shore evolution of Hs (green), Hs_ss  (blue), Hs_IG (black), 
and wave setup (red), with varying phases applied at the offshore 
boundary over 25-minute ensembles.  Domain has flat bottom from 
offshore boundary to 1km cross-shore coordinate and measured 
bathymetry inshore from that point. 
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