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ABSTRACT 

This proceedings contains over 200 papers presented at the 24th 
International Conference on Coastal Engineering which was held in 
Kobe, Japan, October 23-28, 1994. The book is divided into six 
parts: 1) Characteristics of coastal waves and currents; 2) long 
waves and storm surges; 3) coastal structures; 4) coastal processes 
and sediment transport; 5) coastal, estuarine and environmental 
problems; and 6) case studies. The individual papers include such 
topics as the effects of wind, waves, storms and currents as well as 
the study of sedimentation and beach nourishment. Special empha- 
sis is given to case studies of completed engineering projects. With 
the inclusion of both theoretical and practical information, these 
papers provide the civil engineer and related fields with a broad 
range of information on coastal engineering. 
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FOREWORD 

The 24th International Conference on Coastal Engineering was held in Kobe, Japan. The 
24th ICCE, like the ones before it, was organized and managed by volunteers from within 
Japan representing private, industrial and governmental contributors. This Conference 
represented an opportunity to share scientific and engineering information and provided a 
forum for interaction with other engineers and scientists working on similar coastal prob- 
lems. The time and effort contributed to the development and organization of each con- 
ference becomes more complex and difficult as they continue to grow in size and content. 
The Local Organizing Committee worked on the planning for this Conference for four 
years. The 24th ICCE was a tremendous success in every way. The Proceedings of this 
Conference will represent a major step forward in the field of coastal engineering. 

The chapters in this Proceedings have been prepared by the authors who were selected to 
make presentations at the 24th International Conference on Coastal Engineering. The 
authors were asked to make presentations at the Conference based upon review of the 
abstracts which were submitted well in advance of the Conference. The Technical 
Review Committee included six professionals who are active in the field of coastal engi- 
neering. One of the members is a representative of the Local Organizing Committee; the 
other five members were selected for their broad understanding and recognition in the 
field. The papers included in this volume are eligible for discussion in the Journal of the 
Waterways, Port, Coastal and Ocean Division of the ASCE. All papers are eligible for 
ASCE awards. 

Venues for the upcoming conferences are listed below: 

25th ICCE - Orlando, FL US A 1996 
26th ICCE - Copenhagen, Denmark 1998 
27th ICCE - Sydney, Australia 2000 

Coastal engineers who would desire to host a future conference in their country should 
contact the Secretary of the Coastal Engineering Research Council to receive information 
about submitting a proposal. 

The continuing coordination of the International Conferences on Coastal Engineering is 
through the Coastal Engineering Research Council of the ASCE. The Research Council 
began at the instigation of Professor Boris Bakhmeteff who as chairman of the Research 
Committee of the Engineering Foundation suggested the formation of the Council on 
Wave Research. The Council was established in June 1950 under the Engineering Foun- 
dation. In 1963 the Council was transferred from the Foundation to the ASCE and was 
renamed the Coastal Engineering Research Council which better described its expanded 
function. 



Members of the coastal engineering community recognized that the problems they faced 
required broad based research to better define the coastal and ocean phenomena with 
which they dealt. The Foundation felt that it was important that all disciplines working in 
the coastal area should have an opportunity and be encouraged to communicate with one 
another through the mechanism of interdisciplinary conferences. 

The first conference was held in Long Beach, CA in 1950. The papers which were deliv- 
ered at the conference were published and became the first coastal engineering confer- 
ence Proceedings. Although the conferences began with a national focus they quickly 
became international in scope. After planning and conducting 24 conferences on coastal 
engineering the Series has been established as the principal conference on coastal engi- 
neering in the world. Contributors to the conference represent nearly all coastal nations 
and the numbers of abstracts which are submitted for consideration are generally twice as 
large as the available opportunity for presentations. The Proceedings of the conferences 
are all available from the ASCE. 

Billy L. Edge, Secretary 
Coastal Engineering Research Council 
American Society of Civil Engineers 
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The Present and Future of Coastal Engineering in Japan 

Yuichi Iwagaki1 

The subject I am going to talk on is the present and future of Coastal Eng. in 
Japan, which is rather large-scale topics both in time and space. Because of the limits of 
my abilities and time appointed for this speech , I should like to scale down the subject in 
space, and focus on the present and future of Coastal Eng. in Kansai and Chubu regions, 
mainly in Osaka Bay Area including here, City of Kobe. 

Change in Coastal Engineering in Japan 

I should like to start with describing very briefly a change in Coastal Eng. in 
Japan. As you all may know, the 1st International Conference on Coastal Eng. took 
place at Long Beach in 1950. Four years later, in 1954, the 1st Japanese Conference 
on Coastal Eng. was held here at Kobe. 
At this stage, we experienced frequent 
attacks of Typhoon that caused serious 
disasters. That is, if we count Typhoons 
that caused more than 100 death and 
missing for every ten years, 13 Typhoons 
occurred during the period from 1945 to 
1954. But the number reduced very 
drastically to 5 from 1955 to 1964, and 4 
from 1965 to 1974 (see, Table 1). This 
change reflected our research topics as 
shown in Table 2. Until 1964, Japanese 
Conference on Coastal Eng., which takes 
place every year, covered mainly the 
topics and problems of waves, storm 
surge, tsunami and coastal disasters. 
Around 1965, new study fields were 
introduced in the Conference; those 
include tidal currents, density currents, 
and sea water exchange. These new 
fields were motivated by the increased 
demand for reclamation in the coastal 
zone. At this stage, Japan was just 
entering a high-growth period of the 
economy.   Eventually, the high level of 

Table 1    Typhoon which generated over 
one hundred of killed and missing 

(after 1945) 

date of occurrence name of typhoon ki1 led and missing 
(persons) 

1945. 9. 17 Makurazaki 3.756 

1945. 10. 10 Akune 877 
1947. 9. 13 Catharine 1,930 
1947. 9. 15 Ion 838 
1949. 6. 15 Delia 468 
1949. 8. 15 Judith 179 
1949. 8.31 K i tty 160 
1950. 9. 3 Jane 509 
1951. 10. 13 Ruth 943 
1952. 6. 22 Dinah 135 
1953. 9. 24 No. 13 478 
1954. 9. 10 No. 12 107 
1954. 9. 26 Toyamaru 1,761 

1958. 9. 26 Kanogawa 1,175 

1959. 8. 12 No. 7 235 
1959. 9.26 1sewan 5,041 

1961. 9. 15 Daini Muroto 202 
1961.10.25 No. 26 114 
1966. 9. 17 No. 24,26 314 
1968. 8. 10 llidagawa 135 
1971. 8. 27 No. 23.25, 26 147 
1974. 5.29 No. 8 143 
1975. 8. 5 No. 6,6 143 
1976. 9. 7 No. 17 169 
1979. 10. 14 No. 20 111 

1 Dean, Faculty of Science and Technology, Meijo University, Shiogamaguchi 1-501, 

Tempaku-ku, Nagoya 468, Japan 
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Table 2   Change in topics of Coastal Engineering in Japan 

Period Special topics in Proc. of Coastal Eng., JSCE 

1954 -1964 Coastal disaster, Waves, Storm surge, Tunami 

1965-1979 Tidal current, Density current, Sea water exchange, 
Heated water discharge 

1980 -atpresent Water pollution, Environmental problem, 
Sea level rise 

Fig. 1   Mutual relation between coastal activities 

economic growth brought various pollution problems. Water pollutants are one of the 
coastal problems. In 1976, we started to carry out study on the water quality, for 
example, the problems connected with dissolved oxygen. Since then, about 20 percent 
of the papers presented at the Japanese conference aims at the improvement of the water 
quality. I looked over the 93's proceedings, and found that 50 out of 236 papers, that 
comes up to 21 percent, still treats the environmental problems including the water 
pollution.    The ratio seems to be unchanged for the last 25 years. 

For the last 15 years, the preservation of coastal environments is highlighted. 
Global environment issues, especially sea level rise and its impact on the coastal zone 
become our problems. In addition, we become more and more aware of conservation of 
ecosystem and natural environment. Future coastal works have to be undertaken in a 
coordinated manner with the nature conservation. Fig.l shows a conception of the 
coastal management. Further utilization of coastal resources has to be carefully planned 
satisfying the sometimes conflicting requirements of protection, development and 
conservation. 

Coastal Protection 
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Fig.2    Illustrative map of usual coastal disaster places in Japan 

Table 3    Storm surges of over 2m anomaly by typhoons during 1900-1987 

date place max. anomaly (nt) cause 

1917.10. 1 Tokyo Bay 2.1 Typhoon 

1930. 7.18 Ariake Bay 2.5 Typhoon 

1934. 9.21 Osaka Bay 3.1 Ty.Muroto 

1938. 9. 1 Tokyo Bay 2.2 Typhoon 

1950. 9. 3 Osaka Bay 2..4 Ty. Jane 

1956. 8.17 Ariake Bay 2.4 Ty. No.9 

1959. 9.26 Ise Bay 3.5 Ty.Isewan 

1961. 9.16 Osaka Bay 2-2.5 Ty.Daini Muroto 

1964. 9. 25 Osaka Bay 2 Ty.No.20 
1965. 9. 10 Hast of Seto Island Sea 2.2 Ty. No. 23 

1970. 8.21 Tosa Bay 2.4 Ty.No.10 

1972. 9.16 Ise Bay 2.0 Ty. No. 20 

Next we will look briefly at the respective fields; coastal protection, utilization 
and environmental preservation in Japan, first at the coastal protection. Natural 
conditions surrounding the nation are very severe as one can tell from the geographical 
location of Japan. There is constant danger of the tsunami attack due to earthquake, the 
storm surge due to Typhoon, and the erosion due to waves (see, Fig.2) . Since Japan 
belongs to Circum-Pacific earthquake belt, earthquakes and tsunamis associated with 
large earthquakes often occur. Many earthquakes caused severe damage, and tsunami 
sometimes caused still more loss of life and property damage along the coastline. Japan 
also lies on the course of Typhoon born in Southern Ocean, and so suffers various 
disasters.    The average number of Typhoons is 25 to 30 per year , 31 for this year up to 
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Table 4   Some examples of design waves 

Name of Coast Prefecture 

Design Waves 

note 

Wave Height(m) Wave Period(sec) 

Tsugaru Aomori 5.70 - monsoon 

Sakata Yamagata 8.30 12.0 monsoon 

Kaetsu Fukui 8.30 14.0 monsoon 
Koch i Kochi 10.10 15.2 model Typhoon 

Fuji-Yoshihara Sizuoka 20.00 20.0 model Typhoon 

now, and about 4 out of them strike Japan. Major coastal disasters caused by Typhoon 
are due to storm surges. Storm surge disasters often occur especially when Typhoon 
passes on the western side of large bay opening south, for example, Tokyo Bay, Ise Bay, 
Osaka Bay, Ariake Bay and Kagoshima Bay. Table 3 shows the area of storm surge and 
the name of Typhoon for period of 1900 through 1987 for the cases where the 
maximum meteorological tide anomaly exceeds 2 m. The largest anomaly was observed 
at the Nagoya Port due to the Ise Bay Typhoon in September 1959. It was recorded 3.5 
m. Until now, for the past 90 years, this record is the largest. I myself carried out 
statistical analysis on the return period using the observed data for the past 42 years. 
My analysis gives that the return period of the value of 3.5m is 200 to 400 years. 

By contrast, the coast of Japan Sea is most threatened with attack of the 
monsoon during winter. According to the record at Hajikizaki in Sado Island, the 
maximum velocity of the wind was 31.7 m/s, and the north-northwest wind continued to 
blow at more than lOm/s for 21 hours. High wind waves are generally developed, and 
thus the design wave height adopted for coastal dikes and revetments is typically 8 to 9 m 
and the period of 12 to 14 s. The design waves for the Pacific coast are generally based 
on the waves generated by Typhoons. For example, the design wave height and period 
for the Kochi Coast is 10.1m and 15.2s, and 20m and 20s for the Yoshihara Coast in 
Suruga Bay which is the maximum design wave in Japan (see, Table 4) . Problems 
caused by action of such high waves are the beach erosion. Coastal erosion is influenced 
by various factors, but chiefly caused by a shortage of beach material supplied from the 
river, and by blocking the movement of the coastal sediment with the construction of port 
and harbor structures, and the reclamation. In other words, the beach erosion is a fatal 
problem associated with the utilization and the development of river and coastal zone. 

We now look at the social environment of the coastal zone in Japan. There are 
47 Prefectures in Japan. Among them, only 8 Prefectures, are not adjacent to the sea. 
These account for 14 percent in the total area and 15 percent in the total population. 
That is to say, 85 percent of the Japanese people are adjacent to the sea and receive 
benefit from the sea. The total population of Tokyo, Chiba and Kanagawa Prefectures 
along Tokyo Bay accounts for 20 percent, Aichi and Mie Prefectures occupy 7 percent in 
the total population, and Osaka, Hyogo and Wakayama Prefectures occupy 12 percent as 
summarized in Table 5 . The total population of these three major bay areas comes up 
to 39 percent of the national population. A large city which has a population of more 
than one million is also distributed along these major bay areas; Tokyo, Yokohama and 
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Table 5    Concentration of population and cities in three bays 

Name of bay Population 

(ni11 ion) 

Name of city 

(over 1 mi 11 ion) 

Tokyo 25.11 (20%) Tokyo,Yokohama,Kawasak i 

ise 8.41 ( 7%) Nagoya 

Osaka 15.01 (12%) Osaka,Kobe 

Total 48.53 (39%) 

Kawasaki along Tokyo Bay, Nagoya along Ise Bay, and Osaka and Kobe along Osaka 
Bay. The population highly concentrates along these three bay areas. Major ports are 
also located along these bays; Port of Kobe, Chiba, Nagoya, Yokohama and Kawasaki. 
The volume of cargo handled at these five ports ranks top five in Japan. The ports along 
three major bays handle 75 percent of the total exports and 60 percent of the total 
imports. 

Measures against storm surges were well planned and taken in three major bays, 
Tokyo Bay, Ise Bay and Osaka Bay where population and industry highly concentrate. 
Coastal dikes, seawalls and watergates were constructed to prevent sea water penetration. 
In designing these structures, the most disastrous Ise Bay Typhoon is generally used to 
determine the sea level and wave height assuming the typhoon route which generates the 
worst effect at the location of interest. 

Tsunami countermeasures are very difficult to establish because the tsunami 
frequently attacks small towns located at the back of a deeply indented rias bay. The 
past highest tsunami record at the location of interest is used to determine the design sea 
level. Tsunami seawall 10m in height was constructed at Taro-cho in Iwate Prefecture, 
and tsunami breakwaters were constructed at Ofunato Bay in Iwate Prefecture and 
elsewhere. Recent tsunami disaster occurred in Okusiri Island due to the South West 
off Hokkaido in July 1993, however, indicates that even after the experience of the 
tsunami disaster due to the 1983 Japan Sea earthquake we were not able to prevent the 
disastrous damage and lost 200 lives. I believe that the best measures are to establish a 
speedy refuge system and a speedy and accurate warning system. 

Needless to say, the forecasting and observation of incoming waves are essential 
to the coastal protection. As we all realize, ocean waves are not monochromatic but 
random, so in designing coastal structures the theory for monochromatic waves cannot be 
always applied to random wave transformation, random wave forces, random wave runup 
and overtopping. Dr. Yoshimi Goda, professor of Yokohama National University, has 
been investigating this problem for a long time, and successfully established a method for 
introducing the random wave property; for example, he introduced the directional 
spectrum into the design forces for port and harbor structures. His works on this 
problem should be recognized as a great success in coastal, port and harbor engineering 
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research in Japan. We are indeed proud of Dr. Goda. Recently, the coastal 
engineering committee of JSCE organized the subcommittee for the purpose of reviewing 
existing papers on the coastal waves, including the computing techniques of wave 
transformation, tsunami transmission, storm surge generation, wave-structure interaction 
and wave-soil interaction. The first work of the subcommittee was done and the result 
was published, in this July but unfortunately in Japanese. 

I think that one of the most difficult problem we are faced with is beach erosion. 
As I said before, the beach erosion is mostly fatalistic in retaliation for revolution of 
nature by human. As countermeasures for the beach erosion, we used to adopt jetties, 
offshore breakwaters, sand nourishment works, bypassing works, artificial reefs, headland 
works and so on. These measures are, however, not permanent but temporal in most 
cases, which means we just gain time. We should try to enlarge time and space in our 
view, and reconsider the human activity once more. I believe that a fundamental 
countermeasure is tightly connected with our philosophy of nature in the human life. 

Utilization and Development of the Coastal Zone 

There is not enough time to go into details, but I like to call your attention 
now to the utilization and development of the coastal zone. Japan extends 2,600 km 
from northern Hokkaido to southern Okinawa. Four islands, Hokkaido, Honsyu, 
Shikoku and Kyushu are connected each other by the long-span bridges and or submarine 
tunnels.   At present, we have the vision of the national land axis, which is defined as the 

Design of Japan Sea 

National land Axis 

of Tohoku 

National Land Axis 

Fig. 3   Proposed designs of New National Land Axis 
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common space providing information and communication, and the extensive economical 
area as sketched in Fig.3 . Along this axis, highways, railways, cities and industries are 
planned to develop. More recently, in addition to the main axis, various designs of new 
national land axis are proposed as shown in Fig.3 . Among the proposed axises, the 
most expected one is the Pacific new national land axis, which runs 800km from the 
western Kyushu to Chukyo Area through the central Kyushu, Shikoku, Awaji Island and 
Kii Peninsula. If this new design axis will be put into practice in the next century, long- 
span bridges across the channels or submarine tunnels will be constructed at Irako 
channel of the Ise Bay mouth, Tomogashima channel of the Osaka Bay mouth, and 
Hayasui channel between Kyushu and Shikoku Islands. These big projects will make 
coastal engineering researches more active , and contribute the further development of 
the coastal zones along the new axis. 

7^ 

One of the large-scale utilization at the coastal zone is by a man-made island. 
A typical example is an offshore airport. The first one in Japan is the Nagasaki Airport 
in Ohmura Bay, which was constructed on the small island, Minoshima, but needed some 
reclamation works. Nagasaki Airport was opened with the runway of 3,000m length in 
1980. The second offshore airport is the Kansai International Airport, which many of 
you arrived at for this conference. The airport was open on September 4th of this year 
as the nation's first airport available for 24 hours. The present airport was constructed 
on the basis of the first stage plan. The construction of man-made island of 511ha 
needed seven years since starting the work. The expense was as much as 1 trillion 5 
hundred billion yen and the soil for reclamation was as much as 180 million cubic meters. 
The airport is located 5km off the coast to keep the craft noise on the land less than a 
critical value 70 according to the WECPNL index (see, Fig.4) . The average water 
depth of the airport site is 18m . The geological survey of the seabed showed the 
alluvial clay layer of 20m thick, and below that, the Pleistocene clay layer. So, the 
foundation improvement was necessary to accelerate the consolidation settlement. The 
improvement by using over one 
million sand piles was actually 
performed for the alluvial clay layer. 
Expected average settlement of the 
whole airport is estimated 10m at the 
time of opening and 11.5m in 50 years 
as shown in Fig. 5 . For the time 
being, additional reclamation of the 
offshore side is being investigated for 
the overall plan for 3 runways and 
1,200 ha. area. As the currently 
planned offshore airports, we have 
Chubu International Airport in Ise Bay 
(see, Fig.6), which is expected open in 
2005, Kobe Airport expected open in 
2003, and New Kitakyushu Airport in 
2005. At the site of the Chubu 
International Airport, the Observation 

Fig.4   Aircraft noise estimation 
[WECPNL:Weighted Equivalent Continuous 

Perceived Noise Level] 
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Fig. 5   Comparison of calculated and observed settlement in the pilot area of the airport 
island   (After Kansai International Airport Project, JSCE, Sept. 1992) 

Tower for measuring various 
environmental factors has been 
already constructed and in 
operation. 

I should like to make 
special mention of enactment of the 
special law for Osaka Bay Area 
Development in 1992. By this law, 
Osaka Bay Area is expected to 
develop greatly in the 21st century, 
and at present a grand design of 
the development by 2025 is under 
review. 

Environmental Preservation 

There are some other 
facilities for the utilization of 
coastal zone, such as reclamation 
for the waterfront industrial area 
and for the agricultural farm, 
electric power stations, oil storage 
station, seaports, fishery ports, waste disposal facilities. 

Area: 600 ha 

Runway: 4. 000m (1st stage) 

Expected Year of Opening: 2005 

Proposed site of Chubu International 
Airport 

marinas and so on.    The 
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construction of such facilities has much possibility of destroying natural environment and 
worsening living environment. The plan for the projects for the coastal zone is 
sometimes stopped and withdrawn by the opposition of residents, fishermen and nature- 
conservation groups. Whenever a big civil engineering project is planned, the 
environmental impact assessment has to be generally made by law. The further 
advancement of coastal engineering is definitely required to make a more precise 
assessment. For Seto Inland Sea including Osaka Bay, the special law named as Act on 
Special Measures for the Seto Inland Sea Environmental Conservation was enacted in 
1978, which covers the various regulations concerning the environmental conservation. 
The development of Osaka Bay Area is subject to the regulations by this special law. 

As for the improvement of water quality and landscape of the coastal zone, the 
methods of artificial beach nourishment, sand banking on the sea bottom, artificial 
formations of tideland and seaweed bed have been proposed. The effects of these 
improvement methods for the sea water quality have not been cleared yet. 

More global environment issues arise from the fact that the atmospheric 
concentration of carbon dioxide has increased rapidly since the industrial revolution in the 
second half of the 18th century, and is still increasing at the rate of 1.5ppm per year. 
The rapid concentrations induce the greenhouse effect and warm the surface temperature 
of the earth. The mass added to oceans due to deglaciation and the thermal expansion 
of oceans' volume due to heat diffusion will result in the global sea level rise. According 
to IPPC, the sea level rise reaches 0.3m to 1.1m, in average 0.65m by the end of the 21st 
century. This problem is very important to coastal engineers. Recently, the 
subcommittee under the coastal engineering committee of JSCE has investigated the 
possible effects of sea level rise on the coasts in Japan and the possible countermeasures. 
The final report was published in July of this year. I think this report will stimulate the 
further progress of coastal engineering research. 

Concluding Remarks 

In closing my speech, I should like to summarize my opinion to promote a 
sustainable development of the coastal zone. First of all, in planning coastal projects we 
should consider the harmony of mutual relations between the utilization and development, 
the protection and preservation, and the environmental conservation. This means 
Harmony with Nature, the key word of this conference. Secondly, from a viewpoint of 
the paradigm of coastal engineering, we should include not only the field based on the 
mechanics but also the field related to environmental problems in the research topics. 
Third, in planning coastal zone projects, we should consider the multifarious values, that 
is, not only the economical value but also the environmental and the social-cultural values. 
Finally, we should establish the mitigation engineering in the near future. 
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CHAPTER 1 

On The Characteristics of One-Dimensional Spectra 
and Non-Dimensional Parameters of Wind Waves 

Toshio Aono*     Chiaki Goto** 

Abstract 
Similarity relationship among non-dimensional significant wave 

parameters are discussed which is based upon the 3/2 power law. The 
characteristics of the wind wave spectra in deep water are investigated by 
using the parameters of JONSWAP spectrum and the 3/2 power law. From 
theoretical and empirical arguments, it is confirmed that a f" power law 
exists at high frequency range, that JONSWAP spectrum parameter y and 
a are varied with fetch, and that parameter a and y satisfied a -1/3 power 
law. In shallow water region, spectral form of wind waves is varied with 
the shoaling coefficient. Through the analysis of the wind wave spectra, a 
new spectral formula is obtained. 

1 .Introduction 
Relationship between the marine surface wind and wind waves 

gives us the basic knowledge in field as diverse as air-sea interaction, 
wave hindcasting and engineering design of maritime structures. 

Many researchers pointed out that the frequency spectra of wind- 
generated gravity waves shows similarity. It is well known that a similar- 
ity law is applicable to the spectral form of wind waves. Phillips (1959) 
derived the f5 power law using the similarity and dimensional analysis 
argument. Many functional forms of the wind wave spectrum have been 
proposed in the past, such as Pier son-Moskowitz (1964), Bretshneider- 
Mitsuyasu (1970) and JONSWAP (1973). However, such spectral forms 
represent  the  fully  developed  condition  of wind  waves,   except  the 

*   Senior Research Engineer, Technical Research Institute, Toa 
Corporation, 1-3 Anzen-cho, Tsurumi-ku, Yokohama 230, Japan 

** Professor, Department of Civil Engineering, Tokai Univ., 1117 Kita- 
kaname, Hiratsuka city, Kanagawa 259-12, Japan 

12 
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JONSWAP, so that in the case of rapid development of wind waves by ty- 
phoon, observed and calculated spectral forms do not show good agree- 
ment, especially near the peak frequency. Recently, Toba(1973) derived 
the f4 power law based on 3/2 power law. This argument of spectral gradi- 
ent was related to the resistance law between the wind and the wind 
waves. 

These characteristics of wind waves are investigated in deep wa- 
ter, but field observation data is limited at shallow water region, espe- 
cially under high wave condition. The standard form of shallow water 
spectrum is proposed by Thornton (1977) and Bouse et. al (1985). These 
spectrum is based upon the f5 power law. 

The present work reveals the quantitative relationship linking 
marine surface wind and wind waves. The paper discusses the significant 
wave parameters and the frequency spectrum of wind waves by using the 
3/2 power law relation. 

Fukaura 1T        \» Ha=hii 

2.0bservation of wave data 
In this study, field observation wave data are used. To get long 

fetch wave data, 13 wave observation points around the coasts of Japan 
are used, and to get short 
fetch wave data, Meteoro- 
logical station or MT sta- 
tion at Osaka bay is used. 

(1) Ocean wind waves 
Figure. 1 shows 

the wave observation sys- 
tem called as NOWPHAS 
operated by Port and Har- 
bour Research Institute, 
Ministry of Transport. 
There are 41 wave obser- 
vation points. In this 
study, ocean wave data 
obtained at 13 major 
points around the Japan 
coast are used. These 
points are located at rela- 
tively deep water and 
there are no topography 
effects. Table 1 shows the 
observation   systems   and 

, !iutsuoE3*ara 
linohe 

r) \m Kiyako 
Akita'S L Kamaishi 

Sakata J J 
Hajikizaki*      / /^-Sendai 
lajina      W        . . \+ &»» 

»        HiiEsta-mshi^ 
Kanazasa fi 

Fig. 1 The NOWPHAS system 
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Table 1 Observation points 

Location Wayegage Type Depth(i) Latitude Longitude 

Hajiki zaki 

*aj1 ma Port 

Fiikaura Port 

Mutuogawara Port 

HitacMnaka Port 

Habu Port 

Koiichl-oki 

Hanada Port 

Aburatu Port 

Setana Port 

Monbetu Port 

Naha Port 

Nakagusuku Bay 

u s w 

u s w 

u s w 

u s w 

u s w 

u s w 

A W 

u s w 

u s w 

u s w 

u s w 

u s w 

u s w 

- 5 4 

- 5 0 

-49.6 

- 4 9 

- 3 0 

- 4 9 

- 1 2 0 

- 5 1 

-48.5 

-52.9 

- 5 2 

- 5 1 

- 5 0 

38"20-39" U 

37-25M0" 

40-39'25" 

40"55'20" 

36- 23'24" 

34" 40'23" 

33-IS'24" 

34- 54'07" 

31" 33'27" 

42" 26'30" 

44-24'58" 

26-15'19" 

26"14*15" 

138"30'25" 1 

136-54'19" 

139-54 * 57" 

Hl-25'40" 

140-39'36" 

139-27'18" 

133"30'06" 

132-02*21" 

131"26 * 32" 

139"49*16" 

143-26'00" 

127"38'56" 

127-58*10" 

condition of each points. The sampling frequency of wave data is 2 Hz. 
Waves are defined by using the zero up crossing method. Frequency spec- 
tra are calculated by using the FFT method. The number of total observa- 
tion cases are 2546. 

These observation points have no wind profile. Thus, a data of 
the wind waves are determined by using the following criteria. 
a) From the time series of significant parameters,  significant wave 

height should be in its developed stage. 
b) The swell component is not included in wave data clearly. Thus, a 

spectral form should be a sin- 
gle peak spectrum. 

c) The JONSWAP spectrum pa- 
rameter 7 should be greater 
than 1. 

(2) Wind waves of short fetch 
Short fetch waves are ob- 

tained at MT station in Osaka 
Bay. Figure 2 shows the location 
of MT station. The water depth is 
17m. The wave data and wind ve- 
locity at 10m high from sea sur- 
face are measured at MT station. 
Sampling frequency is 10 Hz. The 
analysis method is the same as 
for ocean waves. The duration of 
observation used is from 1984 to 
1991. The FFT analysis is applied 

The Pacific Ocean 

Fig. 2 Location of MT station 
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to the duration of storm or typhoon. The number of total observation data 
is 70080 and the data analyzed by FFT is 246. 

3. Non-dimensional parameters of wind waves 
The non-dimensional parameters that describe the characteris- 

tics of wind waves are as follows. 

£#i/3   8Tm   82E 

ul ul 
fm«.   C   Hu (1) 

K, W»       U, g       U,     Lm 

where Him is the significant wave 
height, Tim the significant wave pe- 
riod, .fi'the wave energy, F\he fetch, 
fm the peak frequency of spectrum, 
C the wave celerity, L1/3 the wave 
length corresponding to the signifi- 
cant wave period, u* the friction ve- 
locity of wind, and g the gravity ac- 
celeration. Equation (2) is the 3/2 
power law relation of Toba (1972): 

gHy -51 gT\r. ,5 = 0.062   (2) 
K   I       \ u. 

Goto (1990) modified the coefficient 
B to 0.067. Toba (1992) also showed 
that if wind waves include compo- 
nents of swell, the exponent of the 

,' 
/ 

4 Goto(1990)^ 

=_l 
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e' 
y 
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I | 
101 102 
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Fig. 3 3/2 power law relation 

power law is changed from 3/2 to 2. The friction velocity of wind is calcu- 
lated by using Eq. (3): 
«. = JC^UW (3) 
where Uw is wind speed at a 10m high from the sea surface. To determine 
the drag coefficient CD of sea surface, the following Mitsuyasu's formula 
(1980) is applied: 

CD = 
(1.290 -0.024C/10)x 10" 

(0.581 + 0.063f/10)x 10" 

(C/10 <%mls) 

(£/10 ;>8/w/s) 
(4) 

Figure 3 shows the relation of gHi/3/u*2 and gTi/3/11* by using the 
data at MT station. The solid line shows Toba's 3/2 power law while the 
dotted line shows the Goto's. The deviation of the data from the corre- 
sponded line represents the effects of swell components. It is confirmed 
that the measured wind waves data satisfied the 3/2 power law. 

If the relationship linking non-dimensional fetch and energy, 
significant wave height and wave energy, peak frequency and significant 
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Table 2 Relationship among the non-dimensional parameters 
(Y=aX") 

X gH/U2 gT/U g2E/U' gF/U2 C/U UU/g H/L 

Y a n a n a n a n a n a 11 a n 

gH/U2 

gT/U 

g'E/W 

gF/U2 

C/U 

UU/g 

H/L 

1 

1 
Bm 

1 
a2 

1 
a2A 

1 

1 

2 
3 

2 

2 

2 
3 

2 
3 

1 
3 

B 

1 
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wave period are revealed, all non-dimensional parameter are related to 
each other by using 3/2 power law. 

Table 2 shows the relationship among the non-dimensional pa- 
rameters. In this table, a is the coefficients of the relationship between 
wave height and wave energy (Fig. 4), A the coefficients of the relation- 
ship between fetch and energy (Fig. 5), b the coefficients of the relation- 
ship between peak frequency and wave periods (Fig. 6), and B the coeffi- 
cient of 3/2 power law. These relation indicate that if the friction velocity 
and other only one parameter of wind waves are determined, all signifi- 
cant wave parameters can be calculated. The coefficients determine from 
observed data, are as follows: 
A = 0.00016,   a = 3.86,   5 = 0.067,   b = 1.13 (5) 
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Fig. 4 Relationship between H1/3 and E Fig.5 Relationship between E* and F* 
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Table 3 Comparison between observed and calculated results 
\     X 

Y   ^\ 
SjH/u.> oT/u. g'E/u.' IJF/U.' C/u. f.u./g ;;//. 

oH/u.' 
observed 
calculated 
ratio 

1 
1 
1 

0.067 
0.067 
1 

3.86 
3.86 
1. 

0.0475 
0.0518 
0.9170 

1.0675 
1.0552 
1.0117 

0.0628 
0.0556 
1.1295 

0. 006 
0.005 
1.2 

vT/u. 
observed 
calculated 
ratio 

6.091 
6.062 
1.005 

1 
1 
1   • 

14.07 
14.91 
1.004 

0.7941 
0.8098 
0.9806 

6.281 
6.283 
0.999 

0.949 
0.883 
1.0747 

0. 185 
0. 177 

1.0452 

o'E/u.' 
observed 
calculated 
ratio 

0.0676 
0.0671 
1.0075 

3.10X10-' 
3. 01X10- 
1.0299 

1 
1 
1 

1.6X10-' 
1.6X10-' ! 

0.0786 
0. 0747 
1.0522 

2.74X10"' 
2.07X10-' 
1.3237 

1.46X10-' 
1.68X10-' 
0.8690 

0F/u.' 
observed 
calculated 
ratio 

523 
419 

1.25 

2.2267 
1.8830 
1. 1825 

6250 
6250 

1 

1 
1 
1 

551 
467 
1. 18 

1.9214 
1.2964 
1.4821 

0.OI36 
0.0105 
1.2952 

C/u. 
observed 
calculated 
ratio 

0.9696 
0.9648 
1.0050 

0. 1592 
0. 1590 
1.0013 

. 2.3840 
2.3741 
1.0042 

0.1264 
0.1289 
0.9806 

1 
1 
1 

0.1510 
0.1405 
1.0747 

0.0295 
0.0282 
1. 0461 

f.u./g 
observed 
calculated 
ratio 

0. 1575 
0.1457 
1.0810 

0.9489 
0.8830 
1.0746 

0.0640 
0.0592 
1.0811 

1.2191 
1.0904 
1.1180 

0. 1511 
0. 1405 
1.0754 

5.6241 
4.9829 
1.1287 

11/1, 
observed 
calculated 
ratio 

0.1745 
0.1710 

.     1.0205 

0.4259 
0.4210 
1.0116 

0. 1113 
0. 1090 
1.021! 

0.4755 
0.4678 
1.0165 

0. 1700 
0. 1679 
1. 0125 

0.4377 
0.4480 
0.9770 

1 
1 
1 

Table 3 shows the comparison between observed and calculated 
results. The results show good agreement. Thus, table 2 shows similarity 
of wind waves parameter. 

4. Wave spectrum in deep and 
shallow water 

On the basis of the non- 
dimensional significant wave pa- 
rameter, frequency spectra of 
wind waves in the deep and 
shallow water region are dis- 
cussed and a new functional 
form of wind wave spectrum is 
proposed. 

(Hz) 

Fig. 6 Relationship between fm* and Ti/ 

The JONSWAP spectrum is 
an extension form of Pierson- 
Moskowitz spectrum and is ap- 
plicable to cases ranging from 
developing wave to fully developed wave. Equation (6) is the generalized 
JONSWAP spectrum. 

-4 - 

J(/)=a(2i)-V: 
(6) 

P=exp{-(l-///J2/2a2} 
where a is scale factor, y the peak enhancement factor, a the band width 
near peak frequency. By using this equation, the similarity and the char- 
acteristics of slope of high frequencies and parameter of spectrum are dis- 
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cussed. 

(n,  f   ") 

S.D. 
%ffi vk lipiffli 

H1/3 (m) 

Figure 7 shows 8 

the slope of wind wave 
spectra at high frequen- 6 
cies by using least- 
squares estimation. The i 
high frequency range is 
the same as Donelan's 2 

(1985). The x-axis is sig- 
nificant wave height. In 0 

this figure, the vertical ° 
lines are the standard 
deviations of the data to Fig- 7 Slope of the spectrum in high frequency range 
indicate the amount of scatter. From Fig. 7 , the mean slope of wind wave 
spectra at high-frequency range is approximated by f4 power law. The 
amount of scatter decreases with increasing wave height. This fact im- 
plies that the 3/2 power law is applicable in the frequency domain and the 
development of the wind waves is essentially a strongly nonlinear phe- 
nomenon. Hence, the JONSWAP spectrum follows the f4 law, expressed as 
follows: 

S(f) - a(2,t)-3 gu.f - exp{-(/ / fX \< * (?) 

The functional forms of the peak enhancement factor y are pro- 
posed by Donelan (1985) and Mitsuyasu (1980). They use the non- 
dimensional peak frequency as variable. Figure 8 shows the relationship 
Unking Y and non-dimensional peak frequency fm»=fmU*/g. The vertical 
lines are standard deviations. There is a large scatter in y, but the mean 
value is increasing with non-dimensional peak frequency and has log- 
linear relation. It means 
the spectral form is change 
to Pierson-Moskowitz spec- 
trum with the increase of 
the fetch. Hence, the fol- 
lowing empirical formula 
for Y is obtained: 
Y=6/m»015 (8) 

The scale factor a 
is varied with spectral form. 
In this study, the relation- 
ship between a and y is dis- 
cussed. The total energy of 
JONSWAP spectrum is 10 ,0'  ^ 

Fig. 8 Relationship between y and fm 

 1 111 
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1 1 
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E=a{2nYguJ^M0 

where, M?is expressed as Eq. (10) 

M„ exp "L •YP# 

therefore, Mo is approximated by (Goto and Aono, 1993) 
M0- 0.30y 1/3 

(9) 

(10) 

(11) 
By using this approximate formula for Mo and the relation of non- 
dimensional energy and peak frequency, and the 3/2 power law, this equa- 
tion is derived: 

CX~Y"
1/3 (12) 

From Eq. (12), a is related to y. Table 4 shows the relationship Unking a 
and Y derived using the 3/2 power law for various spectral forms. 

Table 4 Relationship between a and y 

Power Pierson -Moskowitz JONSWAP 

-4 Cons t. a~r~w* 

-5 a — r g2E" 
L u,4 . 

-1/3 

a~ r -1/3 [ g2E] 
L u,4 J 

-1/3 

Figure 9 shows the rela- 
tion of a and y, while solid line 
correspond to the least squares 
estimate. The coefficient is deter- 
mined from the line and yields 
a =0.17Y~

1/3
. (13) 

Figure 10 and Fig. 11 
show the relation of oi, 02, and 
the non-dimensional peak fre- 
quency. The symbol ai is low fre- 
quency side while 02 is high fre- 
quency side. Because the low fre- 
quency side include the weak 
swell components, there are no 
trends in en. In the high fre- 
quency side, 02 varies inversely as the non-dimensional frequency on a 
log-log axis. This means the spectral form near peak frequency is varied 
from sharp to mild in the case of developing wind waves. Hence the band 
width near peak frequency is determined: 

Fig. 9 Relation between a and y 
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Fig. 10 Relation of ai and fm* Fig. 11 Relation of 02 and fm* 

a, =0.144,       o2=0.07/„/16 (14) 
These characteristics of spectral parameters are in deep water region. 
Next, the spectrum in shallow water region is discussed. 

Figure 12 show 
the change of the coeffi- 
cient of 3/2 power law in 
shallow water. The x-axis 
is relative depth, the 
shaded bar is the histo- 
gram of observed data and 
the solid line is the linear 
shoaling coefficient Ks. 
The mean value of B/Bo 
shows    good    agreement h/Li 
with   Ks.   The   3/2   power Fig. 12 Relation of Band h/Lo 
law is also extended in a shallow water region by using the shoaling coef- 
ficient. 

J0nf!klMi: 

The spectral form in shallow water is derived by using 3/2 power 
law. In this derivation, subscript 0 indicates values in deep water and s 
indicates there in shallow water. The integrated form of the JONSWAP 
spectrum is 
E0 ~a0gu.f- M, 
where Mi is 

M, exp 
<*<£)• 

From the analogy of Mo, Mi is approximated by Eq. (17) 
M, -cyT 

(15) 

(16) 

(17) 
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Thus, Eq. (15) is expressed as 
E^-ca^ff? (18) 
Using the relationship of u*fm/g and gTo/u* and the relationship of gHo/u*2 

and g2Eo/w4, Eq. (19) is derived. 

gH0 

ul = a[aab-Wf] gT0 

u. 
(19) 

Equation (19) is the 3/2 power law which derived from the spectral form. 
The coefficient Bo of 3/2 power law in deep water region is expressed as 
Eq. (20). 

B^[ab^\a^ff (20) 

If the coefficients a, b and Bo is constant, the relationship between cto 
and yo is 

a„ 
B2 

ab~ 
1 

cyf 
(21) 

The same argument applies in shallow water. The total energy and the 
coefficient of 3/2 power law in shallow water is expressed by the following 
equations: 

gHs' 
ul 

• c^asb'3cyfj gTs 

u. 

The coefficient of 3/2 power law is 

Bs =50^=a[a,r3
CYfJ/2 

The combination of Eq. (20) and Eq. (24) lead to Eq. (25). 

•*c 

(22) 

(23) 

(24) 

(25) 

Equation (25) determine the spectral form in shallow water. Figure 13 
shows the change 
of Y with relative 
depth   h/Lo.   The 
mean value  of y 
and Ks show good frsW 
agreement. 

The 
characteristics   of 
the   wind   waves 
spectrum in deep 
water are invest- Fig. 13 Change of Y with h/Lo. 
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gated by using the parameters of JONSWAP spectrum. From theoretical 
and empirical arguments, it is confirmed that a f4 power law exists at 
high frequency range, that y and o are varied with fetch, and that a -1/3 
power law, based on 3/2 power law, also exists in relation between a and y. 
Wave energy is concentrated near the peak frequency during the devel- 
opment stage, and approaches the Pierson-Moskowitz spectrum gradually 
with the increase of fetch. In shallow water region, the spectral form of 
wind waves varies with the shoaling coefficient. From these characteris- 
tics of the wind wave spectrum, the following new spectral formula is ob- 
tained: 

S{f) = a(2^)->,/-4 exp[-(/ //J-4]/' 

P=exp[l-(///J2/2a2] 
(26) 

Y=6/;,'5,   a = 0.17Y-
1/: 

a, =0.144,   a2 = 0.07 fj16 

/„,-1/1.136^3 • 

u,=H2
mlgB2Ty, B = 0.067 

(27) 

In shallow water region, the spectral form of wind waves is expressed as 
SS(J)-K$*S(J) (28) 
In this spectrum, the input variables are significant wave height and pe- 
riod only. Figure 14 shows the comparison of the newly-proposed spectral 
model with the observed spectral data and Bretshneider-Mitsuyasu spec- 
trum. The spectral form varies with h/Lo and the proposed model and ob- 
served data show good agreement. 

5. Discussion 
Table 4 shows the relationship between non-dimensional wave 

height and period derived from selected spectral forms. Where B is coeffi- 
cients and p\ is power. It is confirmed that 3/2 power law relation applies 
to f4 power law and 2 power law relation applies to f5 power law. 2 power 
law relation is revealed under the condition that the swell components 
are included in the wind waves. This is the reason of such change of 
power. 

Table 4 Relationship between H* and T* derived from spectral forms. 

\ Pierson -Moskowitz JONSWAP 

Power B /31 B /31 

-5 ab'2[0.2a]1/2 2 a b-2[0.2«r1/3]1/2 2 

-4 0.5a[ab-3]1/2 3/2 a[ab"3c r">]1/2 3/2 
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The 3/2 power law is not dependent on the fetch and shows local 
equilibrium between wind and wind waves. In the frequency domain, 
such local equilibrium is revealed by the f-4 power law. It implies that the 
spectral form depends on the characteristics of the high frequency range. 
However, spectral parameters depend on the fetch, so that the spectral 
form cannot be determined from the 3/2 power law directly. The implica- 
tion in the case of developing wind waves is that a varies with y, which 
depends on the fetch, in order to satisfy the 3/2 power law. 

To apply Eq. (28) for actual work, it is necessary to investigate 
the error between the observed data and Eq. (28). The error of the calcu- 
lated spectrum is defined as 

J0K(/)-^(/)l# 
£s.vw 

(29) 

E, 

• proposed 
O Bretschneider-Mitsuyasu 

• 
i               i              i           ° 

t>  o  0             I                        '                        I             0 
0tP°o0o<!>oooo6o0      • 

U10(m/s) 
Fig. 15 Error of the spectrum 

Figure 15 shows the char- 
acteristics of the error of 
proposed spectrum and 
Bretschneider-Mitsuyasu 
spectrum. The horizontal 
axis is the Uio calculated by 
using the 3/2 power law 
and Mitsuyasu's CD law. 
The error of the proposed 
spectrum is relatively small 
in the entire range of wind 
velocity. The error is being 
large in the range of low wind velocity and the wind velocity is greater 
than the 22m/s. These characteristics of error indicates the mixture of 
wind waves and swell at low wind velocity range. The increase of error at 
high wind velocity range suggest the change of the wind resistance law, 
but there is not enough the data such high wind velocity range. 

Figure 16 shows the results of comparison of the observed and 
proposed spectra. The spectrum of Bretschneider-Mitsuyasu is given in 
this figure for reference. Observation data was taken from Kochi-Oki on 
July, 1981. Time series of H1/3, T1/3, h/Lo, and error which defined by Eq. 
(29) is also shown in Fig. 16. It can be seen that the proposed spectrum 
shape agrees well with the observed one. 

6. Conclusions 
The major conclusions of this study are as follows: 

(1) It was confirmed that the measured wind waves data satisfied the 3/2 
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power law which is an empirical formula between non-dimensional 
wave height and period. 

(2) By using the 3/2 power law relation, non-dimensional parameters of 
wind waves are all related. 

(3) The new spectral model, which is based on the 3/2 power law, is pro- 
posed. This spectral model is evaluated from Hi/s and Ti/s, and calcu- 
lated result is very accurate. The applicability of this new spectrum is 
very wide, ranging from the case of developing wind to that of fully 
developed wind, and from deep to shallow water region. 
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CHAPTER 2 

SWASH MOTION DUE TO OBLIQUELY 

INCIDENT WAVES 

Toshiyuki Asano1 

abstract 
A numerical model is developed to predict the flow characteristics in a swash 
zone for obliquely incident wave trains. The two-dimensional shallow water 
equations are de-coupled into independent equations each for on-off shore mo- 
tion and for longshore motion. A front of swash wave train is treated as a 
moving boundary which makes the solution predictable for landward zone of 
the still water level. The results show non-vanishing longshore velocities and 
volume flux at the still water shoreline. These quantities are found to increase 
with the beach slope. The two-dimensional uprush and downrush motion near 
the front of swash waves shows skew figures, which may cause zig-zag longshore 
sediment transport inherent in swash zone. 

l.INTRODUCTION 

Swash zone is the most familiar area that we can easily observe its motion 
while walking along a sandy beach, but it is one of the unsolved area from 
the hydrodynamic point of view. The difficulty lies on that waves in swash 
zone are highly nonlinear and show such a unique behaviour that the seabed 
is immersed during run-up and dried during run-down alternatively. Lately, 
the swash motion has received much attention because the sediment process in 
this zone provides the important boundary condition for the beach evolution. 
And also, recent studies have reported an important new finding that longshore 
sediment transport takes two major peaks located at the breaking point and on 
the foreshore in the swash zone(Bodge - Dean, 1987; Kamphuis, 1991;b). 

Under obliquely incident waves, sediment near shoreline moves in a zig- 
zag way which results in the inherent longshore transport in the swash zone. 

'Dept. of Ocean Civil Engrg., Kagoshima Univ., Korimoto, Kagoshima, 890, JAPAN 
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Intensive turbulence generated in the uprush and backwash waves causes a 
large volume of sediment to be suspended. Moreover, infragravity wave motion 
might be more influential on the sediment dynamics in this very shallow water 
region(Thornton - Abdelrahman, 1991). 

Although such complicated dynamics needs to be investigated for full de- 
scriptions, this study, as the first step, focuses on the velocity field as a basic 
forcing function of the sediment motion under obliquely incident monochromatic 
waves. The horizontally two-dimensional water particle velocities are computed 
based on Ryrie(1983)'s analysis. Moreover, the velocity measurements in the 
swash zone under obliquely incident waves are conducted using tracer method. 
Through comparisons between the numerical and experimental results, the hy- 
drodynamic properties related to longshore sediment transport are discussed. 

2. NUMERICAL ANALYSIS 

2.1 Formulation of Shallow Water Wave Equations 

Based on Ryrie's formulation, the following two dimensional wave and to- 
pographic system is assumed. The incident monochromatic waves with straight 
parallel crests are assumed to arrive at the seaward boundary with an angle 9B 

(Fig. 1). The x' - and y' - axis, in which the prime indicates the dimensional 
variables, is chosen to be in the normal and the parallel direction to the shore- 
line, respectively. The z' - axis is taken positive upward with z' = 0 at the still 
water level(SWL). The beach slope S' is herein restricted to be uniform and its 
contours are assumed to be straight and parallel to the shoreline. The water 
depth at the toe of the slope is given as d'B where the offshore boundary condi- 
tions for the incident waves are provided. The free surface is located at z' = rf, 
so that the instantaneous water depth h' is given by hi = rf + (d'B — S'x'). 

The governing equations for the mass and momentum conservations may 
be expressed as 

W + &W + W•'0 (1) 

|7(.v) + A(^) + A(^v) = 

-9^-\f\^W (2) 
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Fig. 1: Two dimensional plane wave on a uniform beach 

in which, t' is the time, u', v' is the on-offshore and longshore velocity respec- 
tively, g is the gravitational acceleration and /' is the bottom friction factor. 
Eqs.(2) and (3) are the two dimensional nonlinear shallow water equations, 
where the vertical pressure distribution is assumed to be hydrostatic. 

According to Kobayashi et al.(1987), the following dimensionless variables 
using the characteristic period T" and height H' associated with the incident 
wave train are introduced. 

- it    h- —      - — 

X~T'^gTF''   °~ vW5   /_ 2<T/'i 

S = raffs'; dB = d'B/H'; a = T'^JF'; (4) 

in which, S is expressed by the surf similarity parameter f as S = V2TT£,, 

ds corresponds to the inverse number of relative water depth at the offshore 
boundary and a/h means the ratio of wave length to water depth V jhl'. 

Since we have assumed that the wave crest is straight parallel and bottom 
topography does not vary in the y - direction, the observed wave motion moving 
along the alongshore direction at the speed C'/sin8 (which remains constant 
throughout the surf zone by Snell's law) becomes independent in the y- direc- 
tion. Consequently, a new independent variable referred to "pseudotime" r is 
introduced to unify two independent variables t' and y'. 

i1 = t • 
sin OB -v (5) 
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Providing the incident wave angle 8B is small, the following small parameter 
e can be used for the scaling of the governing equations 

sin#B   /-—• e = -^f-yaH' (6) 

Since the length scale of variations in the y' direction is much greater than that 
in the x' direction and also the velocity v' is much smaller than «', we introduce 
the following transformations in order to make these variables of order unity 

V = nu rrm (7) 

Using the above scaling parameters and transformations, the normalized 
pseudotime is given by, 

t = t-y (8) 

and the differentiations with the dimensional variables are replaced by as fol- 
lows. 

^- = ^-                   i-^-A (9) 
dt      dt                    dy         dt v ; 

After these deductions, the original equations (1) ~ (3) are considerably 
simplified into the following non-dimensional form. 

dh      d{uh)       2d(vh) 

di     dx     e   dt K  ' 

du       du     dh     „     fu\u\       ,  du .„  , 

l dt        dx      dt h      J dt K    ' 

If we neglect higher terms than 0(e2), that is, the right hand sides of 
Eqs. (10), (11) are set to be zero, the resultant equations are the same as the 
usual one dimensional shallow water wave equations normally incident to the 
shoreline. If we consider Eq. (12) in the order 0(e), the equation becomes as 

dv       dv      dh      f \ u\v .    . 

W + ^-¥+       h       =° ^ 
After all, the leading order in e of perturbation equations yields decoupled 
equations each for on-offshore motion and for longshore motion. Thus, the 
longshore velocity v(x,t) can be solved like one-dimensional analysis once h(x, i) 
and u(x,t) is known. 
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2.2 Numerical Method 

The basic equations were solved using an explicit Lax-Wendroff finite differ- 
ence method. To attenuate numerical oscillations in the vicinity of wave front, a 
so-called artificial-viscosity term was included (Hibberd-Peregrine, 1979). The 
computational domain in the cross shore direction was discretized into 100 grid 
points so that one wave length can be represented at least 20 grid points. The 
time discretization was set as At = T/4000. 

The initial condition for free water surface rj is still water condition; r\ = 0. 
Accordingly, the flow velocities u and v are set to be zero for all the compu- 
tational domain. The offshore boundary was set at around one wave length 
offshore from the breaking point so that the boundary value for time averaged 
longshore velocity V may be given by zero. The offshore boundary should be 
devised to make the reflected waves from the on-shore side transmit through the 
boundary freely. The total water depth at the offshore boundary is expressed 
as 

hB = dB + r!l(t) + r]r(t),     at   x = 0 (14) 

in which, iji, r/r denotes the water surface fluctuation due to the incident and 
reflected waves, respectively. The time variation r\r was evaluated using the 
retreat characteristic variable /? as follows (Kobayashi et al., 1987) 

Vr(t) = \fdB~P(t)/2-dB,     at   x = 0 (15) 

The offshore boundary condition for uB is easily determined by the boundary 
values of /? and hB, and that for vB was assumed to be uB tan 9. The onshore 
boundary was treated as a moving boundary in which the front of wet waterline 
node was determined as such a location that the total water depth is less than 
a given threshold small depth (Hibbert-Peregrin, 1979). 

2.3 Numerical Results 

Calculations were carried out under similar conditions of Kamphuis's ex- 
periments(1991; a, b); that is , the water depth at the offshore boundary 
d'B = 0.50m, the incident wave height H' — 12.4cm, wave period T" = 1.15s, 
incident wave angle 8B = 10°, beach slope S' = 1/10. 

Fig. 2 shows the computed spatial variations of free surface elevation rf 
(bottom), on-offshore velocity v! (middle) and longshore velocity v' (top). Fig. 
2(a) and (b) shows the results under the bottom friction factor /' = 0.01 and 
/' = 0.10, respectively. Comparison of these figures indicates that the results 
of free surface elevation rf and on-offshore velocity v! are little affected by the 
change of the friction factor, whereas the results of the longshore velocity v' 
shows the considerable difference by /' especially around the still water shore- 
line(S.W.S.L.). 

Fig. 2(c) and (d) are the results when the beach slope S' is changed from 
the original input condition. Although, Eq. (13) for the longshore velocity v' 
does not include S' term, the effects of beach slope are indirectly involved in v' 
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through the alterations of b! and u' by S'. Under the mild slope case S' = 1/20, 
the longshore velocity around S.W.S.L. takes small value as shown in Fig. 2(c). 
On the other hand, under steep slope case S1 = 1/5, the longshore current 
velocity becomes large even in the landward region of S.W.S.L. The longshore 
velocity v' near S.W.S.L. is found to be positive not only up-rush phase but 
also down rush phase. 

In order to discuss the properties of calculated longshore velocity, the fol- 
lowing characteristics are investigated; the peak value of temporal velocity fluc- 
tuation at a specific point; v'k, the time average value; v'mean and the volume 
flux of longshore velocity; Q , defined as 

Q' = \ [ h'v'dt (16) 

Fig. 3 illustrates the on-offshore variations of the above characteristics. 
As the beach slope S' becomes steeper, all the characteristics increase and the 
peaks of the distributions move toward S.W.S.L. (Fig. 3(a)). Non-vanishing 
velocities and volume flux are found at the still water shoreline and in further 
landward region. Fig. 3(b) indicates the effect of incident wave period T', where 
the increase of T" has the same effects as the increase of S'. Fig. 3 (c) illustrates 
the results when the friction factor /' is varied. The characteristics decrease 
with the friction factor, but the differences are not so significant. 

Fig. 4 shows the temporal variations of free surface elevation rf (bottom), 
velocity vector v' (middle) and volume flux vector Q' (top) at the locations 
from offshore to onshore. In order to stress the difference between run-up and 
downwash motion, this calculation was carried out under relatively steep slope 
S1 = 1/5 and large wave incident angle OB = 20°. The stick-diagrams of v' show 
that the water mass runs up on the beach with a certain angle to the shoreline, 
then runs down approaching the right angle. The diagram of volume flux Q' 
shows more predominant difference in magnitude between run-up and run-down 
phases, because the water depth h' becomes larger in run-up phase than in 
run-down phase. This property is more evident as the location (x — x0)/x0 

(x0 = d'B/S': the position of still water shoreline) is in the direction of landward. 
These properties seem to be useful to explain the zig-zag sediment transport in 
a swash zone. The velocity vector v' or the volume flux vector Q' may govern 
the sediment movement corresponding whether the transport mode is bed load 
or suspended load, respectively. 
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Fig. 2: Spatial variations of longshore velocity v' (top), on-offshore velocity v! 

(middle) and free surface elevation rj (bottom) 
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Fig. 3: On-offshore variations of the peak longshore velocity v'peak (bottom), 

time averaged longshore velocity v'mean (middle) and time averaged longshore 

volume flux Q' (top) 
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Fig. 5: Wave basin and experimental set-up 

3. EXPERIMENTAL STUDY 

3.1 Experimental Arrangements and Procedure 
A wave basin of 26.7m long, 13m wide and 1.2m deep was used. A uniform 

plane slope of the gradient S= 1/7.5 was set up at an angle 8 = 15° with a 
wave generator which was equipped at the other end of the basin. The slope 
was carefully built up by covering 30mm thick concrete mortar with reinforced 
mesh over a sandy mound. The water depth in the offshore uniform depth 
region was kept at 79cm constant throughout the experiments. Water surface 
fluctuations were measured with an array of five capacitance type wave gauges 
at 12.5cm interval on the slope. The experimental set-up is illustrated as Fig. 
5. 

In order to measure very shallow flows in a swash zone including landward 
region of the still water shoreline, tracer method was adopted. An important 
demand for the tracer is to represent the fluid velocity accurately in the swash 
zone. Another demand is visibility because the tracer movements were recorded 
with a bird's-eye video camera locating 5 ~ 6 m above the water surface. 
After several trials, the following three type tracers were chosen: a fluorescent 
color sphere float of styrene form with 3cm in diameter(type-A), a 2.5mm thick 
circular plate made of plywood with 110mm diameter(type-B) and a 6.6mm 
thick octagonal plate made of plywood with 93mm in diagonal length(type-C). 
A small electro-magnetic current meter with a cylindrical shape sensor 16mm 
in length and 5mm in diameter was also used in the preliminary measurements. 

For each test run, the velocity measurement was started two minutes after 
the start of wave generation to attain the steady state condition. The velocity 
measuring area for the tracer method should be chosen where the uniformity 
of the longshore current is confirmed. In order to detect the position of a 
moving tracer throughout the surf zone and swash zone, a 20cm-mesh reference 
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Fig. 6: Trajectories of tracers 
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frame of 3.6m x 3.6m was installed. The trajectories of the tracers over the 
reference frame were recorded at an interval of 1/30 second. Frame by frame 
analysis of the video film yields Lagrangian velocities both in on-offshore and 
alongshore directions. For the detailed descriptions of the experiment, see Asano 
et al.(1994). 

3.2 Experimental Results on Longshore Velocity in Surf and Swash 
Zone 

Fig. 6 shows examples of plane trajectories of tracers. Each tracer runs 
up obliquely on the slope, then tends to run-down vertically. This property 
corresponds to the numerical results illustrated in Fig. 4. 

The longshore velocity of a fluid particle was herein evaluated from the 
alongshore displacement of the tracer during one wave cycle. Fig. 7 shows an 
example of the on-offshore distributions of longshore current velocity V. In 
plotting the data V, the ir-position was determined by the central point of a 
tracer over one wave cycle. Some data which the position after one wave cycle 
were clearly shifted in the on-offshore direction were discarded. Fewer data are 
obtained in the negative x-region because the plate type tracers (type-B and 
C) are frequently thrown up on the slope. Also fewer data are available slightly 
onshore of the breaking point because white-caps generated by breaking waves 
often make tracer invisible. Since no obvious differences by the tracer types are 
noticed in Fig. 7, results will be shown without distinguishing the tracer types 
in the following. One important point in this result is that the longshore current 
velocity at the still water shoreline x=0 has the same order of magnitude as that 
in the surf zone. 

Fig. 8 shows the results where the incident wave heights are almost the 
same. Here, the measured longshore current velocities including the case shown 
in Fig. 7 are averaged over every 10cm segment in the on-offshore direction, 
then plotted in the non-dimensional form V/Vmax against normalized alongshore 
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Fig. 9: On-offshore distributions of longshore current velocity and comparison 
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position. 

Fig. 9 shows the comparison of all the data shown in Fig. 8 with Longuet- 
Higgins'(1970) analytical solution, in which the ratio between the horizontal 
mixing term and the friction term P is given by 0.4. It should be noted that 
little attention has been paid on the longshore current velocity at and beyond the 
shoreline landward, and conventional time averaged models inevitably predict 
the longshore current at the shoreline Vs as 0. Whereas, Fig. 8 and Fig. 9 show 
that V, has a substantial value even at the mean water shoreline x = xs after 
wave set-up. It is also noticed that the longshore velocity at the mean water 
shoreline V, increases with the incident wave period. This property agrees with 
the numerical results shown in Fig. 3 (b). 

Further investigation reveals that the present results as well as a part of 
Visser(1991)'s results on Vs/Vmax are well arranged by the surf similarity pa- 
rameter (See Asano et al.(1994)). 

4. CONCLUSIONS 

A numerical model is developed to predict the flow characteristics in a 
swash zone for obliquely incident wave trains. The two dimensional shallow 
water equations are de-coupled into independent equations each for on-off shore 
motion and for longshore motion. The numerical results on the longshore veloc- 
ity in a swash zone are compared with measured results by the tracer method. 
Both the numerical and experimental studies reveal the following properties. 

(1) Substantial longshore velocities have been obtained even in the landward 
region of the still water shoreline. 
(2) The magnitude of the longshore current velocities at the mean water shore- 
line is found to increase with the beach slope and incident wave period. 
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(3) The swash wave which rushed up obliquely on a slope tend to run down 
approaching to the right angle with the shoreline. The property may cause 
zig-zag longshore sediment transport inherent in swash zone. 

Quantitative comparison between numerical and experimental results should 
be conducted with considering the effects of the vertical velocity profiles and 
turbulence in swash waves. 
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CHAPTER 3 

LABORATORY COMPARISON OF DIRECTIONAL WAVE 

MEASUREMENT SYSTEMS AND ANALYSIS TECHNIQUES 

Michel BENOIT1 and Charles TEISSON 2 

Abstract 
In order to define a directional wave sensor for laboratory experiments, three 
measuring systems as well as seven directional analysis methods are combined, 
applied and compared on three different tests performed in a directional wave basin. 
"Single-point" gauges are found to accurately analyse unimodal spectra when 
associated to advanced methods (Fit to bimodal model, Iterative Maximum 
Likelihood Method, Maximum Entropy Method, Bayesian Method). The heave- 
pitch-roll gauge used in this study is in particular very simple and shows promising 
capabilities. For bimodal spectra (two directional peaks at same frequency) 
however, only the wave probe array combined with the Maximum Entropy Method 
or the Bayesian Method appears to be able to produce reliable estimates. 

1.   INTRODUCTION —SCOPE OF THE STUDY 
The measurement of directional wave spectrum may be performed through 

various systems, including co-located gauges (directional buoys, pressure sensor 
combined with a 2D currentmeter,...), arrays of gauges (wave probe arrays or mixed 
instruments arrays) or remote-sensing systems (satellite synthetic aperture radar, 
aerial stereo-photography techniques,...). Each of these measuring devices delivers a 
rather limited amount of information and the estimation of directional wave 
spectrum is then an awkward inverse problem, mathematically speaking. In order to 
get an estimate from the data anyway, various directional analysis methods have 
jeen proposed : Fourier Series Decomposition, Fit to parametric models, Maximum 
Likelihood Methods, Maximum Entropy Methods, Bayesian Methods,... 

From practical point of view these methods exhibit different behaviours and 
characteristics for instance in mathematical complexity, directional accuracy, 
directional spectrum shape dependency, computing time, numerical convergence,... 
A good number of these methods have recently been implemented at Laboratoire 
National d'Hydraulique (LNH) and tested quite extensively on numerical 
simulations using heave-pitch-roll data (Benoit, 1992) as well as gauge array data 
(Benoit, 1993). The present study aims to proceed a step further in this comparative 
analysis by evaluating the capabilities of the methods on laboratory data. 

1 Research Engineer — Maritime Group 
2 Head of Maritime Group 

EDF - Laboratoire National d'Hydraulique,    6, quai Watier   78400 CHATOU,    FRANCE 
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We briefly recall that the main unknown of the problem is the directional wave 
spectrum S(f,0), a function of wave frequency f and direction of propagation 6. The 
following conventional decomposition is used :      S(f,0) = E(f).D(f,0) 

E(f) is the classical variance or ID-spectrum that may be estimated by a single 
record of free-surface elevation, and D(f,0) is the Directional Spreading Function 
(DSF) satisfying two important properties : 

D(f,0) > 0 over [ 0 , 2n ]      and      I     D(f,0) d0 = 1 
Jo 

The directional analysis procedure may be roughly decomposed into three steps : 
a. record simultaneously one or several wave properties (elevation, velocities, 

pressure, slopes,...) at one or more locations :    Xi(t), , XN©      (N > 3) 
b. compute the cross-spectra between each pair of recorded signals : 

lim 
Gij(f) •£ Rij(x) e-i2jtfx dx       with   Ry(T) = 

T->° i Xi(t).Xj(t-K) dt 

estimate the directional spectrum by inverting the following set of equations 
f27t 

Gij(f): I Hi(f,0). H,(f,0).S(f,0 ).exp(-k.Xij) d0 

In this study, three measuring systems are set up in LNH directional wave basin 
(see section 2) and seven directional analysis methods are selected (see section 3). 
The experimental lay-out is described in section 4 and the three test-cases are 
presented in section 5. The comparative analysis of results is reported in section 6. 

2.   DIRECTIONAL MEASURING DEVICES 

Three measuring systems are considered for laboratory measurements (figure 1): 
— a wave probe array : the array is composed of five probes (numbered from 1 

to 5) laid out on the same configuration as the one used by Nwogu (1989). The 
wave probes are resistive-type wires mounted on a frame that allows a precise 
positionning. The radius R of the array is 0.40 m. As it will be presented in section 
5, the wavelength corresponding to peak frequency is Lp == 2.42 m, and thus the 
ratio R/Lp is about 16 %. 

Figure 1: the three directional measuring devices used for experiments. 
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— a "heave-pitch-roll" gauge : this gauge aims to deliver the same type of 
signals as the heave-pitch-roll buoy used in the field. To that extent, four wave 
probes are set up close to each other in a very simple way (see figure 1-b). From the 
four recorded free-surface elevation time series, the elevation and two orthogonal 
slopes of free-surface at the center of the gauge are computed : 

Tl(t) = 0l6 + Tl7 + Tl8 + Tl9)/4. 
3rl{t)_

Tl8(t)-Tl6(t) 
d x d6-g 

9^^7(0-119(1) with.  d6g=1L4cm   and   d7.9=13.2cm 
d y A-j.g 

— a wave-velocity gauge : as the previous one, this gauge is also a "single- 
point" gauge, recording at the same location the free-surface elevation (through a 
wave probe) and the two horizontal components of velocity (through a 3D acoustic 
velocimeter, from which only the two velocity signals U and V are kept). 

3. DIRECTIONAL ANALYSIS METHODS 
Among the methods available at LNH, the seven following ones are considered, 

because each of them may be used both for "single-point" systems and arrays : 
— Weighted Fourier Series (WFS) : the directional spreading function is 

expressed as a truncated Fourier series whose first coefficients are computed from 
the cross-spectra (Borgman, 1969). A weighting function is used to avoid possible 
negative values taken by this estimate (Longuet-Higgins et al., 1963). 

— Fit to bimodal Gaussian model (2MF2) : A bimodal parametric model 
obtained from linear combination of two unimodal Gaussian-type models is used. 
Its five unknown parameters are determined from the cross-spectra. In the case of 
"single-point" systems, the problem becomes awkward because there are only four 
information avalaible and additional constraints are thus needed (Benoit, 1992). 

— Maximum Likelihood Method (MLM) : By this method the directional 
spectrum is regarded as a linear combination of the cross-spectra. The weighting 
coefficients are calculated with the condition of unity gain of the estimator in the 
absence of noise (Oltman-Shay and Guza, 1984 ; Krogstad, 1988). Recently, Haug 
and Krogstad (1993) proposed a modified version of MLM (the constrained MLM) 
for gauge arrays which is not taken into account here. 

—- Iterative Maximum Likelihood Method (IMLM2) : The estimate obtained 
from the former method is not consistent with the measured cross-spectra. It may be 
iteratively modified to let its cross-spectra become closer to the ones obtained from 
the data (Oltman-Shay and Guza, 1984). 

— Maximum Entropy Method (MEM2) : The method is based on the 
i-27t 

definition of Shannon for entropy : % = -1     D(f,8).ln (D(f,0)) d6 . 
Jo 

This entropy is maximized under the constraints given by the cross-spectra. The 
application to single-point systems or gauge arrays is described by Kobune and 
Hashimoto (1986), Nwogu et al. (1987) and Nwogu (1989). 

This entropy definition is different from the one used by other authors (e.g. 
Lygre and Rrogstadt, 1986) which generally appears to be less powerfull. 
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— Bayesian Directional Method (BDM) : No a priori assumption is made 
about the spreading function which is considered as a piecewise-constant function 
over [0 , 2?r]. The unknown values of D(f,0) on each of the K segments dividing 
[0,2?t] are obtained by considering the constraints of the cross-spectra and an 
additional condition on the smoothness of D(f,0) (Hashimoto etal, 1987). 

— Variational Fitting Technique - Long-Hasselmann Method (LHM): Long 
and Hasselmann (1979) developed this method by which an initial simple estimate 
is iteratively modified to minimize a "nastiness" function that takes into account the 
various conditions on the spreading function. The application to buoy data is 
described in detail by Long (1980). 

When referring to previous LNH numerical comparative surveys (Benoit, 1992), 
the Fit to unimodal model method (e.g. Borgman, 1969) and the Eigenvector 
Method (Mardsen and Juszko, 1987) have been dropped. The former is definitely 
unable to analyse bimodal cases and the latter has not been applied to gauge arrays. 

4. EXPERIMENTAL LAY-OUT 
The LNH multirectional wave facility is a rectangular wave basin of 50 m by 

30 m used for coastal studies. The segmented wavemaker is composed of 56 piston- 
type paddles. The width of the paddles is 0.40 m. The total wavemaker length is 
thus 22.4 m. It is movable along the main side of the basin. The maximum water 
depth in the basin is 0.80 m. The facility is equipped with numerous mobile upright 
progressive wave absorbers. Each absorber unit measures 2.8 m by 2 m, allowing 
variable and adpatable absorber configurations in the basin. Tidal currents may also 
be simulted in addition to waves. 

For the present experiments only the eastern part of the basin was used as there 
was a breakwater model set up in the remaining part of the basin. Only the first 30 
paddles were activated, giving an effective wavemaker length of 12 m. The test area 
was then a rectangle of 12 m by 25 m (figure 2) limited by wave absorbers. Fully 
reflective sheets over a length of 6 m were set-up at each side of the wavemaker in 
order to increase the work area through the corner reflection method. The bottom 
was flat over the whole test area. The water depth was kept constant at 0.60 m. 

The three measuring devices were located 6 m apart from the wavemaker. They 
were set up every 0.40 m on a line parallel to the wavemaker (see figure 2). 

Figure 2 : definition sketch of experimental setup. 
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5. CHARACTERISTICS OF LABORATORY TEST-CASES 

5.1   Wave simulation characteristics 
The directional wave simulation is achieved by using a "single summation " 

method (also called "single direction per frequency method") (Miles, 1989): 
r) (x,y,t) = X   An cos (2jc.fn.t - kn(x.cos 0n + y.sin 6n) + cpn) 

The sea surface elevation is obtained through a linear superposition of numerous 
elementary components. The amplitude of each component is related to the target 

spectrum through :     An = V2 S (fn, 0n) A fn A0„ 
The phases are uniformly and randomly distributed over [0 , 2n]. The directions 

9n are of the form LAG, but randomly distributed over [0 , 2K]. 

The frequency spectrum E(f) is a classical JONSWAP spectrum with a significant 
wave height of 0.10 m, a peak period of 1.3 s and a peak-factor y = 5. The simulated 
directional spreading function (DSF) is frequency independent: 

nsi,ai>S2,au(e) = Mig1>ai(e) + a-^.n^oaO)     with o < x < 1 

with:   ns,a(6) = A(s) cos2-* [( 0-a )/2J       if 0-ae [-8m ; 9m]     (0m = 6O°) 

Three DSF are simulated with the following characteristics (see figure 3): 
Test Description si ai S2 a2 X 
Al Unimodal Broad DSF 1 0. 1. 
A3 Unimodal sharp DSF 15 0. 1. 
A5 Bimodal DSF 25 -40.° 5 30.° 0.5 
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Figure 3 : The three simulated directional spreading functions. 
5.2 Signal recording characteristics 
The signals are recorded with a time step of 0.05 s over a duration of 819.2 s. 
5.3 Cross-spectral analysis characteristics 
The spectral analysis procedure is based on the technique of the averaged 

periodogram on the whole recorded signals partitioned in segments of 512 points. 
An overlapping of 25% between adjacent segments is used. The resulting frequency 
resolution is 0.039 Hz. Directional analysis is carried out between 0.5 and 1.25 Hz. 
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6. PRESENTATION AND DISCUSSION OF LABORATORY TESTS RESULTS 
The directional spectra analysed on the three laboratory test-cases are presented 

using 2D-plots on figures 4-a and 4-b (test Al), 5-a and 5-b (test A3), 6-a and 6-b 
(test A5). Figure 7 gives a 3D-view of directional spectra analysed by MEM2 and 
BDM for the three measuring devices on test A5. 

6.1 Analysis of test Al — Unimodal broad spectrum — Figures 4-a and 4-b : 
— Wave probe array : Reliable estimates are obtained by the BDM and MEM2 

methods only. The WFS, MLM and LHM estimates are broader than the target 
spectrum. The 2MF2 and IMLM2 estimates are either too sharp or quite bimodal 
and reveal some instable behaviour of the methods. 

— Heave-pitch-roll gauge : Very accurate and similar estimates are obtained 
from the 2MF2, IMLM2, MEM2 and BDM methods. This similarity allows a 
certain confidence in the results of this gauge. The spectra analysed by the WFS, 
MLM and LHM methods are too broad. 

— Wave-velocity gauge : the behaviour of analysis methods is very similar to 
the heave-pitch-roll gauge, but the estimated spectra are a little bit sharper than the 
former ones. Correct estimates are again obtained from the 2MF2, IMLM2, MEM2 
and BDM methods. 

6.2 Analysis of test A3 — Unimodal sharp spectrum — Figures 5-a and 5-b : 
— Wave probe array : Best estimates are obtained from MEM2 method. The 

BDM and IMLM2 methods produce acceptable results, but the latter one shows 
some numerical instabilities out of peak region. The 2MF2 method also exhibits 
some numerical instabilties, resulting in spurious peaks of the spectrum. The WFS, 
MLM and LHM methods are unable to model the sharpness of the spectrum and 
appear to be unefficient for sea-states with narrow angular spreading of energy. 

— Heave-pitch-roll gauge : the best estimates are given by IMLM2, BDM and 
MEM2 methods. The spectrum analysed by the 2MF2 method is clearly too sharp, 
while the spectra analysed by the WFS method especially, but also by the MLM and 
LHM methods, are far too broad. 

— Wave-velocity gauge : As for test Al, the observations for this measuring 
device are very close to the ones of heave-pitch-roll gauge. Again the most accurate 
estimates are achieved by the IMLM2, BDM and MEM2 methods. On this second 
case however the directional widths of the estimates are very close to those obtained 
from heave-pitch-roll gauge. 

6.3 Analysis of test A5 — Bimodal spectrum — Figures 6-a. 6-b and 7 : 
— Wave probe array : Reliable estimates are obtained from the 2MF2, MEM2 

and BDM methods. For these three methods the bimodal nature of the sea-state 
(with a difference in the shapes of the two peaks) is clearly reproduced. On figure 7 
it may be seen that the spectra given by MEM2 and BDM agree quite well with the 
theoretical spectrum. One must emphasis that this bimodal case with two peaks at 
the same frequency only separated by 70 degrees is very severe. Bimodality of 
spectrum is harly detected by the LHM and the IMLM2. The WFS and MLM 
methods only produce an unimodal and very broad spectrum. 

— Heave-pitch-roll gauge : The results given by the various methods are 
definitely worse than for the wave probe array. The quite low number of 
information recorded by the single point-system undoubtedly limits here the 
resolution capabality of the analysis methods. The bimodal nature of the spectrum is 



48 COASTAL ENGINEERING 1994 

LU 
I- 

(ZH)   3 

|B0!ia4O9L)l SdM ZdlAIZ 1AI11AI 



DIRECTIONAL WAVE MEASUREMENT SYSTEMS 49 

CD 
O) 
3 
CO 
O) 

o 
o 
(D 
> 

t 
CO 

5 

0) 

3 
CO 

o 

> 
CO 
CD 
X 

(0 

O 

a> 
> 
CO 

0) 
UJ 

(ZH)    3 

ZIAIIIAII 3IAI3IAI lAiaa 1AIH1 

s- 
a 
Ml 



50 COASTAL ENGINEERING 1994 

d> 
O) 
3 
(Q 
O) 

U 
O 

i 

Q) 
O) 
3 
(0 
O) 

u 

CD 

n 
(U 
X 

re 

o 
a 

TO 

CO 

I- 

HI 

(ZH)    3 

leoiiajoam SdM ZdlAIZ 1A111AI 

I u 



DIRECTIONAL WAVE MEASUREMENT SYSTEMS 51 

O) 
3 
(0 

o 
o 
Q) 

? 
> 
re 

U> 
3 
(0 

U 

i 

re 
0) 

J3 
O 

> re 

CO 
< 
I- 
C/) 
UJ 

(ZH)    J 

ZlAniAII 2IAI3IAI lAiaa IAIH1 

IT) 
0) 
S- 
S 
BJI 



52 COASTAL ENGINEERING 1994 

O) 
3 ca 
TO 

a 
o 

> 
CO 

a> 
TO 
3 
CO 
TO 

CO 
> 
CO 
0) 
X 

CO 
1- 
co 
a> 
o 

> 
(0 

•a 

rl 

J 

1 

I 
! 

If 

< 
I- 
0) 
UJ 

(ZH>    3 

|e3l)3J03L|l SdM 3JIAI2 lAHIAI 

u 
a 
E 



DIRECTIONAL WAVE MEASUREMENT SYSTEMS 53 

CD 
O) 
3 
CO 
O) 
>. 
"5 o 
0) 
> 

> 
co 

D) 

o 

a> 
> 
(0 
a) 
x 

>. 
CD 

CO 
0> n o 
a. 
CD > 
CO 

< 
I- 
(/) 
LJJ 

(ZH) 3 

tn 
0 

o .  

\ 1 

- 

2IA11IA1I 2IAI31AI lAiaa IAIH1 



54 COASTAL ENGINEERING 1994 

slightly noticeable for the 2MF2, IMLM2, MEM2 and BDM methods, but it is 
almost impossible to get detailed information about the relative shapes of the two 
peaks. Again these four methods give very similar and concordant results. 

— Wave-velocity gauge : Most of the estimates are of same quality —and 
generally even a little bit worse— than the ones obtained from the heave-pitch-roll 
gauge. An exception is maybe the IMLM2 method which shows some better results 
than for the heave-pitch-roll gauge. Figure 7 however indicates that on this test-case 
the heave-pitch-roll gauge is superior to the the wave-velocity gauge when 
associated with sophisticated methods (MEM2 and BDM). 

7.   CONCLUSIONS — FUTURE WORK 
Based on the comparative analysis of the various laboratory experiments carried 

out during this study, the following conclusions may be expressed : 
- Great care should be given to the preliminary steps of signal recording and 

spectral analysis. There is a strong need to record rather long time series in order 
to get minimum variance spectral estimates. It seems worthwhile to increase the 
number of degrees of freedom of the cross-spectra as much as possible. 

- The analysis of unimodal directional sea-states may be quite efficiently 
achieved by "single-point" (or "co-located") measuring systems, recording only 
three wave signals : heave-pitch-roll gauge or wave-velocity gauge. 

- Each of these gauges usually produces concordant estimates from the 2MF2, 
IMLM2, MEM2 and BDM methods. When associated to one of these analysis 
methods, the "single-point" gauges exhibit good resolution capabilities for 
unimodal spectra, whatever the directional spreading of energy is. 

- In addition, the comparison of tests results seems to indicate that the heave- 
pitch-roll gauge is somewhat superior to the wave-velocity gauge. This point 
needs however to be confirmed on more extensive experiments with velocity 
measurement at various depths. Furthermore, the heave-pitch-roll gauge used 
for these laboratory experiments is very simple and may be set up at moderate 
cost. Although these performances have to be confirmed on additional test- 
cases, the present experimental results indicate promising capabilities for 
operational laboratory measurements. 

- For complex bimodal sea-states, the "single-point" systems usually fail to 
reproduce the shape of the target spectra. The bimodal nature of sea-state is 
hardly detected by these systems, even by using sophisticated analysis methods 
(MEM2, IMLM2, BDM). The output resolution seems too low to allow physical 
interpretation of results. For such bimodal cases, the amount of input 
information must be extended (up to five or more). The gauge array composed 
of five wave probes used in these experiments has proven to be able to produce 
reliable estimates on the three tests. 

- The gauge array however usually requires more refined and complex numerical 
treatment because of the additional assumption it needs about spatial 
homogeneity of sea-state. For this type of measuring system, one must emphasis 
the need of advanced methods (MEM2 or BDM) in order to get reliable results . 
Additional laboratory experiments with differents conditions will be performed 

in order to confirm or modify the present conclusions. The extension of these 
methods for the measurement of directional wave spectra close to a reflective 
structure is also a major research field for the next future. 
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CHAPTER 4 

Accuracy of Wind and Wave Evaluation in Coastal Regions 

Luciana Bertotti* and Luigi Cavalerfl 

Abstract 

We have made a critical analysis of the processes and the parameters that 
affect the accuracy with which wind and waves can be evaluated close to coast. For 
each process we quantify the possible error, whenever possible complementing this 
with numerical tests and practical cases. 

1.   Introduction 

The standard evaluation of the performance of a wave model is usually done 
off the coast, in the open sea. Typically the analysis fields (wave fields obtained 
using as input the wind provided by the analysis of 3-D meteorological models) are 
compared with the measured data available at certain locations. This provides a fair 
estimate of the overall performance. More detailed analyses, possibly referred to 
some test cases, can provide information on specific aspects of the model. The 
forecast fields are compared with the analysis fields to assess the reliability of the 
results in the forecast mode (in doing so we effectively check the forecast wind 
fields). 

The related statistics are commonly available (see e.g., Giinther et al., 1992 
and Komen et al., 1994). Particularly during the last three years, with most 
meteorological centers moved to high resolution meteorological models, the results 
are quite satisfactory. The average bias for the significant wave height Hs is about 
0.10-0.15 m or less, the rms error is limited to a few tens of centimeters. 

However, the condition is not similarly satisfactory in coastal areas. Here a 
number of problems arise. First, the orography of the coast strongly affects the wind 
field, hence the local evolution of the wave fields. Then, the shallow waters bring to 
relevance a number of processes, some of them being of difficult evaluation, but 
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The practical application of wave modeling in coastal areas requires 
therefore a careful analysis of the local conditions, to assess, even if only on a 
qualitative basis, the relevance of each process. This will tell us where to focus our 
attention, following the principle of "larger corrections first". 

We have done an evaluation of the potential relevance of the processes 
active in coastal areas and of the model parameters that affect the accuracy of the 
results. Whenever possible, this has been done with numerical tests, supporting the 
results with wave measurements at suitable locations. In section 2 we discuss the 
evaluation of the wind field and the related consequences on the evaluation of the 
wave fields. Then (section 3) we analyze the relevance of the conservative processes 
arising from the interaction of the waves with the bottom. The dissipative processes 
are analyzed in section 4. In 5 we turn our attention to the resolution of the grid and 
of the wave model. Interactions with currents are briefly mentioned in 6. The overall 
results are summarized and commented in the final section 7. 

2. Wind in Coastal Areas 

The wind is the source of the whole energy present in the sea in the wind 
wave frequency range. The sensitivity of waves to even limited variations imply a 
careful attention to the modifications of the wind fields in coastal areas. 

Wind can be modified both at large and local scales. Analyzing a very severe 
storm in the Mediterranean Sea, Cavaleri et al. (1991) report an increase of the 
wind speed of about 30% by increasing the resolution from 150 to 70 km. In 
another case in the same area (Cavaleri et al., 1993), a further increase of resolution 
to 40 km succeeded in revealing an otherwise unnoticed local turn of the wind, 
strictly associated to the local orography, that produced a 5 m significant wave 
height in the Gulf of Genoa, duly found in the measured data. It is not possible to 
specify the characteristics of a meteorological model that are required for a 
sufficient accuracy. As a practical rule, we can say that, given a characteristic length 
D of the local orography (the dimension of a bay, or of an island or a promontory), 
a good wind requires a resolution of D/5 or better. The same applies if D is the 
minimal distance from a coast with a complicated orography at which we want to 
evaluate the fields. 

3. Wave Conservative Bottom Processes 

We discuss the following processes: refraction, shoaling, bottom scattering. 
While the first two are a standard part of any shallow water wave model, the third 
one is rarely considered, but it can become dominant in certain conditions. 

Refraction. Well established, both with grid and ray techniques. If no particular 
complication arises (e.g., caustics), the accuracy for the single spectral component is 
of the order of a few percents and a few degrees in direction. 

More care is required when dealing with a full 2-D spectrum, from which we 
extract the mean direction (we anticipate here a result connected to the subject of 
section 5). Hubbert and Wolf (1991) have considered a narrow swell approaching at 



ACCURACY OF WIND 59 

60° with respect to the isobaths a one-dimensional 1:104 sloping coast. Figure 1 
shows the resulting turning of the swell mean direction while approaching the 
beach, as a function of the directional resolution used in the model. While all the 
results are good, and excellent for a resolution of 15° or better, we need to go down 
at 5° before being able to reproduce the result obtained with Snel's law (note: 
Komen et al., 1994, p. 345, point out that, contrarily to the common use, the 
correct spelling of this Dutch mathematician requires a single "1"). 

cc 

DIRECTIONAL RESOLUTION 

 io" 

SNEL'S LAW 

DEPTH (M) 

Figure 1. Refraction on a sloping bottom as a function of 
directional resolution (after Hubbert and Wolf, 1991). 

Shoaling. When shoaling a wave spectrum towards the coast, two basic approaches 
are possible: to use linear theory for each component separately, or to summarize 
the spectrum into a representative wave of given height and period, and to use one 
of the several nonlinear theories available. To our knowledge no general method to 
deal with nonlinear shoaling of the whole 2-D spectrum has been published. We 
expect some substantial improvement not far in the future. For the time being we 
call the attention to one result of strong interest for the coastal engineer. Starting 
from recorded data and by numerical integration of the KdV equation, Osborne 
(1993) has analyzed the shoaling of a heavy swell case in the Northern Adriatic Sea, 
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shows the same system of waves at 6 meters of depth. The relevant point is the 
development by nonlinear interactions of long period components, formally 
appearing as a train of solitons. These long components are important for beach 
shaping and harbor management. They appear for large Ursell numbers in the field. 
In this case the results of standard theories should be taken with care. 

-l T r~ 

Time Series B 

Filter Range 0.094 - 0.116 Hz 

Underlying Soliton Train 

100 200 300 
Time (sec) 

400 500 

Figure 2. Non linear shoaling of a heavy swell case in the Northern 
Adriatic Sea. Surface profile evaluated at 6 m of depth. 
Note the development of long period wave components. 

Bottom-scattering. We refer here to the interaction of a surface wave spectrum with 
the oscillations of the bottom. The theory is well established (see Long, 1973), but it 
has rarely been applied for the practical difficulty to have the necessary data 
available (the 2-D spectrum of the depth variations is required) and because of the 
very large computer power requirements. However, some laboratory experiments 
have clearly confirmed the theory and provided spectacular results. Davies and 
Heathershaw (1983) have shown that four oscillations of the bottom (wavelength 
half of that of the surface wave) are sufficient to reflect in the opposite direction 
80% of the incoming wave height. Ten oscillations reflect 90%. 

The wavelength is critical, which makes the application problematic. 
However, because of its potential dominant role, this process should be kept in mind 
whenever a series of transversal parallel bars or reefs is present in front of a coast. 
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4.     Dissipative Bottom Processes 

We discuss bottom friction, percolation, breaking and bottom elasticity. 

Bottom friction. It can be evaluated with both linear and nonlinear (fully spectral) 
approaches. The non linearity leads to more correct evaluations, but this is paid with 
two orders of magnitude in computer power. A rather comprehensive treatment of 
the subject is given by Weber (1991). The linear approach suffices till water 
particles velocity at the bottom of about 0.15 m/s, above which it underestimates 
the energy loss at an increasing rate. A first hand estimate of the expected wave 
conditions at a given location and of the associated orbital velocity will tell the user 
which approach is to be followed. 

A good example of the possible difference between the two approaches is 
given in figure 3, showing a 1-D spectrum at an oceanographic tower located on 16 
m of depth at the far north of the Adriatic Sea, in front of Venice (Cavaleri et al., 
1989). The tower is at the upper end of a long, slowly sloping continental platform, 
and the swell represented in the figure has been propagating in shallow water for 
many tens of kilometers. Clearly, the linear approach (WAM in the figure) fails to 
dissipate the low frequency energy at a sufficiently high rate. 
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Figure 3. Comparison between measured and evaluated 1-D spectra in the Northern 

Adriatic Sea. WAM, evaluated with linear theory for bottom friction; 
modified WAM, with non linear theory (after Cavaleri et al., 1989). 

Percolation. Of little importance offshore, it becomes important when the bottom is 
composed of shingles or very coarse sand, which are usually found close to the 
beach. Its role is never dominant. If to be considered, its proper evaluation requires 
laboratory tests to measure the transmission coefficient necessary for the estimate of 
the related energy budget (see, e.g., Shemdin et al., 1978). 
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Breaking. It is the most dominant factor for wave height in shallow water. Its 
consideration is essential whenever Hs>0.4 depth. 

The breaking is not fully understood. Notwithstanding this, well-devised 
approaches provide very good results (see Battjes and Beji, 1993, for a clear 
example). In general, also simple methods provide acceptable results, simply 
because all of them essentially follow the basic principle of limiting the wave height 
to a certain percentage of depth. Larger differences, in percent terms, are found 
very close to shore. 

Bottom elasticity. This phenomenon is rarely considered because in the very large 
majority of cases the energy involved is negligible. Besides, the bottom material 
(e.g., sand) is practically elastic, with a negligible absorption of energy. In a few 
special cases (the Mississippi Delta and the Bay of Bengal are the best known 
examples), the bottom is locally composed of viscoelastic mud. In this case 
tremendous absorptions of energy can be experienced in heavy storm. Figure 4 
shows the evolution of a shoaling wave spectrum during hurricane Federic 
(Forristall et al., 1990). In 30 km the wave height passed from 8.6 m (in deep water) 
to 2.4 m (in 19 m of depth), a loss of energy of more than 90%. It is obvious then, 
whenever present, this process must be considered and it is going to be the 
dominant one. 

Figure 4. Attenuation of the wave spectrum during hurricane Frederic in the Gulf of 
Mexico. A and B locations are only 30 km apart (after Forristall et al., 1990). 
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5.     Grid and Model Resolution 

Grid resolution. It is essential in establishing the scale at which we want to analyze 
the phenomenon. The resolution affects the results of a wave model, particularly 
when strong gradients are present in the field. In this case a doubling of the 
resolution (say from 40 to 20 km) can increase the estimate of the peak wave height 
by 10-20%. 

The grid resolution establishes also the accuracy with which we describe the 
coast. An uncertainty of half the grid step size on the actual position of the coast 
must be considered. This becomes critical in slanting fetch conditions or, e.g., with 
waves coming towards the coast after going around a promontory enclosing a gulf. 
To avoid errors larger than 10%, the point of interest should be at a distance from 
the coast at least five times the uncertainly in its exact location. 

The overall effect of the grid resolution is exemplified in Figure 5. A very 
severe storm in the Mediterranean Sea (Hs>ll m between Tunisia, Sardinia and 
Sicily, 8 m in the Sicily Channel) has been hindcast using the same input wind, but 
two different resolutions, namely 0.5° and 0.25° (see Cavaleri et al., 1991). The 
figure shows the differences (with 0.5 m isolines) between the two fields, at the 
peak of the storm. They are partly due to a better description of the wave 
generation, and partly to coastal effects. 

HSDIFFUKM0 0 S-f) 25 

11 JAN 1987  12 UTC 

Figure 5. Wave height comparison between the hindcasts of a severe storm in the 
Mediterranean Sea done with different grid resolution. The differences are indicated 
as isolines at 0.5 m interval (after Cavaleri et al., 1991). 
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Model resolution. The integration time step AT is connected to the grid step size 
and to the time scale of the phenomenon we want to describe. Therefore AT must 
be equal or smaller than the time required by the minimal change we want to detect 
in the evolution of the storm. If larger, the phenomenon will be smoothed, and we 
must expect a likely underestimate of the peak conditions. 

The resolution in frequency is usually not a problem. We have formerly 
discussed in section 3 the implications for refraction. Some particular cases, e.g., the 
proper evaluation of swell on the Pacific Ocean, can require an extension towards 
the low frequency range. De La Heras (1990) gives a nice example of this. 

A more critical aspect for coastal engineers is the resolution in direction. 
The usual 24 or 30 degree resolution suffices for most of the cases. However, when 
approaching a complicated shallow water topography or a winding coastal shape, an 
increased resolution will provide a substantially better description of the wave 
distribution. Errors of 15-20% on Hs can easily be found at some location, if a 
coarse resolution in direction is used. 

6. Interactions with Current 

The wave-current interactions are usually neglected by the wave modeller 
for two reasons. First, in the large majority of cases the currents are not strong 
enough to affect a developed wave field in an appreciable way. Second, very rarely 
a detailed distribution of the current field is available. In any case many wave 
models (see Tolman, 1991 and Komen et al., 1994) are built to face the problem. 

In practical terms, till when the current speed is below a few tens of 
centimeters per second, there is no strict need of taking it into consideration. Rather 
the problem for the coastal engineer is the eventual, if necessary, availability of a 
detailed description of the current field. Particularly in coastal areas, with a strong 
spatial variability, this can be a serious problem that deserves a particular attention. 
Besides, to properly evaluate the interactions, the grid resolution of the wave model 
must be better than that required for a proper description of the current field. 

7. Summary 

In the previous sections we have highlighted the possible relevance of each 
single process and model parameter in the modeling of wind waves in coastal areas. 
The difficulty in so doing is that the influence of the single factor can span a wide 
range of values, depending on the conditions in the area of interest. 

Some processes, like bottom scattering and bottom elasticity, require special 
conditions for their appearance. They are usually not considered. However, when 
the conditions are present, their role becomes dominant. 

Even if only on a qualitative basis, we have summarized in figure 6, the 
relevance of the single physical processes. The figure provides an "expected" level 
of influence at 20 m of depth, at 5 m of depth, and the maximum possible relevance 
of each process in the local energy budget. 
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SHALLOW WATER EFFECT INFLUENCE ON WAVES 
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Figure 6. Possible influence of the single physical 
processes affecting waves in shallow water. 
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CHAPTER 5 

A SPECTRAL MODEL FOR WAVES IN THE NEAR SHORE ZONE 

R.C. Ris', L.H. Holthuijsen' and N. Booif 

Abstract 

The present paper describes the second phase in the development of a fully spectral 
wave model for the near shore zone (SWAN). Third-generation formulations of 
wave generation by wind, dissipation due to whitecapping and quadruplet wave-wave 
interactions are added to the processes of (refractive) propagation, bottom friction 
and depth-induced wave breaking that were implemented in the first phase 
(Holthuijsen et al., 1993). The performance and the behaviour of the SWAN model 
are shown in two observed cases in which waves are regenerated by the wind after 
a considerable decrease due to shallow water effects. In the case of the Haringvliet 
(a closed branch of the Rhine estuary, the Netherlands) reasonable results in terms 
of significant wave heights were obtained. In the case of Saginaw Bay (Lake Huron, 
USA), the SWAN model underestimates the significant wave height deep inside the 
bay (as did two other models). Due to the absence of triad wave-wave interactions 
in the model the mean period is not properly shifted to the higher frequencies in 
shallow water. Adding these triads is planned for the next phase of developing the 
SWAN model. 

Introduction 

In conventional wave models (at least in coastal engineering) wave components are 
traced from deep water into shallow water along wave rays to obtain realistic 
estimates of wave parameters in coastal areas, lakes and estuaries. However, this 
technique often results in chaotic wave ray patterns which are difficult to interpret. 
Moreover, nonlinear processes cannot be calculated efficiently. Using a spectral 
wave model that represents the evolution of the waves on a grid is superior in 
several respects. The inherent spatial smoothing of such a model ensures a realistic 
smooth representation of the wave pattern, and it allows an efficient representation 
of the random, short-crested waves with their generation and dissipation. Models of 

1  Delft University of Technology, Department of Civil Engineering, Stevinweg 1, 2628 CN, 
Delft, The Netherlands. 
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this type are fairly common for oceans and shelf seas. However in coastal 
applications several orders of magnitude more computer effort is required due to the 
very high spatial resolution that is needed and the numerical techniques that are 
used. We reduced the required computer effort greatly by considering stationary 
situations only and by developing an unconditionally stable propagation scheme. The 
model is described and results are shown of tests for observed conditions in the 
Haringvliet and in Saginaw Bay with effects of wind, whitecapping, quadruplet 
wave-wave interactions, bottom friction and depth-induced wave breaking included. 

Model formulation 

The SWAN model (Simulation of WAves in Near shore areas) is conceived to be 
a third-generation, stationary wave model that is discrete spectral in both frequencies 
and directions. The qualification "third-generation" implies that the spectrum in the 
model evolves free from any a priori restraints (Komen et al., 1994). The model is 
formulated in terms of action density N (energy density divided by relative 
frequency: N = E/o). From the possible representations of the spectrum in 
frequency, direction and wave number space, we choose a formulation in terms of 
relative frequency a and direction of propagation 6 (normal to the wave crest of a 
wave component). This is convenient for two reasons. Because of efficiency and 
accuracy, an implicit numerical scheme should be chosen for energy transport across 
the directions (refraction) and an explicit scheme for energy transport across the 
frequencies or wave numbers (frequency or wave number shift). The latter is subject 
to a Courant stability criterion which is more restrictive for the wave number 
formulation than the formulation in terms of frequency. Choosing the relative 
frequency a rather than absolute frequency w has the advantage that the relationship 
between the relative frequency and wave number remains unique when currents are 
added. 

In general the evolution of the spectrum can be described by the spectral action 
balance equation (e.g., Phillips, 1977): 

1N(M) + V    -[(c +U)N(cr,e)] + A[c<7N((r,0)]+A[c9N(a,0)]-l^      (1) 
at g do ou a 

The first term in the left-hand side is the rate of change of action density in time, 
the second term is the rectilinear propagation of action in geographical x,y-space. 
The third term describes the shifting of the relative frequency due to currents and 
unsteadiness of depths with propagation velocity c„ in a-space. The fourth term 
represents the propagation in 0-space (depth and current induced refraction) with 
propagation velocity c„. This action balance equation implicitly takes into account 
the interaction between waves and currents through radiation stresses. The term 
S(<j,0) at the right hand side of the action balance equation is the source term 
representing the growth by wind, the wave-wave interactions and the decay by 
bottom friction, whitecapping and depth-induced wave breaking. 
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To reduce computer time, we removed time from the action balance equation (i.e., 
d/dt = 0). This is acceptable for most coastal conditions since the residence time 
of the waves is usually far less than the time scale of variations of the wave 
boundary condition, the ambient current or the tide. For cases in which the time 
scale of these variations becomes important, i.e., variable incoming waves at the 
boundary, or variable winds or currents, a quasi-stationary approach can be taken 
by repeating the computations for predefined time intervals. For the wind effects the 
formulations of Cavaleri and Malanotte-Rizzoli (1981) and Snyder et al. (1981) are 
used. For the bottom friction effects the formulation from JONSWAP (Hasselmann 
et al., 1973; WAMDI group, 1988) is taken with the friction coefficient T equal 
0.067 m2s"3 (wind sea conditions; Bouws and Komen, 1983). Whitecapping is 
represented by the formulation of Hasselmann (1974) and Komen et al. (1984) in 
which the dissipation is controlled primarily by the steepness of the waves. Depth- 
induced wave breaking is modelled by a spectral version of the Battjes/Janssen wave 
breaking model (Battjes and Janssen, 1978) resulting in a dissipation which does not 
affect the shape of the spectrum itself (Beji and Battjes, 1993; Battjes et al., 1993). 
For the breaking coefficient in this model we use 7=0.73 which is the average 
value in the field experiments summarized in Table 1 of Battjes and Stive (1985). 
The quadruplet wave-wave interactions of Hasselmann (1962) are calculated with 
the Discrete Interaction Approximation (DIA) of Hasselmann et al. (1985) as in the 
WAM model (WAMDI group, 1989). A complete version of the SWAN model is 
planned to include triad wave-wave interactions. In very shallow water these triad 
wave-wave interactions transfer energy to higher frequencies. However, the triad 
interactions are still poorly understood and no suitable expression in terms of energy 
density has yet been derived (only for non-dispersive waves, Abreu et al., 1992). 
Efforts are presently being made to model the triad interactions based on the work 
of other authors, e.g., Beji and Battjes (1993), Battjes et al. (1993) and Madsen et 
al. (1991). 

The numerical algorithm 

In coastal wave models it is customary to propagate waves from deeper water 
towards the shore. In the HISWA model (Holthuijsen et al., 1989) this is exploited 
by propagating the waves line by line roughly parallel with the crests from deeper 
water to shallower water over a regular grid. This is computationally very efficient 
and unconditionally stable from a numerical point of view but waves can only 
propagate within a directional sector of about 120°. Complicated wave conditions 
with extreme refraction, reflections or initial cross seas cannot be properly 
accommodated. In the SWAN model we retain the unconditionally stable character 
of this technique but we expand it to accommodate these complicated conditions 
(wave from all directions). This modified version of the technique of the HISWA 
model (which in turn was borrowed from parabolic refraction/diffraction models) 
is a forward marching scheme in geographic x,y-space in a sequence of four 90° 
sectors of wave propagation (quadrants). In the first quadrant the state in a gridpoint 
(xi; yj) is determined by its up-wave gridpoints (x^, yj) and (x,, yH). 
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SWEEP 1 SWEEP 2 SWEEP 3 SWEEP 4 
A y 

^> 

Fig. 1 Numerical scheme for wave propagation in geographic space in SWAN with 
the appropriate directional quadrant indicated per sweep for which the waves 
are propagated. 

The computation is therefore unconditionally stable for all wave propagation 
directions in the 90° quadrant between the up-wave x- and y-direction because the 
wave characteristics lie within this quadrant. The waves in this quadrant are 
propagated with this scheme over the entire geographical region on a rectangular 
grid (sweep 1, Fig. 1). By rotating the stencil over 90°, the next quadrant (90°-180°) 
is propagated (sweep 2). Rotating the stencil twice more ensures propagation within 
all four quadrants. This allows waves to propagate from all directions with an 
unconditionally stable scheme. In cases with current- or depth induced refraction, 
action density can shift from one quadrant to another. This is taken into account 
through the boundary conditions of the directional quadrants and by repeating the 
computations with converging results. Hence the method is characterized as an 
iterative four-sweep technique (Holthuijsen et al., 1993). Typically we choose a 
change of less then 1 % in significant wave height and mean wave period in 99% of 
the wetted geographic gridpoints to terminate the iteration. The propagation in 6- 
direction (refraction) is computed with an implicit scheme to achieve numerical 
stability for large bottom gradients (central second-order scheme). The 
corresponding tri-diagonal matrix is solved with a Thomas algorithm (Abbott and 
Basco, 1989). Preliminary results of propagation tests (also with currents induced 
wave blocking) for analytical and real cases show an accurate and stable behaviour 
of the wave model. In all of the next cases, however, no currents are present. 

The integration of the source terms is straightforward for all frequencies of the 
discretized spectrum (the prognostic part of the spectrum, o< <rmax). For frequencies 
higher than <rmax, a diagnostic spectral tail is added to the spectrum. To ensure a 
stable integration of the source terms we have used explicit schemes for the input 
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source terms and semi-implicit and fully implicit schemes for the sink terms. To 
suppress the development of numerical instabilities, the maximum growth of energy 
density per sweep in a spectral bin is limited to a fraction of 10% (Tolman, 1992) 
of the fully developed equilibrium level (Phillips, 1958). Decay is not similarly 
limited to allow realistic rapid decrease near the shore. In SWAN the frequency a 
is exponential distributed (ai+1 = aa„ with a constant) so that the calculation of the 
nonlinear transfer scales with frequency and can be integrated economically. 

Field measurements: the Haringvliet and Saginaw bay 

We will concentrate on a comparison with observations in two observed cases in 
which regeneration after decay is dominant. Both cases are in shallow water with 
an initial decrease of wave energy due to dissipation and refraction and a subsequent 
increase of wave energy due to wind. One is taken from the Haringvliet in the 
Netherlands (a closed branch of the Rhine estuary; Holthuijsen et al. 1989; 
Holthuijsen et al., 1993). Here a shoal protects the branch (5 km length scale) from 
the open sea (see Fig. 2). The computations have been carried out for a situation 
which occurred on October 14, 1982 at 23.'00 h (1.95 m depth over the top of the 
shoal). The waves are locally generated in the southern North Sea and approach the 
estuary from NW direction and travel across and around the shoal. The observations 
show that a considerable fraction of wave energy is dissipated over the shoal. 
Behind the shoal the waves are regenerated by the wind. The wind speed was 16.5 
m/s from NW. During this period currents were practically absent. The other case 
is taken from Saginaw Bay (USA; Bondzie and Panchang, 1993). Here a shallow 
region with an island protects the bay (25 km length scale) from Lake Huron (see 
Fig. 3). During a storm event in May, 1981 wave conditions were recorded with 
wave gauges at three locations (A, B and C). The wind velocity was 11.2 m/s, 
blowing along the main axis of the bay from Lake Huron. The observed wave height 
initially decreases between location A and B and then increases between location B 
and C. 

Model results for the Haringvliet 

The resolution of the bottom grid for the Haringvliet is Ax = 500 m and Ay = 500 
m. The directional resolution in the spectrum is A0 = 10° and the frequency 
resolution is Af=0.1045-f between 0.055 Hz and 0.66 Hz. The observed wave 
boundary conditions at location 1 (see Fig. 2) are a significant wave height Hs = 
3.54 m and a peak period TP = 8.3 s. A JONSWAP spectrum is assumed at this up- 
wave boundary with a cos2(0) directional distribution since the observed width of the 
directional energy distribution is about 31°. We carried out two calculations with the 
SWAN model to show the effects of the regeneration of wave energy by wind: one 
with and one without wind. Fig. 2 shows the pattern of the significant wave height. 
The results indicated in Table 1 as "wind" are obtained with all mechanisms of 
generation and dissipation activated (the same station identification as in Holthuijsen 
et al. (1989) is used). Note that no measurements are available for location 2 at 
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23.00 h. The significant wave height thus computed agrees fairly well with the 
observations. The results indicated in Table 1 as "no wind" are obtained with only 
depth-induced breaking and bottom friction activated. 

Table 1 Measurements and SWAN results at various locations in the 
Haringvliet and Saginaw Bay of significant wave height Hs 

and mean wave period TM. 

Location 

Haringvliet 

Measurements 

Hs       TM 

(m)     (s) 

SWAN results 

"wind" 

Hs       TM 
(m)      (s) 

"no wind" 

Hs       TM 

(m)     (s) 

1 3.54 6.6 3.54 6.6 3.54 6.6 
2 — — 3.22 6.8 3.32 6.6 
3 2.63 6.4 2.85 6.9 2.85 6.8 
4 2.71 6.3 2.82 6.9 2.81 6.8 
5 0.79 3.2 0.95 6.0 0.82 6.8 
6 1.41 4.9 1.54 6.5 1.42 6.8 
7 1.84 6.0 1.77 6.7 1.66 6.9 
8 1.08 3.7 1.00 5.2 0.65 6.4 

Saginaw Bay 

A 1.90 7.3 1.91* 7.3* 1.92* 7.3* 
B 0.94 4.2 0.80 3.7 0.23 6.9 
C 1.30 — 0.78 3.5 0.07 5.3 

* fitted. 

A comparison of the significant wave height between "wind" and "no wind" shows 
the relative importance of wind effects on the significant wave height deep inside 
in the branch (1.00 m versus 0.65 m at location 8). It is obvious that the added wind 
input, whitecapping and the quadruplet wave-wave interactions were essential to 
obtain the better results ("wind") deep inside the Haringvliet. The regeneration of 
waves is clearly visible as a second, high frequency peak in the spectrum (see Fig. 
4). This secondary peak shifts the mean frequency to higher values but not 
sufficiently (compare the computed and observed mean wave period TM in Table 1), 
most probably because the triad interactions are absent in the present version of 
SWAN. 
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Fig. 2 Left-hand panel: the bathymetry of the Haringvliet area (contour line interval 
2 m). Right-hand panel: results of the SWAN computation in terms of 
significant wave heights (all mechanisms activated) and location of the eight 
buoys. The dashed line indicates the location of the shoal. 

Model results for Saginaw Bay 

We carried out the calculations for Saginaw Bay using the same bottom grid 
resolution of 1200 m by 1200 m as used by Bondzie and Panchang (1993). To 
assume an up-wind boundary that is as homogeneous as possible, we choose this 
boundary at a line just outside the bay (the right-hand boundary of Fig. 3). Since 
the observations were taken during a storm, we assume a cos2(0) distribution and a 
JONS WAP spectrum at this up-wave boundary. For such conditions, a directional 
resolution of A0=1O° is sufficient. We used a frequency resolution Af=0.1225-f 
between 0.555 Hz and 1. Hz. The significant wave height and peak period at the up- 
wave boundary was chosen such that at location A the model reproduces the 
observed wave height and period (Table 1). The calculated pattern of the significant 
wave height is shown in Fig. 3. The wave height gradually decreases between the 
up-wave boundary and the entrance of the bay. Due to depth effects, more wave 
energy penetrates into the deeper entrance than into the shallower entrance of the 
bay (roughly 20 % lower wave height near location A than in the other entrance). 
As the waves penetrate into the bay they refract laterally to the shallower parts of 
the bay. The calculated significant wave heights and mean periods at the three wave 
gauges are shown in Table 1. In contrast with the observations, the calculated wave 
height shows no growth between gauge B and C at all. Calculations with a 25% 
higher wind speed, which is fairly realistic since the wind speed was recorded on 
land, also did not show the observed growth (similarly for a 50% higher wind 
speed).   Additional  computations   with   another  third-generation   wave   model 
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(WAVEWATCH; Tolman, 1991, 1992) also failed to reproduce the observed net 
growth. Also the HISWA model failed in this (Bondzie and Panchang, 1993; who 
used an uniform wave boundary condition along a straight line across the entrance 
through location A). Still the effect of wind on the significant wave height deep 
inside the bay is clearly visible in the model as shown in Table 1 (0.78 m versus 
0.07 m at location C) and Fig. 4. Apparently the decay of the low-frequency part 
of the spectrum is compensated by the growth of the high-frequency part. 

Fig. 3 Top panel: the bathymetry of Saginaw Bay (contour line interval 5 m). 
Bottom panel: results of the SWAN computation in terms of significant wave 
heights (all mechanisms activated) and the locations of the three wave 
gauges. 
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Fig. 4 Left-hand panels: Computed, normalized frequency spectra at location 4, 5 
and 8 of the Haringvliet. Right-hand panels: Computed, normalized 
frequency spectra at locations A, B, and C of Saginaw Bay. 

Conclusions and future work 

We have described the second phase in the development of a third-generation fully 
spectral wave model for near-shore applications (SWAN) that is stationary and 
unconditionally stable. This permits economically feasible, high-resolution 
computations with all relevant effects of propagation, generation and dissipation 
included without a priori restraints on the development of the wave spectrum. The 
present version includes refractive propagation (currents included), wind generation, 
quadruplet wave-wave interactions, whitecapping, bottom friction, depth-induced 
breaking and wave blocking. 

We have performed a number of computations with the SWAN model in two cases: 
the Haringvliet and Saginaw Bay. In the Haringvliet case the agreement of the 
computed significant wave heights with the observations is reasonable in spite of the 
absence of the triad interactions. We have found in Saginaw Bay a significant 
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difference between the calculated and observed wave heights deep inside the bay. 
Although the effect of regeneration of waves by wind is clearly visible in the model, 
we could not reproduce the observed wave growth between location B and C, even 
when we increased the wind speed. The wave periods are not properly computed, 
in particular in the Haringvliet case. This underscores the importance of the next 
phase in the development of the SWAN model in which a parameterized formulation 
for the triad wave-wave interactions will be implemented. 
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CHAPTER 6 

Wind Variability and Extremes Statistics 

Luigi Cavaleri1 and Luciana Bertotti1 

Abstract 

Continuous records of wind speed and direction show a high variability both 
in the high and low frequency ranges. This variability is usually not considered in the 
numerical hindcast of a storm. We discuss the related implications for the maximum 
wave heights and for the values from the statistics of extremes. 

1.   Introduction 

Extremes statistics at a given location are based on the availability of 
extended time series of the parameter of interest. Notwithstanding the recent increase 
in their number, measured wave data are still scarce and not sufficiently 
representative closer to coast where the wave conditions exhibit a strong variability. 
If proper data are not available at the location of interest, the usual solution is the 
hindcast, with suitable mathematical models, of all the relevant storms of the last 10 
or 20 years, using their output as a basis for the extremes statistics. In this paper we 
analyze one aspect of this reconstruction relevant for the final results. 

Meteorological models provide a smooth description of the atmosphere, their 
filtering characteristics depending on the grid step size and on the time integration 
step. In a model, the representation of the passage of a storm at a given location is 
characterized by a smooth growth of the wind speed and a similarly smooth decay. 
This is not what is experienced in the field. Cavaleri and Burgers (1992, henceforth 
referred to as CB) point out that levels of turbulence with rms percentage variability 
a = 0.10, up to values a == 0.30, are common in nature. This turbulence leads to a 
substantial increase of the maximum significant wave height Hs in a storm. 

In this paper, first we briefly describe (in section 2) the physics of the process 
and the effects on the evolution of a storm. Then (section 3) we focus on the 
statistics of the extremes, showing how the related results are affected by data 
derived from "turbulent" storms. The overall findings are summarized in section 4. 

'Istituto Studio Dinamica Grandi Masse-CNR, San Polo 1364, 30125 Venice, Italy 
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2.    Turbulent Wave Growth 

Figure 1 shows four records of wind speed U with different degrees of 
turbulence taken from an oceanographic platform located in the Northern Adriatic 
Sea (Cavaleri, 1979). The turbulence ranges from periods of seconds, where it 
interacts with the basic wave generation process, till one hour and beyond, shifting 
gradually into the synoptic variability. Here we focus our attention on the part from 
one minute upwards. In practice we do not deal with the frequency range connected 
to the pure generation. 

Within its range of variability, the wind speed happens to be for part of the 
time lower than the phase speed of part of the spectral frequencies. CB show that, 
through a rectification of the Miles generation process (1957), the relatively fast 
turbulence (i.e., with period approximately between one and twenty minutes) leads to 
an enhancement of the actual significant wave height Hs, the enhancement increasing 
with the level a of the turbulence. A second order effect, but acting also on the low 
speed waves, i.e., on the high frequency range of the wave spectrum, is associated 
with the non linear relationship between friction velocity and wind speed. 

Figure 1. Records of wind speed with different degrees of turbulence. 
Wind speed in knots. Time in hours (after Komen et al., 1994). 

Figure 2 shows the classical case of time limited wave growth, with different 
turbulence a ranging from 0.0 (uniform wind) till 0.30 (very strong turbulence). We 
see that the latter value leads to an increase of the final Hs of more than 30%. 
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A farther increase of the maximum wave height in a storm derives from the 
relatively long period of turbulence of the wind field (periods from twenty minutes till 
several hours). These oscillations are clearly recognizable by direct inspection of a 
record lasting one day or more. Obviously the wave field reacts to this variability 
with a related Hs variability throughout the field. To simulate such a variability we 
need first to simulate the turbulent wind. CB show that this can be done with a 
Markov chain, where, for a given a, the time scale of the turbulence is dictated by the 
correlation a between the sequential U values. Actual turbulent records seem to be 
well reproduced by this approach, provided the correct a and a are used. The a 
=0.90 seems to be a good value for data taken at one minute intervals. CB have 
introduced a Markov chain turbulence with these characteristics in a uniform wind 
field, then repeating the test of figure 2. The results are shown in figure 3, where the 
test has been extended also to the cases of a=0.95 and 0.99. The a was equal to 
0.25. The effect of air turbulence is clear. The "turbulent" growth curve follows the 
smooth one (already enhanced by fast turbulence, compare with figure 2), waving 
around it. Note that in figure 3 each couple of lines has been shifted up by 2 meters 
for the sake of clarity. 

By direct inspection of the diagram in figure 3 (but similar results are often 
found in recorded Hs time series, even if obscured by the usual 3-hour intervals), we 
recognized immediately the farther increase of the maximum Hs value, the increase 
being directly dependent on a and a. 

We can summarize the present situation as follows. Standard numerical wave 
hindcasts are based on wind fields obtained from meteorological models. Turbulence 
is usually not considered, and the field evolves smoothly in time. The introduction of 
wind turbulence affects the wave field in two ways. On one hand, it increases the 
actual Hs values. On the other, it forces the wave field to oscillate around the 
otherwise smooth growth curve, reaching in the process still higher wave heights. 
Note that, while the first effect is fully determined by o, and it can therefore be 
correctly evaluated, for the latter we come across statistics. The highest Hs in a 
turbulent storm is crudely a matter of chance. The consequence of this on the 
statistics of the extreme wave heights is the subject of the next section. 

3. The Uncertainty in the Extremes Statistics - The Probability of a Probability 

The classical procedure of extremes statistics starts from a long term time 
series of the parameter of interest, typically available as a regular sequence of single 
values at 3-hour intervals. Then, a subset of values is selected, according to one of 
two principles: pick up (a) all the values above a certain threshold, (b) the highest 
value for each pre-established time interval (for wave height a month, a semester, or, 
one year are a regular choice). If an extended time series is not available, the wave 
hindcast of a large number of storms is performed, retaining as input information for 
the extremes statistics the highest Hs in each storm. The selected data are then best- 
fitted by some extremal distribution, Weibull, Gumbel or FT-1, exponential being 
among the common ones. Given the distribution and the number of data in the subset, 
we can then estimate the probability to overcome a given value at the next event or 
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Figure 2. Time growth of the significant wave height under a 20 m/s 
wind with different degree of turbulence (after Komen et al., 1994). 
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Figure 3. Oscillations of the significant wave height in the time growth 
curve as a function of the degree of correlation in the sequential 
wind values (after Komen et al., 1994). 
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during the next time interval, depending on how the data have been selected. Given 
the period covered by the input time series, the statistics can be usefully referred to 
time. In practice, we can reply to the following question. What is the probability P+ 

to overcome a certain value H within T years? More generally, given two of the 
quantities P+, H, T, we can immediately deduce the third one. 

The analytical expression relating the three quantities is 

P+=l-[p-(H)]nT (0 

where p" is the no-exceeding probability at the next event deduced from the extremal 
distribution, and n is the average number of storms per year. A full discussion of the 
subject is found in Gumbel (1958) and practical applications illustrated in Cavaleri et 
al. (1986). 

The graphical representation of the results is particularly enlightening. Figure 
4 shows the exceedance probability for a certain area of the Tyrrhenian Sea (see 
Cavaleri et al. 1986). The enhancement of the wave height H due to the somehow 
more efficient generation described in the previous section means that we are dealing 
with higher wave heights. This crudely shifts all the lines in figure 4 to the right, the 
shift depending on the a of turbulence typical of the area and on the kind of storms 
we are considering. 

HEIGHT (meter) 

Figure 4. Exceedance probability (given by the number close to each continuous 
curve) with respect to wave height and elapsed period. The broken lines represent the 
corresponding confidence limits due to a) choice of the storms and b) wind 
turbulence. 
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Three points must be stressed. First, Resio (1978) warns that an extremal 
statistic produces meaningful results only if applied to a consistent data set, i.e., 
including only data of the same kind. We cannot mix data associated with 
substantially different kinds of storms, e.g., southern swell and extra-tropical storms 
in the North Atlantic Ocean. Clearly the presence of turbulence stresses further this 
point. 

Second, the confidence we have in our input data must depend on the actual 
source. If derived from a hindcast, we must be aware that they are likely to be 
underestimated (if turbulence is likely to be present and it has not been considered). 
But also recorded data have problems. Our usual 20 minute sample chosen for the 
record is just a random choice in a waving time series as the ones in figure 3. As 
such, the confidence limits on the actual average representative value (the smooth 
growth curves in figure 3) are much larger than those associated only to the sampling 
variability connected with the randomness of the surface, typically 15% instead of 6- 
8%. 

Third, after estimating, by means of diagrams as the one in figure 4 or the 
related expression (1), the extremal conditions, i.e., a certain Hg, we must warn the 
user of our results that the maximum H he will be likely to come across in such 
conditions is going to be higher than Hg. Our numerical results suggest an increase 
between 5 and 10%. Starting from the extremes in figure 4, we have evaluated the 
associated confidence limits by a combined used of the Jack-knife and Montecarlo 
techniques. 

A full description of the Jack-knife technique can be found in Cavaleri et al. 
(1986) who also describe practical applications. Basically, given a subset of N data 
and the extremal distribution fitted to them, the technique estimates the reliability of 
the results by checking how much they depend on the single datum. This is done by 
excluding in turn each datum and getting a new extremal fit on the remaining N-l 
data. This produces N new estimates of the extremes that are statistically analyzed to 
provide an estimate of the confidence limits of the overall extremal evaluation. Acting 
on the extremes shown in figure 4, we have so obtained the limits given by the two 
(a) curves lying close to the original ones. 

This procedure does not account for the uncertainty on the single data due to 
sampling variability and/or turbulence effects. This can be obtained by Montecarlo 
technique. Each datum has been left oscillating randomly around its original value, 
following a Gaussian distribution with CT=10%, and the fitting procedure repeated for 
each realization. Similarly to the Jack-knife technique, the results have been 
statistically analyzed providing a new estimate of the confidence limits. These are 
given in figure 4 by the wider (b) limits associated with each extremal curve. It is 
obvious that the turbulence introduces into the estimate of the extremes an 
uncertainty much larger than derived from the sampling of the input data. 

4. Conclusions 

We summarize here the relevant points for extremes statistics when dealing 
with measured or hindcast data. 
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Measured data. 

— enhancement of wave height: naturally present in the data, hence automatically 
considered. 

— confidence limits for choice of input data: to be evaluated by Jack-knife technique 
(or similar one). 

— enhancement of estimated extreme values, because of oscillations in the growth 
curve, estimated to be 5-10%. 

Hindcast data. 

— enhancement of wave height: its consideration requires introduction of turbulence 
into the input wind data. 

— confidence limits for choice of input data to be evaluated by the Jack-knife 
technique (or similar one). 

— confidence limits for turbulent records: not required. 

— enhancement of estimated extreme values, because of oscillations in the growth 
curve, estimated to be 5-10%. 
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CHAPTER 7 

MEAN FLUX IN THE FREE SURFACE ZONE OF WATER 

WAVES IN A CLOSED WAVE FLUME 

Witold Cieslikiewicz l   and   Ove T. Gudmestad 2 

Abstract 

This paper presents some results of research relating to the theoretical 

predictions of mass-transport velocity within the free surface zone of water 

waves in intermediate water depth. The theoretical results are compared with 
measurements made in a wave flume. 

The theoretical estimate of a mean drift has allowed for a better estimation 

of the return flow in the wave flume. Examples of such estimation are given 

and graphically presented in the paper. Finally, the stability of the obtained 

mean velocity profiles throught the experiments is examined. 

Introduction 

The occurrence of a second-order mean drift is one of the more interest- 

ing, and by the same time, important non-linear features of a progressive water 

gravity wave. This drift, an apparent mass transport, influences such a phe- 

nomena like migration of sediments and pollutant particles in the water, and it 

can also result in the pilling up of water at a beach, with an associated increase 

in the local mean water level. 
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The formulae for the mass-transport velocity and the total mean flux are 
usually derived in the Lagrangian frame. The total mean flux in Eulerian frame 
was developed by Starr (1947) for a small-amplitude wave train and by Phillips 

(1960) for a random wave field. These traditional approaches, in the Eulerian 

frame, allow us only to treat the total flux like a physical quantity "existing 

on a subset of zero measure," namely, exactly at the free surface of the wave. 

Within such an approach we are not able to discuss the distribution of the mean 

horizontal velocity in the free surface zone. We would then have the artificial 
situation that the mean velocity along the vertical is everywhere equal to zero 

except at the free surface. 

Tung (1975) has shown a positive mean value of the horizontal orbital ve- 

locity of random waves in the near surface zone, but to the authors' knowledge, 

this has not been discussed and interpreted as a current induced by waves un- 
til the works of Cieslikiewicz and Gudmestad (1993, 1994). In those works 

the modified particle velocity u of a wave field is introduced by following the 

approach of Tung (1975): 

-t       ^      fu(x»M)        f°r    *<C(x,<) .,. 
u(x,z,i) = i (1) 

[_ 0 for    z > C{x,t) 

in which u is unmodified water wave orbital velocity, ( is the free surface 
elevation, x is the location vector on the horizontal plane, z-axis is directed 

vertically upwards and t is the time. 

Random waves 

Tung (1975) had derived the probability density function and the first three 

statistical moments of this modified velocity. The mean value of the horizontal 

velocity component u is given as 

(u(z))=r(z)au(z)Z(z') (2) 

where Z(j) = (2n)~1^2 exp(—72/2), a^ and <ru are the standard deviations of 

( and u, respectively, and z' = z/a^. Assuming that the wave is unidirectional 

and denoting the frequency spectrum by S(u>), the cross-correlation coefficient 
of u and £ is given as 

oo 
/ \ 1 f gk cosh. k(z + h) „.   .  , . . 

Ou\z)v$ J   w       coshfcft 
o 

in which g denotes the gravitational acceleration, h is the water depth, and the 

wavenumber k is related to the angular frequency UJ by the dispersion relation. 
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Cieslikiewicz and Gudmestad (1993) developed the formula for total mean 

flux of random waves using the modified velocity (1) in the following form: 

oo 

-/ 

gk 

u> cosh kh 
W{-h;a(,k)S(u)duj (4) 

where the function W is defined as 

W(za;cr,k) =    I   coshfc(z + h)Z{z)dz 

1° 

= ^exp[^] [ekhQ(z/a + ka) + e~khQ(z/a - ka)}        (5) 

z*/(r 

and where Q{z) = J°° Z(-f) d-y 

The approximation of that formula leads to the result obtained by Phillips 

(1960). Phillips' formula for total mean flux, q = /_h(u(«)) dz, may be easily 
obtained by using the modified velocity (1) and formulae (2) and (3) (see 

Cieslikiewicz 1994): 

-ft 0 

gk coshfc(z + h) 
S(u) dw 

/£*»>[/ 

coshfc/i 

oo 
cosh k(z + h) 

cosh kh 

dz 

Z(z')dz' duj 

oo oo 

[~S(u)    f Z(z')dz' duj (6) 

since we assume in practice that h ~> 3<T(, then for \z\ < Za^ we obtain in 

the above integral an approximation coshk(z + h)/ cosh kh « 1. A large error 

in this approximation outside the region \z\ < 3a^ is nonessential since the 
value of Z(z') is close to zero here. As we have assumed h ^$> 3<r^, we have 

H Z{z')dz' « J^ Z(z')dz> = 1. Thus 

r ^ 
Jo     w 

)dw (7) 

Note that for deep water waves  above formula can be rewritten as  q   = 

J0   wS(w) du) which is the value of the spectral moment of the first order m\. 
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Deterministic wave 

In the paper of Cieslikiewicz and Gudmestad (1994), the same approach as 

described above for random waves, is adapted to deterministic small-amplitude 

waves. The result for the total mean flux qw in the unidirectional wave case is 

equal to 

qW = Hl^ak) (8) 

where I\{ • ) is the modified Bessel function of the first order. The above 
formula in approximation gives a result first obtained by Starr (1947): M^ = 

pq^ = E/C where E is the average energy per unit surface area and C is the 

phase velocity. It should be emphasised that this approximation may be easily 

obtained by assuming that 

cosh k{z + h) . . 
 1 « 1        for    \z\ < a (9) 

cosh kh 

where a is the wave amplitude. Consider a unidirectional progresive small- 

amplitude wave of the form 

£(z, t) = a cos (kx — tot) (10) 

The associated horizontal velocity under the wave is given by 

. .      gak cosh k(z -f h) ,   ,     .      ..      .    . 
u(x,z,t) = ———-coslkx—ujt)        for    z €[—h,ux,t)\      (11) 

u> coshkh 

Introduce the extension of u on the 2-domain  [—h,oo) by the definition 

\ u(x,z, t)        for    z < C(x,t) 
u{x,z,t) = \    ^ ' ~   ^      ' (12) 

V '      [0 for    z>((x,t) 

The mean value of u  over a wave period T of a deterministic wave is 

T/2 

mf{z)=<u{x,z,t)>w=^    f  u(x,z,t)dt (13) 

-T/2 

In view of (11) and (12) 

(d) -    /   u(x,z,t)dt        for    |^| < a 

ti(z) 

0 for    \z\ > a 

(14) 
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Fig.  1.     Theoretical Eulerian mean velocity profile for deterministic small- 
amplitude wave (solid line) and its approximation (dashed line). 

where t\  and t2  are such that 

z = ((x,ti) = ((x,t2) 

z < ((x,t)        for    h <t<t2 

Carrying out the integration in (14) yields 

( gak coshfc(z + h) 
rnir (z) = {   7rw       coshkh 

I arccos — J 

0 

for    \z\ < a 

for    \z\ > a 

Taking into account the approximation (9) we obtain 

(A^, s       I  sin (arccos-)        for    \z\ < a 
->    'v> ~ '   7ra; V a) 

(15) 

(16) 

(17) mu   0) W   {     • 
{        0 for    \z\ > a 

The mean horizontal velocity profiles according to above expressions are pre- 
sented in Fig. 1. 

To obtain the total mean flux q1-^  at a fixed position x (Eulerian frame) 
we perform the following integration 

C(M) 

q^ =     f   mf{z)dz (18) 
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In view of (17) 

qW fa   /   sm I arccos — ) dz (19) 
J   iru> \ a) 

— a 

By substituting 9 = arccos(-?/a) we obtain 

WBt?^tjl^edB=:9^t (20) 
TTU! 

0 

Therefore, the flow of mass M^  in approximation is equal to 

Ar«>=Mc'>«<^*    * (21) 

which is the well-known result usually derived in the Lagrangian frame. The 
quantitative understanding of mass transport and return flow in the closed wave 

flume plays an important role in experimental studies of water wave kinematics. 

A review of recent research relating to the problem of return flow may be found 

in Gudmestad (1993). 

Return flow 

A theoretical prediction of the mean horizontal velocity (in the Eulerian 
frame) allows for a better estimation of the return flow in the wave flume. 

We suggest in the present study that the difference between the predicted and 

the measured mean values of mean horizontal velocity gives an estimate of 
the return current in the wave flume. Figs. 2, 3, and 4 show the results of 

such calculations applied to laboratory data. These data were collected in the 

Norwegian Hydrotechnical Laboratories' 33 m long, 1.02 m wide and 1.8 m deep 

wave channel by a two-component Laser Doppler Velocimeter (LDV). The LDV 

allowed wave velocity measurements from wave crest down to tank bottom but 

at one point in space only during one run. In order to obtain the distributions for 

the statistical properties of the velocity along the vertical axis it was necessary 

to repeat the experiment with exactly the same free surface elevation spectrum 

but locating the LDV station at different vertical positions. The first series 118, 
consisting of 12 runs is given by the significant wave height Hs = 0.21 m and 

peak period Tp = 1.8 s, while the second series 124 consisting of 13 runs is given 

by the significant wave height Hs = 0.25 m and peak period Tp = 2.4 s. The 

third series R15B consisting of 10 runs represens a deterministic wave given by 

the value of wave height H = 0.26 m and period T — 1.5 m. Digitisation of the 
free surface elevation and velocity time series was carried at a rate of 40 Hz and 
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samples of 32,768 measuring points were collected. The water depth was 1.3 m. 

The experimental arrangement is described in detail in papers by Skjelbreia et 

al. (1989, 1991). 

In Figs. 2 and 3 the measured mean horizontal velocity is marked with 
stars for the irregular wave cases 118 and 124, respectively, from Skjelbreia's 

measurements. The dashed line presents the theoretical mean value of the 

modified (according to equation (1)) horizontal velocities. Open circles show 
the estimated values of the return flow. 

Data for a deterministic case have been examined through analysis of data 

series R15B from Skjelbreia's experiments. The full line in Fig. 4 presents the 

measured (in the Eulerian frame) mean flow for this deterministic wave case. 

The return flow profiles presented in Figs. 2, 3, and 4 were averaged over the 

whole velocity data collected during each run. In order to examine the stability 
of the mean velocity profiles obtained, each time series has been divided into 

four equal parts. We believe that all resulting sub-series were long enough for 

calculation of a statistical estimate of their mean values and standard deviations. 

We believe also that a comparison of those four mean values provides us with at 

least an indication of the stability of the mean velocity profiles. The results of 
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these estimations are presented on Figs. 5 and 6 for the wave cases 118 and 124, 
respectively. It can be noted that the mean values as well as standard deviations 

of horizontal velocity calculated for each of four parts of time series are very 

much the same. Closer examination of the plots shows some similarities between 

118 and 124 wave cases indicating that some trends in the mean horizontal 

velocity may exist. For example in both cases, for elevations below z = —0.4 m 

the mean values in the first quarter of the experiment series have the smallest 

values, while, on the other hand, above that level it has the largest values. 

Conclusions 

In the approach of Cieslikiewicz and Gudmestad (1993) we are able, in 

the Eulerian frame, to discuss the distribution of the mean velocity along the 

vertical axis—the mean horizontal velocity is "stretched out" from the exact 
location at the surface onto the free surface zone. Moreover, we are able to 

calculate not only the total mean water flux but also the flux between two given 

2-elevations. The theoretical results relating to the current in the direction of 
the wave advance can be used for better estimation of a return current in the 

wave flume. 
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Fig. 5. Mean values (a) and standard deviations (b) of horizontal velocity cal- 

culated for each sub-series (dashed lines with circles) against the one calculated 

for the whole data series (solid line with stars). Wave case 118. The numbers 

of successive quarters of the experiment series are indicated. 
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Fig. 6. Mean values (a) and standard deviations (b) of horizontal velocity cal- 

culated for each sub-series (dashed lines with circles) against the one calculated 

for the whole data series (solid line with stars). Wave case 124. The numbers 

of successive quarters of the experiment series are indicated. 
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CHAPTER 8 

Vertical Variations of Fluid Velocities and Shear Stress 
in Surf Zones 

Daniel T. Cox1, Nobuhisa Kobayashi2, and Akio Okayasu3 

ABSTRACT: Detailed laboratory measurements are made of the velocity 

fluctuations to investigate the processes of the turbulence generation, ad- 

vection, diffusion and dissipation in the surf zone. An order of magnitude 

analysis of the transport equation of the turbulent kinetic energy using 

the normalization adopted by Kobayashi and Wurjanto (1992) indicates 

an approximate local equilibrium of turbulence for shallow water waves in 

the surf zone. Estimates are found for common surf zone turbulence pa- 

rameters. The calibrated values are used to show that the eddy viscosity 

varies gradually over depth and is nearly time-invariant and that the local 

equilibrium of turbulence is a reasonable approximation for spilling waves 

in the inner surf zone. 

INTRODUCTION 

The spatial and temporal variations of fluid velocities, shear stress, and turbulence 

intensity are required for a detailed analysis of sediment transport in the surf zone 

(Deigaard et al, 1986). Field measurements of turbulent velocity fluctuations in 

the surf zone are difficult due to the harsh conditions for hot film anemometers 

and problems of calibration and voltage drift (George et al, 1994). Laser-Doppler 

anemometry has been used in the laboratory (e.g., Stive, 1980; Nadaoka and 

Kondoh, 1982) to measure turbulent velocity fluctuations. However, no detailed 
analysis has been made of the turbulent kinetic energy transport equation in the 

nearshore region with laboratory data. Turbulence measurements in the surf zone 

are presented herein and are used to show that the local equilibrium of turbulence 

is a reasonable approximation for spilling waves in the inner surf zone. In addition, 
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the present analysis will be used to calibrate coefficients for the simple turbulence 
model for the surf zone. 

TURBULENCE MODEL 

The transport equation of the turbulent kinetic energy, k, is normally written as 

dk dk_ _     Iduj     duA duj       d   f vt   dk\      „3/4(fc)3/2       ,,s 
dt       Jdxj       t \dxj     dxi) dxj     dxj \ak dxjj       d      £ 

where use is made of the repeated indices, i = 1,2; t is time, x\ = x is the 
onshore directed horizontal coordinate; x2 = z is the vertical coordinate, positive 
upward with z = 0 at the still water level (SWL); Ui = u and u2 = w are the 
horizontal and vertical velocities; and aj, is an empirical constant associated with 
the diffusion of k. The turbulent eddy viscosity, vt, may be expressed as (e.g., 
ASCE, 1988) 

vt = Cl'HVk (2) 

in which £ is the turbulent mixing length, and Cd is an empirical coefficient. 

The typical values of Cd and a> for steady turbulent flow are C'd ~ 0.08 and 
o> ~ 1.0 (Launder and Spalding, 1972). The value of Cd is determined herein for 
normally incident waves on a rough, impermeable slope under the assumption of 
the approximate local equilibrium of turbulence. The equation for the dissipation 
rate of k might be used to estimate the turbulence length scale (k-e model) but 
this equation is more empirical than (1) and gives only slighly better results for the 
case of bed shear stress calculations (Freds0e and Deigaard, 1992). Alternatively, 
the mixing length £ in (2) may be specified simply as 

{K(Z — Zb)    for z < (Cgh/'K + Zb] 

_ _ (3) 

Ci h for z > [Ceh/K + zb) 

where re is the von Karman constant (re ~ 0.4); z\> is the bottom elevation; h is 
the instantaneous water depth; and C( is an empirical coefficient related to the 
eddy size. Ct is written with an overbar to show that it is time-invariant and to 
differentiate it from Ct used later. Eq. (3) is similar to that used by Deigaard et 
al. (1986) for their analysis of suspended sediment in the surf zone in which use 
was made of C't = 0.07 and the mean water depth, h, instead of the instantaneous 
depth, h. The use of h should be more appropriate in the swash zone in light of 
the limited field data of Flick and George (1990). Svendsen (1987) suggested Ce 
= 0.2-0.3 for the steady undertow. The value of Ct for the unsteady flow and the 
time-averaged value, Ce, will also be determined for the present data. 

The dimensionless variables are introduced following Kobayashi and Wurjanto 
(1992): 

j.i        l i x i        z i u i w r»\ l = r x = Tvm'' Z
 

=
 H' 

u=7m'' w=wr     (4) 
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../ P        .., vt 
r       pgH'   "l      H*/T' gH/cr' H/^ H () 

where the primes indicate dimensionless quantities, T and H are the characteristic 
wave period and height of the shallow water waves, and a is the ratio between 
the horizontal and vertical length scales. The order of magnitude of k, £, and vt 

is estimated such that the resulting normalized equations become consistent with 
the measured data as explained later. 

Substitution of (4) and (5) into (1) under the assumption of a1 3> 1 yields 

dk'      ,dk'       ,dk'\       ,du'        ,d  (v[ dk'\     „3/ik'3'2 

where the first and third terms on the right-hand-side are the production and dis- 
sipation terms, respectively. For their analysis of suspended sediment in the surf 
zone, Deigaard et al. (1986) used (6) in which the advection terms were neglected 
and the production of k' was estimated empirically. In short, they attempted 
to predict the variation of k' without analyzing u', w' and T'. Eq. 6 indicates 
that the production and dissipation of k' are dominant under the assumption of 
<r2 ^> 1. This is qualitatively consistent with the findings of Svendsen (1987) who 
concluded that only a very small portion of the energy loss in the breaker (2-6% 
for the cases considered) was dissipated below trough level. 

Considering the empirical nature of (6) with the coefficients a^ and d as well 
as the uncertainty of the free surface boundary condition of ¥ even for steady 
turbulent flow (Rodi, 1980), (6) may be simplified further by neglecting the terms 
of the order a-1 and the resulting equation is expressed in dimensional form as 

r<9u 3M3/2 m 

~Pd^-°d  ~T {7} 

which implies the local equilibrium of turbulence. Substitution of r/p = vtdu/dz 
and (2) into (7) yields 

k   =    \r\/{Py/cd) (8) 

„, du 
Vt dz (9) 

With these assumptions, (8) is used to determine the appropriate value of d- 
Eq. (9) corresponds to the standard mixing length model (ASCE, 1988) and is 
used with (2) to determine Ci and Cg in (3). The degree of the local equilibrium 
of turbulence is assessed using (7) with the calibrated coefficients d and C(. 

EXPERIMENT and DATA REDUCTION 

The experiment was conducted in the 33 m long, 0.6 m wide and 1.5 m deep wave 
flume at the University of Delaware. A hydraulically actuated piston wavemaker 
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with aim stroke was at the far end; and a rough, uniform 1:35 slope was emplaced 
at the near end of the flume. The water depth was 0.4 m in the constant depth 
section. Regular cnoidal waves were specified at the wavemaker, and the waves 
broke by spilling on the impermeable slope. The rough slope consisted of a layer 
of natural sand grains with median diameter d50=l mm glued to Plexiglas sheets 
and mounted on the entire slope. This was used to increase the bottom boundary 
layer thickness for estimating the bottom shear stress. A detailed analysis of the 
bottom shear stress outside and inside the surf zone is given in Cox, et al. (1995). 

The free surface elevations were measured using capacitance-type wave gages 
with a sampling rate of 100 Hz. The velocities were measured using a two- 
component laser-Doppler anemometer with a pair of burst spectrum analyzers. 
The effective sampling rate was in excess of 1 x 103 data points per second, and 
the sampling rate was later reduced by band averaging to 100 Hz before the phase 
averaging procedure described below. The free surface and velocity fluctuations 
were measured at six vertical lines and are denoted LI, L2, ..., L6 for brevity. 
The horizontal spacing of the measuring lines was on the order of 1 m, and the 
vertical spacing of the measuring points was on the order of 1 cm except near the 
bottom where measurements were made on the order of a fraction of the grain 
height, i.e. less than 1 mm. Details of the experiment are provided in Okayasu 
and Cox (1995). 

The free surface and velocity measurements were reduced by a standard phase 
averaging procedure over 50 waves. The sampling interval was At = 0.01 s and 
the wave period was T = 2.2 s which gave J = T/At — 220 as the number of 
data points or phases per wave. The phase-averaged free surface elevations, r]a, 
were computed from the measured free surface, rjm, where the subscripts a and 
m refer to the phase-averaged and measured quantities. The variance of the free 
surface elevation, al, and the standard deviation, av, were also computed. For 
the figures presented here, the phases are aligned with zero-upcrossing of the free 
surface elevation at t = (T/4) = 0.55 for the six measuring lines (Cox, 1995). 

The normalization parameters for the turbulent quantities in (5) are given 
in Table 1 with the range of values for the measured data as explained later. 
The range is found by taking the minimum and maximum values for the phase- 
averaged quantites between the trough level and the bottom boundary layer which 
is defined simply as 1 cm above the impermeable bottom and consistent with the 
analysis of Cox (1995). The ranges given in parentheses are for the bottom 
boundary layer. The cross-shore locations of the measuring lines are given in 
Table 2 and are characterized as follows: LI is seaward of the break point; L2 is 
at the break point which is defined as the start of aeration in the tip of the wave; 
L3 is in the transition region where the wave form goes from organized motion 
to a turbulent bore; and L4, L5, and L6 are in the inner surf zone where the 
saw-toothed wave shape is a well-developed turbulent bore (Cox, 1995). Table 1 
indicates that the scaling of k, £, and ut in (5) is appropriate inside the surf zone 
for L3 to L6. 



102 COASTAL ENGINEERING 1994 

Table 1: Range of k, £, and vt for LI to L6 and Normalization Quantities. 

Line 

No. 

k 

(cm2/s2) 

gH/cr 

(cm2/s2) 

£ 

(cm) (cm) (cm2/s) 

H2/T 

(cm2/s) 

LI 0.2-2.8 
(0.3 - 18.8) 

684 0.60 - 1.20 
(0.01 - 0.40) 

3.04 0.11 -0.61 
(0.00 - 0.27) 

79.4 

L2 0.4 - 3.8 
(0.4 - 35.9) 

1007 0.60- 1.91 
(0.01 - 0.40) 

4.19 0.17- 1.03 
(0.01 - 0.28) 

132.9 

L3 14.4 - 297 
(4.9 - 45.6) 

645 0.60 - 3.23 
(0.01 - 0.40) 

2.89 0.65 - 18.4 
(0.01 - 0.76) 

73.4 

L4 20.7 - 559 
(6.8 - 65.7) 

337 0.61 - 4.26 
(0.02 - 0.41) 

1.68 0.81 - 34.8 
(0.01 - 0.68) 

30.9 

L5 17.4 - 206 
(4.1 - 35.6) 

268 0.60 - 2.64 
(0.01 - 0.40) 

1.39 0.97 - 12.9 
(0.01 - 0.60) 

22.8 

L6 13.9 - 179 
(4.4 - 76.7) 

162 0.61 - 2.00 
(0.02 - 0.41) 

0.91 0.81 - 11.1 
(0.02 - 0.83) 

11.6 

Table 2 lists the free surface statistics for LI to L6 where x is the onshore 
directed horizontal coordinate with x = 0 cm at LI; d is the distance below the 
still water level to the top of the Plexiglas sheet, i.e. the bottom of the 1 mm 
sand layer; H is the local wave height given by H = [))„]„„ — [r]a]min where 
the subscripts min and max indicate the minimum and maximum values of a 
phase-averaged quantity; rf^ is the setup or setdown; o^j is the time-average of the 
standard deviation of r)a; and [cr,]mi„ and [tr^]maa, are the minimum and maximum 
of the standard deviation values over the wave period. The cross-shore variations 
of rfe, [T)a]min> and fclrooi have been well studied; however, less mention has been 
made of a„ and 
indicating repeatability of the 

From Table 2, [av]v very small for LI 
form. For L2, [ajmaa; increases slightly due 

to irregularities of wave breaking. For L3 in the transition region, [<T^]maa; is at a 
maximum. For L4 to L6, [0V,]mM decreases with increasing distance to the shore. 
It is interesting to note the cross-shore variation of [o"^]maa; because it could be 
used to better quantity the transition region of the surf zone (e.g., Nairn et a/., 
1990 and references therein). 

The signal dropouts are excluded in the phase averaging of the measured 
horizontal and vertical velocities. The phase-averaged horizontal and vertical 
velocities are denoted ua and u>„, and the horizontal and vertical velocity variances 
are denoted a2

u and a2
w. The turbulent normal stresses may be assumed to be equal 

to — pa2
u and —po2

w in the horizontal and vertical directions, where p is the fluid 
density. The phase-averaged covariance of the measured horizontal and vertical 
velocities is denoted ounn and the turbulent shear stress, T, may be assumed to 
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Table 2: Phase-Averaged Free Surface Statistics for LI to L6. 

Line X d H Va. \J)a\min \Xla\max an [&r)\min \P^r}\max 

No. (cm) (cm) (cm) (cm) (cm) (cm) (cm) (cm) (cm) 

LI 0 28.00 13.22 -0.30 -3.88 9.34 0.10 0.05 0.22 
L2 240 21.14 17.10 -0.44 -3.60 13.50 0.14 0.06 0.98 
L3 360 17.71 12.71 -0.05 -2.82 9.89 0.41 0.19 2.06 
L4 480 14.29 8.24 0.20 -2.33 5.91 0.38 0.17 1.37 
L5 600 10.86 7.08 0.75 -1.60 5.48 0.28 0.15 1.03 
L6 720 7.43 5.05 1.13 -0.82 4.23 0.22 0.11 0.92 

be equal to —puuw. 

Figure 1 compares the vertical variation of the Froude-scaled time-averaged 
horizontal turbulent intensity for the present measurements L3 to L6 with the 
data of George et al. (1994), Stive (1980), and Nadaoka and Kondoh (1982). The 
data of George et al. (1994) from their Figure 8a are for the natural surf zone and 
include random waves of both plunging and spilling type. The frozen turbulence 
assumption was used to extract the turbulent signal. The middle curve of George 
et al. (1994) indicates the mean value in several vertical bins and the envelope is 
this mean ±1 standard deviation plus the uncertainty in the data reduction. The 
data of Nadaoka and Kondoh (1982) from their Figure 7 are for Case 1, spilling 
waves on a 1:20 slope, and include only the measuring lines inside the surf zone, 
i.e. PI to P5. A frequency filter was used to extract the turbulent signal. It is 
noted that these data are plotted in Figure 1 using d rather than h. The data 
of Stive (1980) are also taken from Figure 8a of George et al. (1994) and are 
presumably for Test 1, spilling waves on a 1:40 slope, and include the measuring 
lines in the transition region as well as the inner surf zone. Phase-averaging was 
used to extract the turbulent signal. 

Only the data of George et al. (1994) are for multidirectional random waves 
measured in the field. The other three data sets are for normally incident, reg- 
ular waves measured in the laboratory. The comparison of the present data set 
with that of Stive (1980) shows that the phase averaging method gives consistent 
results for laboratory waves of similar type. The comparison with Nadaoka and 
Kondoh (1982) indicates that the frequency filter may underestimate the turbu- 
lent signal as noted by other researchers (e.g., George et al., 1994). Nevertheless, 
it would be useful to have a simple relation between the turbulent signals from 
the two methods since phase averaging cannot be used for random waves in a 
natural surf zone.   Interpretation of the data of George et al. (1994) is difficult 
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Figure 1:  Comparison of Vertical Variation of Froude-Scaled Horizontal Turbu- 
lence Intensity with George et al. (1994) ( ); Stive (1980) (o ); Nadaoka 
and Kondoh (1982) (+ ); Present Data L3 to L6 (x ). 

because of the method used to extract the turbulent signal and because the waves 
were random and multidirectional. Clearly, more work is necessary in this area. 

Figure 2 shows the temporal variations of the phase-averaged horizontal and 
vertical velocity variances, <r\ and a2

w, and velocity covariance, auw, for five ver- 
tical elevations for L2. The five vertical locations for L2a to L2e are —5.04, 
—13.04, —17.04, —20.04, and —20.94 cm, respectively, where the still water level 
is z = 0.0 cm and the still water depth is d = 21.14 cm. Figure 2 shows almost no 
turbulence in the interior, and the turbulence seems to be confined to the bottom 
boundary layer. Also, as indicated in the caption, the proposed scaling may not 
be appropriate in the boundary layer outside the surf zone. The same quantities 
of Figure 2 for L2 are shown in Figure 3 for L4. The five vertical locations for 
L4a to L4e are -2.19, -6.19, -10.19, -13.19, and -14.09 cm, respectively, where 
the still water depth is d •=• 14.29 cm. This figure shows the spread and decay of 
turbulence generated by wave breaking. Also, the peak of the turbulence shifts 
downward. For L4a, the horizontal velocity variance is greater than the vertical 
variance over most of the wave period except at t = 0.6 s when the phase-averaged 
horizontal and vertical velocities are approximately the same (Cox, 1995). The 
proposed scaling indicated in the caption seems appropriate here. For L4c, the 
horizontal and vertical variances are approximately the same since the turbulence 
becomes more isotropic even though the vertical velocity is much smaller than 
the horizontal velocity at this elevation. For L4e, the horizontal variance is again 
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greater than the vertical variance since the vertical turbulent fluctuations may be 
limited by the solid boundary. Also, the covariance is negative for L4a to L4c. 

Figure 4 shows the detail of the cross-shore variations of time-average hori- 
zontal and vertical variances, <r2 and cj, and the time-averaged covariance, auw. 
Comparison of a\ and <T^ for L3 to L6 shows that they are about the same magni- 
tude below trough level and decay linearly downward except in the lower portion 
of the water column where a\ remains approximately constant over depth and 
<r2 tends to zero near the bottom. 
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P'igure 2: Temporal Variations of Phase-Averaged Horizontal Velocity Variance, 
a\ ( ); Vertical Velocity Variance, a\, ( ); and Covariance, cruw ( ) for 
Five Vertical Elevations for L2 with gH/a = 1007 cm2/s2. 

ANALYSES OF WAVE GENERATED TURBULENCE 

The dimensional shear stresses, Ty, are written in tensor notation as (e.g., Rodi, 
1980) 

Tij - p 
dui     duA     2, . 

* • c^ + tej- 3 Wy (10) 

where S,j is the Kronecker delta and k is the turbulent kinetic energy per unit 
mass which can be expressed in terms of the normal stresses as 

1   / 
k = -^-(Tn + T22 + T33) (11) 
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Figure 3: Temporal Variations of Phase-Averaged Horizontal Velocity Variance, 
a\ ( ); Vertical Velocity Variance, a^ ( ); and Covariance, auw ( ) for 

Five Vertical Elevations for L4 with gH/a = 337 cm2/s2. 
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Figure 4: Cross-Shore Comparison of Mean Horizontal and Vertical Velocity Vari- 
ances and Mean Covariance with a\ ( ); a^ ( ); and auw ( ) for LI to 
L6. 

Assuming that Reynolds averaging is the same as the phase averaging used here, 
the standard definition of k in terms of the variances is given as 

k-. Wl + <rl + ^ (12) 

The transverse velocity variance, a2
v, was not measured for this experiment. 

For idealized two-dimensional turbulent flow, du3/dx3 = 0 so that r33 = — \pk 
id then k. This reduces (12) to 

k 
4p 

(TU + r22) v?. + vl (13) 

The use of (10) results in |(o^/fc) = |i corresponding to homogeneous isotropic 
turbulence. For steady turbulent flow, the ratios of the normal stresses to the 
turbulent kinetic energy have been tabulated by Svendsen (1987). This table 
indicates that the range is 0.21 < \{&Hk) < | so that a\ may be overestimated 
slightly here. 

Having measured a\ and a2
w directly, Cox (1995) determined whether the ratio 

of the vertical to horizontal velocity variance, Cw = ff^/a2, is constant over a wave 
period. The results show that the values lie in the range 0.06 < Cw < 0.86 for 
the variances below trough level whereas the range for the types of flows listed 
in Svendsen (1987) is 0.16 < Cw < 1.00.   For L3 to L6, Cw is fairly constant 
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Figure 5: Cross-Shore Variation of Cd for LI to L6. 

over depth with Cw ~ 0.7 until the lower portion of the water column where it 
decreases linearly toward the rough bottom. Further comparisons of the temporal 
variations of Cwal and <r^ similar to Figures 2 and 3 show that it is appropriate 
to assume that Cw is constant over a wave period in the boundary layer outside 
the surf zone and below trough level inside the surf zone (Cox, 1995). 

A least-squares error method is used to calibrate G,i following (8). Assuming 
that Cd is independent of time, the least-squares equation is 

Cd = ELI* uw \jfCj 

W       Z.2 (14) 

where j indicates the phase out of J = 220 phases. Figure 5 shows the cross- 
shore variation of Cd for LI to L6 using (14). The vertical variation of Cd is 
distinctly different for the three regions: LI and L2 seaward of breaking, L3 
in the transition region, and L4 to L6 in the inner surf zone. For LI and L2, 
Cd — 0.06 in the bottom boundary layer whereas a similar value Cd = 0.08 has 
been used for steady flows and for oscillatory flows in nonbreaking waves. Above 
the bottom boundary layer for LI and L2, the values on the right-hand-side of 
(14) are near zero so that the estimated values in this region are not useful. For 
L3 in the transition region, the magnitude of Cd is less than 0.03 over most the 
water column even though the values for k and auw are non-zero. For L4 to L6, 
a typical value is Cd — 0.05 below trough level except in the lower portion where 
it decreases to a small value. 

Eqs. (9) and (2) with the calibrated values of Cd are used to determine Ci in 
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(3). For this procedure, an error term is computed for a range of Ct by summing 
the absolute value of the difference of (9) and (2) over the water column at each 
of the 220 phases. The error term is given as 

ErrU) = jY, 
du - (c^iVk) 1,2, .,220 (15) 

where the index i refers to points in the vertical measuring line. The ranges of 
Ct were 0.01 < Ct < 0.20 for LI and L2 and 0.05 < Ct < 0.45 for L3 to L6. The 
value of Ct that gave the least error in (15) was adopted at that phase. Figure 6 
shows the temporal variation of the adopted value of Ct at each of the 220 phases 
for L4. This figure shows the amount of scatter expected for the calibrated Ct and 
shows that there is a slight variation over the wave period. The bore arrives at 
t ~ 0.6 s (see also Figure 8 for the relative phases of the free surface elevation in 
the inner surf zone). The time-average values, CV, computed for all the measuring 
lines LI to L6 are ~Ce = 0.032 (.021); 0.055 (.041); 0.117 (.065); 0.211 (.105); 0.162 
(.081); and 0.172 (.089), respectively, where the standard deviation is given in 
parentheses (Cox, 1995). This gives an overall value of Ct — 0.04 (0.03) outside 
the surf zone, and Ct ~ 0.12 (0.07) in the transition region, and Ct ~ 0.18 (0.09) 
for the inner surf zone. 
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Figure 6: Temporal Variation of Adopted Ct Value at Each of 220 phases for L4 
with (Te = .211. 

Figure 7 shows the vertical and temporal variations of the eddy viscosity, vt, 
given in (2) computed using the calibrated values of Ci and Ct for L4. The light 
vertical lines in the upper figure indicate the extent of the water column at the 
given phase. The two light horizontal lines in the lower left corner of the top 
figure indicate the vertical range plotted in detail in the bottom figure. In the 
bottom figure, zm is the vertical coordinate from the bottom where zm = 0 on the 
top of the Plexiglass sheet, i.e. the bottom of the 1 mm sand layer. From both 
figures, it is clear that vt at a given phase increases gradually from the bottom 
until about the middle of the water column where it is more or less constant 
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over depth. Also, it is reasonable to assume that vt is time-invariant except near 
trough level with the passing of the bore. 
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Figure 7: Vertical Variations of Eddy Viscosity, ut, at Eleven Phases for L4 with 
H2IT = 30.9 cm2/s. 

Figure 8 shows the temporal variation of the dissipation term Cj (k3^2/l) 
and the production term r(du/dz) using the calibrated C& and Gt values for L5. 
Smoothing was used for the final plot since the contour lines of the unsmoothed 
values are difficult to discern in black and white (Cox, 1995). Also, only the 
measuring points above the bottom boundary layer are plotted. This figure shows 
that the approximate local equilibrium of turbulence is a reasonable assumption 
for spilling waves in the inner surf zone. It is noted that the numerical derivatives 
for additional terms in the dimensional equivalent of (6) were computed and that 
the noise level was on the same order as the quantities of interest. 

CONCLUSIONS 

Turbulence measurements of spilling waves were presented and used to show that 
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the local equilibrium of turbulence is a reasonable approximation for spilling 
waves in the inner surf zone. Further, the empirical coefficient for the mixing 
length was shown to be roughly constant over the wave period but varied in the 
cross-shore direction. The typical values were of Ct ~ 0.04 (0.03) outside the 
surf zone, and Ct — 0.12 (0.07) in the transition region, and Ct — 0.18 (0.09) 
for the inner surf zone. The coefficient related to the dissipation of k was found 
to be Cd — 0.06 in the bottom boundary layer outside the surf zone. In the 
transition region, the magnitude of Cd was less than 0.03 over most of the water 
column. In the inner surf zone a typical value was Cd o± 0.05 over most of the 
water column except in the lower portion where it decreased to a small value. 
The eddy viscosity was also shown to increase approximately linearly from the 
bottom to the middle of the water column where the value became more or less 



112 COASTAL ENGINEERING 1994 

constant over depth. The eddy viscosity was fairly constant over the wave period 
except near trough level with passing of the bore. 
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CHAPTER 9 

Vorticity effects in combined 
waves and currents. 

I. Cummins1 & C. Swan2. 

Abstract. 

This paper concerns the interaction of waves and currents, and in particular the 
effect of the time-averaged vorticity distribution associated with a sheared current. 
Laboratory data describing both the "initial interaction" of waves and currents, and 
the "equilibrium" conditions arising within an established wave-current combination 
are presented. These results are compared to both the existing irrotational solutions 
and a multi-layered numerical model capable of describing an arbitrary current 
profile. The interaction of regular waves and sheared currents is shown to be in good 
agreement with this latter solution. However, a similar description of random waves 
on sheared currents is limited by the wave-induced changes in both the mean current 
profile and the associated turbulent structure. 

1. Introduction. 

In general, the interaction of waves and currents may be sub-divided into two 
distinct stages. The first corresponds to the "initial interaction" which arises when a 
given wave train (specified in the absence of a current) propagates onto a pre- 
determined current profile. This stage is usually solved in terms of a "gradually 
varying flow", and describes the initial changes in the wave height, the wave length, 
and (under some circumstances) the current profile. In contrast, the second stage 
concerns the description of the so-called "equilibrium conditions" arising from an 
established wave-current combination. It is this stage which seeks to define the fluid 
motion appropriate to the wave height, the wave period, the water depth, and the 
current profile determined in stage 1. 

1 Research student &2 Lecturer. Department of Civil Engineering, Imperial College 
of Science Technology and Medicine, London, United Kingdom. SW7 2BU. 
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In its simplest form the combination of waves and currents involves a series of 
regular waves propagating on a depth-uniform current. In this case the current has no 
associated vorticity, and laboratory measurements (Thomas, 1990 and Swan, 1990) 
suggest that the "initial interaction" is well defined by the conservation of wave action 
and the "equilibrium conditions" are in good agreement with a Doppler shifted 
solution (Fenton, 1985). Although this case appears very simplistic it is, in fact, valid 
for a wide range of flow conditions. For example, in the case of a logarithmic current 
profile (typical of many tidal flows) the vorticity distribution is largely confined to 
a lower layer adjacent to the sea bed. In this case the vorticity has little effect beyond 
the near-bed region, and an approximate uniform current provides a reasonable 
description of both the "initial interaction" and the resulting oscillatory flow. 
Furthermore, if the current profile is weakly sheared, an "equivalent uniform current" 
based upon the flow conditions at the water surface (Hedges and Lee, 1992) may be 
sufficient to define the resulting flow field. 

Unfortunately, the success of these simplistic solutions, and in particular the ease 
with which they can be incorporated within large-scale coastal models, has tended to 
detract from those situations in which a uniform approximation is inappropriate. For 
example, in the case of a wind generated current (or, indeed, a wind modified 
current) offshore measurements suggest that the current profile is strongly sheared in 
the vicinity of the water surface. In this case a non-uniform vorticity distribution 
arises (ie. the current is not linearly sheared), and consequently the wave motion may 
be very different to that which is predicted by the existing irrotational wave-current 
solutions. Indeed, Tsao (1959) suggested that the wave motion would itself become 
rotational; while Swan (1992) provided explicit analytical calculations (within a 
truncated series expansion), and confirmed that the near-surface vorticity distribution 
altered the wave kinematics over the entire water depth. 

The present paper will consider the interaction of waves with depth varying 
currents, and will examine the importance of the vorticity distribution. Section 2 
commences with a brief outline of the experimental apparatus. Laboratory 
measurements describing the interaction of regular waves and random waves with a 
variety of current profiles are presented in sections 3 and 4. Section 3 concerns the 
"equilibrium conditions" and compares the measured data with a variety of solutions 
including a five-layered numerical model similar to that outlined by Dalrymple and 
Heideman (1989) and previously discussed by Cummins and Swan (1993). In section 
4 this model is, in turn, used within an iterative procedure to solve the energy transfer 
equation first outlined by Longuet-Higgins and Stewart (1960). Although this latter 
approach is computationally intensive, it is applicable to both regular and random 
waves, and (unlike the conservation of wave action) provides an explicit description 
of the spectral changes arising when random waves propagate onto strongly sheared 
currents. This is of particular importance from a practical point of view. Finally, 
some concluding remarks concerning the importance of the vorticity distribution and 
the applicability of the various solutions are made in section 5. 
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2. Laboratory apparatus. 

The experimental measurements were undertaken in a purpose built wave flume 
which allows the simultaneous generation of waves and co-linear currents. This 
facility is 25m long, 0.3m wide, and has a working depth of 0.7m. It is equipped 
with a numerically controlled random wave paddle located at one end of the wave 
flume, and a large passive absorber (consisting of poly-ether foam) at the other. The 
current is introduced via three loops of re-circulating pipework which are pumped 
individually to give a total volume flow of 0.45m3/s. Each loop is fully reversible, 
and the inlets and outlets are adjustable (in height) to give a variety of both 
"favourable" (in the same direction as the phase velocity) and "adverse" (in the 
opposite direction to the phase velocity) current profiles. With this arrangement it is 
possible to generate a uniform current of approximately 0.2m/s, or a highly sheared 
current in which the near-surface velocities may be as large as 0.6m/s. A sketch 
showing the layout of this apparatus is given on figure 1. 

SHE VIEW 
vmvm utrma 

Figure 1. Laboratory apparatus. 

Within this study measurements of the water surface elevation were obtained from 
surface piercing wave gauges which were mounted above the wave flume. Each gauge 
consists of two vertical wires and provides a time history of the water surface 
elevation at one point fixed in space. These probes cause a minimal disturbance of the 
water surface, and have a measuring accuracy of ±lmm. The velocity field was 
measured using laser Doppler anemometry. This was based upon a 35mW helium- 
neon laser, used to create a three beam arrangement with cross polarisation. The 
intersection of the beams was located along the centre-line of the wave flume, and 
produced a measuring volume which was estimated to be 0.5mm3. This intersection 
was observed in forward scatter using two photomultipliers positioned on the opposite 
side of the wave flume. This arrangement provides the optimal signal to noise ratio, 
with no disturbance of the flow field. After seeding the flow with milk, added in the 
ratio of lOOppm., a data rate of 2.5 khz was achieved with a measuring accuracy of 
±2%. 
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3. Equilibrium conditions. 

The interaction of regular waves (T=0.75s and H=0.083m) with a "favourable" 
uniform current is considered on figures 2a and 2b. The first of these figures 
describes the current profile measured both before and after the interaction with the 
wave train; while the second figure describes the depth variation in the horizontal 
component of the wave velocity measured beneath a wave crest. In this case, and 
indeed in all other cases with zero vorticity, there is virtually no change in the current 
profile, and the measured wave kinematics are in good agreement with the fifth order 
Doppler shifted solution proposed by Fenton (1985). 

Original current 
Disturbed current 

0.1       01       0.1     .0,4 
Current velocity [m/sj 

Experimental data. 
Waves only solution. 
Doppler shifted solution. 

0.10 0.20 0.30 0.40 
Wave velocity (m/s) 

0.50 

Figures 2a-2b. Regular waves on a "favourable" uniform current. 

Figures 3a-3b present a similar sequence of results describing the interaction of 
regular waves on an "adverse" sheared current; while figures 4a-4b correspond to 
waves on a "favourable" sheared current. In both of these cases there is some 
evidence of a change in the current profile (AU). This is particularly apparent in the 
"favourable"case (figure 4a) where the interaction with the wave motion appears to 
reduce the time-averaged near-surface vorticity (ie. the current becomes less sheared). 
In contrast, figure 3a suggests that in an "adverse" current the magnitude of the near- 
surface vorticity increases. 

If the disturbed current profile (or that measured in the presence of waves) is used 
to calculate the wave-induced kinematics, a Doppler shifted solution based on the 
magnitude of the near-surface current is in poor agreement with the laboratory data 
(figures 3b and 4b). However, a non-linear numerical model, which incorporates the 
effects of the vorticity distribution, provides a good description of the measured data. 
The numerical solution referred to in figures 3b and 4b is based upon a five layered 
approximation in which the measured current profile is described by five linear 
segments of variable depth. This approach represents an extension of the bi-linear 
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model originally proposed by Dairymple (1974), and provides a satisfactory 
compromise between die description of the current profile (particularly the vorticity 
distribution) and the computational effort required for convergence. This model has 
been rigorously tested against other wave-current models (Chaplin, 1990), and is 
described in detail by Cummins and Swan (1993). Figures 3b and 4b confirm the 
importance of the vorticity distribution, and suggest that this must be taken into 
account if the wave kinematics are to be correctly predicted. 
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Figures 3a-3b. Regular waves on an "adverse" sheared current. 
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Figures 4a-4b. Regular waves on a "favourable" sheared current. 
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Previous work by Hedges and Lee (1992) suggests that the interaction of waves 
with sheared currents may be described by an "equivalent uniform current". This is 
defined as the uniform current which produces the same wave number as the 
measured current for a given wave period, wave height, and water depth. In other 
words, it ensures that the dispersive characteristics of the waves are correcdy 
modelled. However, this does not imply that the underlying kinematics will be 
correctly predicted. Indeed, Hedges and Lee comment that the solution may be 
inappropriate if there are regions of very strong shear; while Swan (1992) suggests 
that if this is indeed the case, an additional rotational term arises within the 
description of the wave kinematics. The measured data appears to confirm this effect. 
Figure 5 compares the measured kinematics on a "favourable" sheared current with 
the numerical model (discussed above), and a Doppler shifted solution based upon an 
"equivalent uniform current". In this case (and indeed, in several other cases 
involving layers of strong current shear) the "equivalent uniform current" does not 
provide a good description of the wave kinematics. 

0.80 

• Experimental data. 
 Doppler shifted solution, 

U=equivalent current. 
Numerical model. 

0.00   0.05   0.10   0.15   0.20   0.25   0.30   0.35   0.40   0.45 
Wave velocity (m/s) 

Figure 5. Comparison with an "equivalent uniform current". 

4. Initial interaction. 

When a wave train first propagates onto a current there are changes in the wave 
number (k), the wave height (H), and under some circumstances the current profile, 
U(z). The numerical model (discussed above) is able to predict the wave number for 
a given wave period, wave height, water depth, and current profile. If we assume that 
the water depth is known, and (at present) that the current profile remains unchanged, 
the energy transfer equation first identified by Longuet-Higgins and Stewart (1960) 
may be applied in conjunction with the numerical model to define an iterative solution 
for the overall change in the wave train (ie. ak and AH). 
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If R defines the mean rate of energy transfer across a fixed surface (S), Longuet- 
Higgins and Stewart (1960) give: 

R -   [ (P+±pl? + pffz\u.n dS (1) 

where u is the velocity vector, P is the pressure, p is the density, g is the 
gravitational constant and n a unit vector normal to the surface S. 

If we consider a control volume, and assume that there is no reflection of wave 
energy, then the sum of the mean energy transfer rates due to the current (acting 
alone) and the wave train (also acting alone), must exactly balance the total mean rate 
of energy transfer associated with the combined wave-current motion. This approach 
is entirely consistent with the original analysis outlined by Longuet-Higgins and 
Stewart (1960) in which they introduced the concept of radiation stress. Indeed, 
Longuet-Higgins and Stewart suggested in a footnote (page 574) that the vorticity may 
be taken into account by supposing U to be dependent upon z (ie. U(z)). This is 
exactly what we have done in the present analysis. 

Regular waves. 
Having coupled the energy transfer equation with the numerical model the 

interaction of regular waves with a uniform current was considered. In this case the 
present calculations were shown to be in good agreement with the fifth order solution 
(based upon the conservation of wave action) proposed by Thomas (1990). In a 
second test-case the interaction of regular waves with a linearly sheared current was 
considered, and the results compared with the second order solution outlined by 
Jonsson et al. (1978). In this case there was again good agreement between the two 
solutions provided (as one might expect) the comparisons were restricted to small 
amplitude waves. However, in those cases involving larger wave amplitudes, the 
difference between these solutions emphasises the importance of the higher order non- 
linear interactions. These results appear to be consistent with the laboratory 
observations presented by Swan (1990) and, in particular, the comparison with the 
third order kinematics predicted by Kishida and Sobey (1988). Further comments 
concerning the importance of the non-linear interactions are provided by Cummins 
and Swan (1993). 

The experimental measurements presented on tables la and lb concern a total of 
seven cases involving the interaction of regular waves and depth varying currents. 
Cases 1-4 correspond to a "favourable" sheared current (table la); while cases 5-7 
correspond to an "adverse" sheared current (table lb). In each case the initial wave 
properties (measured in the absence of a current) are denoted by H„ and T0; while the 
wave height measured in the presence of a current is indicated by H. Three 
comparative solutions are al o presented. The first corresponds to a uniform current 
based upon the near surface velocity (U=U(); the second corresponds to an 
"equivalent uniform current" (U=Ue); and the third represents the present solution. 
In each case the numerical model provides the best description of the measured data. 
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Initial state. Lab. data Predicted wave height 

To Ho H u=u8 u=ue Model. 

.75 .083 .079 .051 .061 .077 

.90 .088 .082 .055 .066 .081 

1.1 .102 .096 .065 .083 .091 

1.2 .107 .104 .071 .093 .096 

Table la: Wave height change on a "favourable" sheared current. 

Initial state. lab. data Predicted wave height 

To Ho H u=us u=ue Model. 

0.9 .075 .086 .107 .111 .094 

1.0 .075 .096 .111 .110 .098 

1.1 .075 .097 .113 .108 .098 

Table lb: Wave height change on an "adverse" sheared current. 

In figures 6a-6b the wave lengths associated with cases 1-7 are again compared 
to three potential solutions. The first corresponds to a waves only solution and thus 
describes the waves in the absence of the current. The second corresponds to a 
Doppler shifted solution based upon the near surface current (U=US), while the third 
represents the present numerical results. In each case the latter solution provides the 
best description of the measured data. In general, the measured changes in both the 
wave height and the wave length suggest that the vorticity distribution acts to reduce 
the effect of the Doppler shift associated with the surface current. This is consistent 
with the second order approximation presented by Swan (1992), but because of the 
non-linearity of the wave-current interaction a higher order numerical solution is 
required to provide a good fit to the measured data. 

Random waves. 
Having demonstrated that the present approach is able to describe the changes in 

a regular wave train propagating onto a strongly sheared current, a similar approach 
will be applied to investigate the spectral changes in a random wave train. The 
laboratory apparatus described in section 2 was used to generate a random wave train 
with a Pierson-Moskowitz input spectrum. Both the water surface elevation (n(t)) and 
the horizontal velocity component (u(t)) at z=-0.1m were sampled at 25Hz for 200 
minutes, and the resulting data was analysed using a ten point moving average. 
Figures 7a-7b concern the interaction with a "favourable" uniform current. In figure 
7a the uppermost curve (indicated by a dashed line) describes the spectrum of the 
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water surface elevation (Stm) measured in the absence of a current; the solid squares 
represent the data measured in the combined wave-current motion; and the solid line 
corresponds to the present numerical model. A similar sequence of results is presented 
on figure 7b, but in this case they correspond to the spectrum of the measured 
horizontal velocity (Suu) at z=-0.1m. Together, these figures suggest that the 
proposed numerical model provides a good description of the changes in both the 
water surface elevation and the underlying kinematics. 

Figures 8a-8b present a similar sequence of plots concerning the interaction with 
an "adverse" uniform current. In this case the steepening of the high frequency 
components induces wave breaking, and consequently the experimental measurements 
within the range (w > 7 rad/s) diverge from the predicted behaviour. This result was 
also noted by Hedges et al. (1985), and an experimental correction (referred to as the 
equilibrium range constraint) was proposed. Having incorporated this correction, the 
present model once again provides a good description of the laboratory data. 
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(a) Water surface elevation. 
8E-005 

Measured spectrum for 
waves on quiescent 
water, (Hs=0.0575m., 
Tz=0.989sec). 

Measured  spectrum for 
waves on the uniform 
current, (Hs=0.0478m., 
T2=1.024-sec). 

Theoretical  spectrum for 
waves on the uniform 
current. 
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(b) Horizontal kinematics (z=-0.1m.) 
1.4E-003 

O.OE+000 

Measured spectrum 
for waves on 
quiescent water. 

Measured spectrum 
for waves on the    : 
uniform current. 

Theoretical spectrum 
for waves on the 
uniform current. 

Figures 7a-7b. Interaction of random waves with a 
"favourable" uniform current. 
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(b) Horizontal kinematics (z=-0.1m) 
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Figures 8a-8b. Interaction of random waves with an 
"adverse" uniform current. 
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These examples (involving the interaction with a uniform current) provide further 
validation of the proposed numerical scheme. However, in practice, the existing 
analytical solutions are also appropriate to these cases, and provide a simpler 
calculation procedure. Indeed, if the individual waves are linear, the first order 
approximation originally proposed by Longuet-Higgins and Stewart (1960) may be 
applied. Alternatively, if the waves are steeper (and, in particular, if the interaction 
involves an "adverse" current) the fifth order solution proposed by Thomas (1990) 
will be appropriate. 

In contrast, if the current profile is strongly sheared and involves a non-uniform 
vorticity distribution, the analytical solutions are invalid. In this case the present 
numerical scheme provides the only method of determining the change in the wave 
spectra. Figures 9a-9b concern exactly this case and compare the measured data with 
both a uniform current approximation and the numerical solution. The power 
spectrum of the water surface elevation (Sr|Ti) is considered in figure 9a. Although, 
in this case, the numerical model provides the best description of the measured data, 
there remain significant differences between the observed and predicted behaviour. 
These discrepancies are probably associated with a change in the current profile 
similar to that noted on figures 3a and 4a. The present formulation assumes that the 
current velocity is unchanged by the wave-current interaction. Indeed, if the fluid is 
inviscid and the flow laminar, the vorticity must remain constant along a streamline. 
However, in the present investigation the turbulent intensity (or the root-mean-square 
velocity fluctuations expressed as a ratio of the mean current velocity) was of the 
order of 8-10%. This provides an effective transport mechanism capable of re- 
distributing the vorticity profile. Without a detailed description of the turbulent 
structure, the change in the current profile remains indeterminate. This represents an 
important limitation to the present model. Nevertheless, figure 9a suggests that the 
numerical calculations provide a significant improvement over the uniform current 
approximation based upon the near-surface velocity. 

Figure 9b describes the spectrum of the horizontal velocity at z=-0.1m. In this 
case the measured data, including an apparent bi-modal peak, does not correspond to 
either of the existing solutions. Indeed, the data lies mid-way between the uniform 
current approximation (U=Us) and the numerical predictions. These results may, once 
again, reflect the importance of the current change (AU). However, the wave 
spectrum indicated on figure 9b, has been derived by subtracting the power spectrum 
of the turbulent fluctuations (measured in the absence of waves) from the total 
velocity spectrum measured in combined waves and currents. If, as discussed above, 
the interaction of waves and currents produces a modification of both the vorticity 
distribution and the turbulent structure, the present results may also reflect the 
uncertainty in the turbulence spectrum arising in combined waves and currents. 
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(a) Water surface elevation. 
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(b) Horizontal kinematics (z=-0.1m). 
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Figures 9a-9b. Interaction of random waves with a 
"favourable" sheared current. 
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S. Concluding remarks. 

The present paper has considered the interaction of waves and currents, and has 
presented the results of a new experimental study. This has considered both regular 
and random waves, and has sought to identify the importance of the time-averaged 
vorticity distribution. Preliminary measurements concerning the interaction with a 
uniform current (zero vorticity) confirm that the initial changes in both the wave 
height and the wave length are consistent with the fifth order solution proposed by 
Thomas (1990). Furthermore, in the absence of vorticity, the underlying kinematics 
are in good agreement with the Doppler shifted solution proposed by Fenton (1985). 

In contrast, if the current profile is strongly sheared, and in particular if there is 
significant vorticity at the water surface, the present data suggest that the resulting 
flow field cannot be predicted by an "equivalent uniform current". However, a multi- 
layered numerical model, capable of describing an arbitrary current profile, provides 
a good description of the kinematics beneath a regular wave train. Furthermore, if the 
solution is coupled with an energy transfer equation the initial change in both the 
wave height and the wave number can be satisfactorily predicted. Finally, a similar 
approach was applied to the propagation of random waves on a strongly sheared 
current. In this case the predicted power spectrum of the water surface elevation was 
in reasonable agreement with the laboratory data. However, there were important 
differences between the observed and predicted spectrum of the underlying wave 
motion. At present, these discrepancies are believed to reflect the wave-induced 
changes in both the mean current profile and its associated turbulent structure. Until 
these changes are clarified, the exact nature of these important wave-current 
interactions will remain indeterminate. 
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CHAPTER 10 

Waves in an Annular Entrance Channel 

Robert A. Dalrymple, F. ASCE and James T. Kirby, M. ASCE1 

Abstract 

Waves propagating in a curved channel are examined analytically and 
with a variety of parabolic and spectral models. The results show that 
the wide angle parabolic method is reasonably robust, but not exact, 
while a spectral method based on trigonometric functions is superior to a 
Chebyshev polynomial method. Angular spectrum models are discussed 
and shown to be equivalent to an eigenfunction expansion in the cross- 
channel direction. 

Introduction 
Waves propagating in curved narrow (with respect to the wa.ve length) chan- 

nels behave as if the channel were straight. However, when the curved channel 
is wide, then wave reflection from the outer wall and the diffraction of waves 
around the channel bend at the inner wall lead to a complicated sea state within 
the channel. 

The prediction of the transmission of waves into harbors with, curved entrance 
channels and the use of annular wave tanks (in small laboratories) depend on our 
ability to model waves in curved domains. Here waves propagating in a curved 
channel, taken to be a section of a circular annulus, are studied. An analytical 
and three different types of numerical solutions are obtained and compared. 
The analytical solution is used to verify the validity of the numerical techniques 
developed in a conformally mapped domain, resulting from mapping the curved 
channel into a straight channel. 

An annular channel can be classified as narrow or wide with respect to the 
incident wave depending on the dimensionless width, defined by Dalrymple, 
Kirby, and Martin (1995) as &(r2 — ri) = kw, where r2 is the outer radius of 
the channel, r% is the inner radius, w is the width of the channel, and k is the 
wavenumber of the progressive wave train found from the dispersion equation, 

a2 = gk tanh kh 
1Center for Applied Coastal Research, Ocean Engineering Laboratory, Univ.   Delaware, 

Newark, DE 19716 
128 
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where the angular frequency of the wave is a = 2TT/T, the wavenumber k = 
2ir/L, h is the water depth, and g the acceleration of gravity. The parameter 
kvo is 2n times the number of waves that fit across the channel width; wide 
channels can fit numerous waves across their widths. 

In acoustics, the problem of sound propagation in curved ducts has been 
studied by Rostafinski in a variety of papers (see References). The mathemati- 
cal problem is analogous, although now the computing tools make the problem 
much simpler. 

Analytical Solution 
For linear wave theory, with irrotational motion and an incompressible fluid, 

the governing equation for the velocity potential of the wave motion is the 
Laplace equation. The Laplace equation is written conveniently for this problem 
in polar form; therefore, we will take the velocities to be given by 

* = -* « 

(2) 
r at 

(3) 

and the Laplace equation is: 

<92$      15$       1 <92$      d2$      „ 
 1 h 1 = 0 (4) 
dr2      r dr      r2 d02       dz2 

Figure 1 shows a layout of an annular channel with a maximum 6 value of IT, 

corresponding to the positive y axis. 

Taking the depth h as constant, we assume $(r, 0, z) = <j>(r, 0) cosh k(h -f z), 
where the wavenumber k is fixed from the dispersion relationship. Substituting 
into (4), gives the polar form of the Helmholtz equation: 

d2<f>      1 d*      1 d2<j>       2 

9H+-^ + ^^ + ^ = ° (5) 

The boundary conditions for vertical no-flow channel sidewalls are 

-r—   =   0, at r — ri, the inner wall (6) 
or 
firh 
—   =   0, at r — r2, the outer wall. (7) 
Or 

The general solution for <j> that satisfies these boundary conditions is 

*   =    EaAK.(kr^J^kr)-J^r1)Y1n(kr)]e^e (8) 
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Figure 1: Schematic Diagram of Circular Channel 

N 

=    S^We^' (9) 

where k is the wavenumber of the incident wave, rj is the inner radius of the 
channel, and 7n must satisfy 

^(^KJM - JUkn)Y^(kr2) = 0, n=l, 2,..., N 

to enforce a no-flow boundary condition on the outer wall (r = r2)(see, e.g. Kirby 
et al, 1994). There are only N real values of 7n that satisfy this equation, which 
are ranked in descending order of magnitude. The largest -jn is less than kri. 

Each of the terms in the summation (Eq. 9) is a wave mode, propagating 
in the 9 direction with l/7n waves per 2ir radians, and a cross-channel varia- 
tion given by the radial term Fn(r). These terms are orthogonal to each other 
with weight (1/r) from the Sturm-Liouville theorem and provide a method for 
determining the an values. 

The values of the unknown coefficients an in Eq. 9 are found from the initial 
condition at 9 = 0, which is prescribed as a function of r. Here we assume that 
the wave height is uniform across the mouth of the channel. In actuality, there 
is an interaction between the channel and the ocean that leads to variations 
across the channel. These are assumed to be small. For <f>(r, 0) = 1, we use the 
expression for the velocity potential (9) and the orthogonality of the r terms to 
find the a„. 

an = —- 
r,0)Fn(r)dr 

Zl r^Fl{r)dr 
(10) 
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Figure 3: First Mode of Analytical Solution 

Figure 4: Second and Last Mode for Analytical Solution 



132 COASTAL ENGINEERING 1994 

Figure 5: Analytic Solution (Sum of All Three Modes) 

seiching problem was studied by Campbell (1953), who had to deal with waves 
in a circular (ship) testing channel. 

Parabolic Modelling 
A simple parabolic model can be easily derived from the Helmholtz equation 

(5). Since the waves will travel in the azimuthal direction (particularly for 
narrow channels), most of the oscillation in the wave form can be described by 
a periodic function in 9 and we write 

r, 6>) = A(r, 6) ei] re 
(11) 

where T is a dimensionless constant and A is likely to vary slowly in the 9 
direction. Substituting into the Helmholtz equation, we find, after neglecting a 
second derivative of A with respect to 6 (assumed to be small). 

..,    dA     .,, 2     ,2 2\ A        d (  dA 

MroW + (Pr2-*V0
2M + r-fr — 0 (12) 

The value of F was taken as kr0, where r0 is a reference radius arbitrarily taken 
as the mid-point of the channel, r, or ro = r = (ri +r2)/2. This model will work 
for narrow channels. 



WAVES IN ANNULAR ENTRANCE 133 

We can obtain more correct values of r0 by comparing to the 71 angular 
wavenumbers from the analytical solution. By comparing to a number of cases, 
we find an approximate linear trend (with unit slope) between (r0 — r)/r with 
the relative width of the channel k(r2 — ?*i)- Therefore for narrow channels, 
r0 = f, but for wide channels, r0 = r(l + k(r2 — ri)). 

Kirby, Dalrymple, and Kaku (1994) provide a general form for small and 
large angle parabolic models in arbitrary mapped and conformal domains. Here 
we need only the mapping for conformal domains. 

The constant depth Helmholtz equation with constant coefficients is confor- 
mally mapped into a variable coefficient Helmholtz equation: 

g + g + *V(«, „)* = <> (13) 

Here, J(u, v) is the Jacobian of the transformation. Assuming that cf>(u, v) varies 
rapidly in the propagation direction u, we write 

RelA{u,v)eiIk'>J»'2du\ (14) 

where k0 = k(u,v0) and J0 = J(u,v0) and v0 is a fixed reference distance. 
Substituting into Eq. 13 and neglecting a second derivative of A with respect to 
u, Kirby et al. find a small angle parabolic model: 

2ifc0J0
1/2^ + i^f^A + {K>J - K>J0)A + • = 0 (15) 

Ou Ou OV2 

In wide channels, the turning of the channel leads to large angle discrepancies 
between the assumed azimuthal propagation direction and the actual wave di- 
rection. To allow for these wave directions differing from the azimuthal direction 
to a greater extent than permitted by the small angle parabolic model, a wide 
angle model was developed: 

3i   d(U^)d3A i      0M 
4FJ     du     dv2     2M1'2 duw [   ' 

Kirby et al. use a conformal mapping to convert a circular channel into 
a straight channel in the (u, v) domain. One such map is w = u + w = 

TT/2 — iln(z/rm), where rm = y/rir2. For this case, the kJ0 is not a func- 
tion of u and the equations simplify. For the small angle parabolic models, it is 
easily shown that Eq. 12 and 15 are equivalent. They compared their models 
to the exact solution for a wide angle case; the simple parabolic began to fail 
60°from the channel mouth, while the wide angle model compared reasonably 
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well for the full 180°test channel. They also went further, adding nonlinear ef- 
fects to the models. 

Spectral Modelling 
Fourier-Galerkin Modelling 

Angular spectrum modelling has been used to model waves propagating over 
sloping and irregular bathymetry in regions which are bounded by a rectangular 
box (cf. the review by Dalrymple ;uid Kirby, 1992). The angular spectrum 
model was defined by Booker and Clemmow (1950) in a Cartesian coordinate 
system as the decomposition of the initial condition into progressive plane waves. 
The subsequent wave field is found by summing the plane waves within the 
computational domain. In an (x, y) coordinate system, the angular spectrum 
corresponds to a Fourier-Galerkin spectral method of solution, as the plane waves 
in this system are described by trigonometric functions. In the polar coordinate 
system, the angular spectrum model corresponds to a modal decomposition, 
based on the analytical modes shown above. Therefore the angular spectrum 
model in any coordinate system corresponds to an eigenfunction expansion for 
that coordinate system. 

The Fourier-Galerkin model (using trigonometric functions in the cross- 
channel (radial) direction) is a natural extension of the angular spectrum model 
in Cartesian coordinates (e.g., Dalrymple et al., 1989): it is based on the Fourier 
transform of the wave field in the lateral direction. In the Fourier domain, the 
wave equations are split into forward and backward propagating waves. Only 
the forward waves are kept as back-reflection is assumed to be negligible. 

Dalrymple, Kirby and Martin (1995) have used Fourier-Galerkin modelling 
to examine waves in conformally mapped channels. In the (u, v) conformal 
domain, the Fourier transform pair is: 

1     [vt> 
fn(u)   =   TF[4>{u,v)] = — /     <j>(u,v) cos [Xn(v + vb)}dv,    n = 0,1,2, .(.17) 

Zvb J-vb 
oo 

4>{u,v)    =    T/"1 [/(«)] = Yjenfn(u) cos [\n(v + vb)]    ior-vb<v<vb.     (18) 
71=0 

where vb = \ hifa/ri), which is half the channel width in the conformal domain. 

Defining 
  1       fVb     „ 
k*J(u) = —        k2J(u,v)dv. (19) 

2vb J-vb 

and substituting this into the governing Helmholtz equation gives 

g + g + PJ(l-„, = 0, (20) 
where 

v(u,v) = l-k2J/¥J (21) 
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Fourier transforming the above Helmholtz equation yields 

<Pfn 
du2 

where 

l^-W^K;1!/]]^,        n = 0,1,2,..., (22) 

7^(M) = k2J - \2
n        and        Xn = ^nw/vb. 

Splitting the problem into forward and backward propagating modes, they 
find the following equation for the forward propagating modal amplitudes,/,,, in 
the Fourier-transformed conformal domain: 

d^ = ilnfn-^TF[uT-'[f]),        n = 0,1,2,... (23) 

where 

WJ=kyr^ -d        „(«)-'      2In^M)nrae- 
21n(r2/ri) r\ — r\ 

This set of first order ordinary differential equations is solved numerically. 

After the conformal mapping, the cosines used in the Fourier transform are 
no longer an optimal basis, as the forms of the lateral eigenfunctions Fn(r) are 
far more complicated, as shown in Eq. 9. The errors increase with the width of 
the channel. This has implications also for application of the angular spectrum 
model for open coast cases where the bathymetry is varying significantly in the 
longshore direction. 

Chebyshev-tau Modelling 

Chebyshev polynomials provide another set of orthogonal bases with which 
to expand the wave potential across the channel. Panchang and Kopriva (1989) 
have used these polynomials for the solution of the mild-slope equation. Here 
a cross-channel Chebyshev transform is used to develop the governing equation 
in the transform domain, which must be scaled to be in the range of -1 to 1, so 
we define ( = v/vi,, so that the lateral boundaries are located at £ = ±1. The 
appropriate Chebyshev-transform pair is: 

Cn{u)   =   Tcmu>v)\ = —J_i JiZTfZ      d(>>    n = 0,1,2,...,   (24) 

oo 

4>{u,v)   =   T^lciu^^^Cni^T^C)       for-l<C<l. (25) 

As the Chebyshev polynomials do not satisfy the lateral boundary conditions, 
the tau method, which forces the Chebyshev sum to satisfy these conditions, Is 
used. 
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Introducing k2J and u, defined by (19) and (21), respectively, we find that 
the Chebyshev transform of (20) is 

d2°^u\ + wjCn(u) + -2cW - WJTC{V rc-\c\] = o. 
du 

The splitting in the transform domain yields: 

dA- = i7oC+(«) + -L ^J.c(2) -Wj%[vT?[c+]]j = 0. (26) 

There are significant disadvantages of the Chebyshev approach. First all 
modes are progressive, while for the Fourier-Galerkin method, only those modes 
for which jn are positive propagate (thus reducing the number of simultaneous 
differential equations to solve). Also, the splitting of the Chebyshev transformed 
equation introduces an error, which does not occur with the Fourier-Galerkin 
model; it in fact reduces the Chebyshev method to an equivalent of the small 
angle parabolic model (Dalrymple et al, 1995). 

Results 
For narrow channels, all of the methods, parabolic and spectral, work well. 

As the channel width kw increases, then the errors begin increase for all the 
methods. As an example of these errors, we increase the width in the previous 
example to w= 125 m (ri= 75 m, r2 = 200 m); now kw = 37.625, or almost 6 
wavelengths can fit across the channel. 

The exact solution, given by the analytical model, is shown in Figure 6. 
The waves entering the channel from the right, begin to diffract around the 
channel bend and to reflect from the outer radius. At about 120°, the wave field 
is dominated by reflected waves from the outer side wall. Finally at 180°, the 
wave field is reasonable complex, indicating that a 180 °bend in a laboratory 
wave channel will not result in planar waves. 

The surface elevations along the outer wall (r = r2) predicted by the exact 
solution and the small and wide angle parabolic models are shown in Figure 7. 
The wide angle parabolic model does a reasonable job for the 180°length of 
channel shown, while the small angle begins to fail at 50°. Note that the phase 
of the waves is well predicted by the parabolic model. 

For the Fourier-Galerkin model, a comparison to the exact solution for water 
surface elevations at the outer radius is shown in Figure 8 for 90°, while the 
Chebyshev result is shown in Figure 9. Both have problems with the phase speed 
of the wave as evidenced by the mis-matching of the wave crests. The Fourier- 
Galerkin results have the biggest discrepancy about 52°, but the Chebyshev 
model fairs worse, with mismatches over the entire sector from 50-90 °. 
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Figure 6: Exact Solution for Waves in a Wide Circular Channel 

Conclusions 
Waves propagating in curved channels are shown for constant depth channels 

that are annular in planform. For a given wave height at the mouth of the 
channel, the wave field within the channel is predicted by an analytic solution 
and parabolic and spectral (Fourier-Galerkin and Chebyshev-tau) methods. 

The analytic solution, by separation of variables, shows the modal structure 
of the wave field. The lowest mode, with no zero crossings across the channel, 
combines with higher order modes to form the total wave field. The wider the 
channel the more modes are present with the largest mode having an angular 
wavenumber 71 less than kr2. Higher modes have smaller values of angular 
wavenumber. 

All of the numerical models work well for narrow channels (say kw < 8) and 
become more inaccurate as the dimensionless width of the channel increases, 
with the wide-angle parabolic model doing better than the Fourier-Galerkin 
model, which out-performed the Chebyshev-tau model for the wide channel case 
(kw = 37.6). 
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Figure 7: Parabolic model Results. Analytical solution is the solid line; dashed 
line, wide angle parabolic model and the dashed dot line is the small angle 
parabolic model. 

Figure 8: Comparison of the Water Surface Variation Along Outer Wall Between 
the Exact Solution (solid line) and the Fourier-Galerkin Model (dashed line) 
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As an example, Figures 4, 4, 2 show the only three wave modes that comprise 
the total solution shown in Figure 5. The first mode (n = 0) has no zero crossing 
across the channel and the wave action is confined to the outer channel wall. 
This is the equivalent "whispering gallery" mode. The next mode (n — 1) has 
one zero crossing and a longer angular wave length (defined as 2ir/~/2 radians). 
The last mode has two zero crossings across the channel and an even longer 
angular wave length. For this case, the channel radii are ri = 75 m, r2 = 100 
m. The channel depth is 4 m and the wave period is 4 s. The corresponding 
wavenumber k is 0.301 m~l, and therefore the dimensionless channel width is 
kw = 7.53, or 1.2 wave lengths fit across the channel. It is neither a narrow nor 
a very wide channel. The three values of jn are 27.6676, 22.8667, 14.2745 from 
the gravest to the highest mode. 

Figure 2: Zeroth (Whispering Gallery) Mode for Analytical Solution 

One interesting phenomena of wide channels is the 'loss' of waves within the 
channel. Since the length of the outer circumference is greater than the inner, 
there are more waves around the outer circumference than the inner, which 
means that waves become short-crested across the channel and singular points 
in the wave phase occur, similar to that discussed by Nye and Berry (1974), 
Radder (1992), and Dalrymple and Martin (1994). 

This problem of progressive waves entering the channel with a given wavenum- 
ber k is different than the seiching problem in an annular channel where an 
integer number of waves fit along the centerline of the circular channel.   The 
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Figure 9: Comparison of the Water Surface Variation Along Outer Wall Between 
the Exact Solution (solid line) and the Chebyshev-tau Model (dashed line) 
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CHAPTER 11 

WAVE DAMPING BY KELP VEGETATION 

'Alfonse Dubi and 2Alf T0mm 

1. INTRODUCTION 

Aquatic vegetation, like seagrasses, macroalgae and trees whether submerged 
or subaerial are an important feature of a coastal ecosystem. In addition to 
the structural and functional aspects to the environment, they are known to 
reduce wave and current energies propagating through them. The reduction 
of energy would then influence sediment motion and thus render an impact 
on coastal sediment transport. The dissipative character of large stands of 
kelp has been studied for instance by Jackson and Winant, (1983), Dalrymple 
et al. (1984) and for artificial seaweed as material for shore protection Price 
et al. (1968). 

Kelp is a macroalga which grows on hard rock and stone and extracts all of 
its nutrients from the water column. The plant consists of a root-like holdfast 
organ, a stipe and a frond (Fig.l). The general properties of a fully grown (4- 
8 years) kelp are summarized as follows: 
Length of stipe: 1-2 meters. Fronds have the same length as the stipe. 
Specific gravity: 1.18 kg/cu. m; Biomass: 10-30 kg/sq. m 
Growth density: 10-15 per sq. meter of horizontal area 

^ept. of Structural Engineering, The Norwegian Inst. of Technology, (NTH), 
N-7034 Trondheim, Norway 

2Dept. of Structural Engineering, NTH/SINTEF-NHL, N-7034 Trondheim, 
Norway 

142 



WAVE DAMPING 143 

Specimen found at water depths 2-20 metes. 

FROND   {lamina) 

STIPS 

OLDFASr  OJWBUI 

Figure 1: Kelp Laminaria hyperborea 

Kelp is harvested at several places along the Norwegian coast and is used as 
a raw material for the manufacturing of various chemicals. In some areas the 
harvesting of the seaweed has become a controversial issue in which there 
is suspicion among coastal zone managers that the harvesting results in beach 
erosion. This study is actually a consequence of the controversy. 

Basing on the most recent work by Asano et al. (1992), a new analysis is 
developed for the flow model and the vegetation motion using field and 
experimental results carried out on kelp fronds and kelp plant models. The 
theoretical model is compared with experimental results. The influence of 
kelp vegetation on beach erosion is not included in this paper because of 
space limitation. 

2. BASIC FORMULATION FOR THE FLOW MODEL 

Let us consider small amplitude waves propagating in the x- direction in 
water of depth h above submerged vegetation of mean height d. We employ 
cartesian coordinates (x,z) fixed on the mean free surface, z=0, where z is 
positive upwards (see Fig.2). The surface displacement at the free surface is 
given by % =a0e

i(kx*<ot) and displacement at the interface is r\2 =b0e'(loMDl). Let 
us assume flat bottom, potential flow in the water layer, frictional flow in the 
vegetation zone. At the interface the viscous shear stresses and the corre- 
sponding layer, 8, are initially neglected. The bottom shear stress is 
considered to be negligible in comparison with the frictional resistance of the 
vegetation. Further, let us assume known a priori the wave amplitude a0, the 
angular frequency co=27c/T both of which are real and positive, k is a wave 
number and T is the wave period. 
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Figure 2: Definition sketch of the flow model 

The equations of motion employed are the linearized momentum equations 
for the water and vegetation zones. For a unit volume 

'=-±W, (1) 

at/, 1 VPv-F 
dt       p     " 

and the equation of continuity 

(2) 

Vt/=0 (3) 

where the subscripts 1 and 2 denote the water and the vegetation zones 
respectively; t = time; U = (u,w) = water particle velocity vector; p is the 
fluid density and P is the dynamic pressure. F = (Fx, Fz) = force vector acting 
on vegetation given as 

Fx = £;N [C^Al |«2-i| (u2-i) + p N \C„V\. (u2~l) 

and 

Fz-\N [CDz A]e KK + p N [Cwa w2 

(4) 

(5) 

where N is the number of vegetation per unit horizontal area, CDx and CDz 

are drag force coefficients in the x- and z- directions respectively; Ca is the 
added mass coefficient, u2 and w2 are the horizontal and vertical velocities 
of the fluid particles. £, is the horizontal displacement of the vegetation stipe 
with the dot denoting the derivative with respect to time. The subscript e 
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indicates the equivalent value taking into account of both the stipe and the 
frond. A and V are the total projected area and volume of the plants in this 
unit volume. More details on the equivalent values are given in the section 
on the solution for the vegetation motion. 

Let us assume that the particle velocities and the dynamic pressure are 
sinusoidal such that 

U = U(z) ei{ix'M) (6) 

and 

P = Plz) e'^"'^ ^ 

where i2= -1 . 

Substituting equations (4), (5), (6) and (7) into equations (1) and (2) we get 
a new set of equations. For the upper layer we have 

(8) 
Ht ~ 

-1^1 
P   dx 

9w1 

~~d7 ~ 
-1 El 

p    dz 
(9) 

and for the lower layer we have 

^  = -p (0 fz w2 (ID 
oz 

where fx and fz are the horizontal and vertical force components due to the 
presence of vegetation and expressed by 

h~f**fu (12) 

and 
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/«=/ft + & (13) 

in which the horizontal and vertical drag force terms are defined by 

/a* = l[CaA |1-£l(1-i) l«al/« <14) 

and 

/* = I KVL |w2| /« (15) 

The inertial force terms are expressed by 

f*-\cj\\\-±\ (16) 

Here Cmx = 1 + Cax 

4 - - VJ\ <17) 

We impose the following linearized boundary conditions at the free surface, 
interface and bottom boundaries on the momentum equations (8), (9) (10) 
and  (11) : 

HM =1^1      at    z = 0 (18) 
s    dt 

^l+g^=Q      at    z-0 (19) 
dt2        dz 

p^l=P^P2      at  z=~h (20) 
dt 

.^-^-^ dll . W2      at    z--h (21) 
dz P °fi   dz 

•_L_ ^1 = 0      at    z = -(h+d) (22) 
P <•>£     dz 
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—- = 0      at    z- ~(h+d) (23) 

dz 

where t| = a„ ei(kx"'ot) is the free surface elevation at SWL , a0 is the wave 
amplitude at the origin, g is the acceleration due to gravity, k is complex = 
k, +kj in the subscripts r and i denote real and imaginary values. Substitut- 
ing k into the surface elevation, the local wave amplitude is found to decay 
exponentially as a = a0 exp(-ki x). 

The solutions for the flow model can be shown to be 

$., = i—[cosh(ctArf) cosh(k(h+z))—— s\nh(akd) sinh(&(A+z))] exp[i(kx-a>t) 
(0 afic 

(24) 

P2 = pC cosh(ak(h+d+z)) exp[i(fa-<of)] <25) 

where 

ga0 

cosh(akd) cosh(ikft)[1 —1— tanh(afaf) tar\h(kh)] 
a fie 

(26) 

and 

a M   < 1 (27) 
N \f*\ 

is the force ratio. In the upper layer a velocity potential Oa   exists which 
satisfy Laplace equation 

where the particle velocities are expressed as 

u* = -—-,      w., = -—- W 1 etc 1 dz 
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In the vegetation zone, however, the particle velocities can be obtained by 
substituting equation (25) into equations (10) and (11) to give 

«2 = -i — cosh(ak(h+d+z)) exp[i(fcc-cof)] (30) 
afic 

w2 = --£- s\nhak(h+d+z) exp[i(kx-<x>t)] (3D 
afx 

We remark that the horizontal and vertical wave numbers in the upper layer 
are the same when the fluid is inviscid and homogeneous. In the vegetation 
zone they are different due to the different horizontal and vertical resistance 
forces. At the interface, the horizontal particle velocities are discontinuous, 
i.e Uj & ua, thus a shear stress is present which is accounted for by a 
boundary- layer type of solution. 

Finally, from the combined kinematic and dynamic free surface boundary 
conditions we derive the dispersion relationship given by 

tanhftft - — tanhaiW 
a*=8k . 5£  (32) 

1 - — tanhakd \anhkh 
afa 

For given a, co, h, d and fx the unknown complex wave number k can be 
found by solving equation (32) by iteration. This is done in the coming 
section on calculated results. 

3. SOLUTION FOR THE VEGETATION MOTION 

In order to solve the flow field described above we need the knowledge of 
the kelp motion. The basic approach is the Morison equation in which the 
forces resisting the fluid flow are the sum of the drag and inertial forces. 
Following Asano et al. (1992), the motion of the vegetation is regarded as a 
forced vibration wih one degree of freedom. Let the horizontal displacement 
of a single kelp plant be denoted by \ while the differentiation with respect 
to time t be denoted by the over dot. For a unit length of kelp, the equation 
of motion is given by 
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mQi + ct5 + *b5 = ^pCDy4|«2-||(«2-§) + PK«2 + pFC>2-ij) 03) 

where m„ = mass of kelp per unit length, q = structural damping, k0 = 
spring constant, CDx and Cax are drag and added mass coefficients respective- 
ly, A is the projected area and V is the volume per unit length of kelp. 
Neglecting the structural damping on the assumption that it is small 
compared to the frictional forces and rearranging we get 

ml + JpC^lHa-515 + U = lPCDx\u2-k\u2 + p(1+CJw2 (34) 

The general solution of equation (34) requires iterations involving volumetric 
integration of unknown variables. For our particular case of kelp we shall 
simplify the equation of motion before attempting to solve the coupled 
system. The kelp plant consists of a stipe and a frond which together make 
a total height d. The stipe can be represented as a slender vertical cylinder 
of height d-lk with uniformly distributed mass and the frond is taken as a 
concentrated mass at the top of the stipe. Here lk is the half length of the 
frond. Integrating over depth gives the equation that represents the 
integrated effect over the water column by the motion at the top of the stipe. 
Now the equation of motion (34) becomes 

».* + IPICAAK-^ + *o = {[CaAK-^k + p[c„KIA        (35) 

where we have assumed that the velocities of both the stipe and fluid can be 
treated as varying linearly from the bottom to the top of the stipe, that is 

i   h+d+z; . h+d+z inc\ ?=-^rA' M2^r^ (36) 

where X refers to the level at the top of the stipe and the subscript e stands 
for equivalent values for the stipe and frond such that 

». = i«o+ *f + p(£cjr,+cy9 (37) 

Here subscripts s and f denote the stipe and frond properties respectively. 
The mass per unit length, m0, of the stipe and its equivalent added mass is 
weighted by Vi to imply the conversion of the entire kelp motion to the top. 
This is valid also for the drag and inertial force coefficients which are given 
by 

[CDM = jC^ + CqA, (38) 
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[CmV\e = {(UCJVS + Q+CJV, (39) 

Prior to linearization of equation (35) we need to establish the relationship 
between the drag forces and the flow velocity. One complication with kelp 
is that the projected area of the frond varies in a flow field. When the 
velocity (or the relative velocity as the case may be) is zero, the kelp will 
assume an upright position and the projected area is largest. As the velocity 
increases, the plant tends to bend over and the fronds tend to streamline in 
the direction of the flow thereby reducing the projected area. A field 
experiment has been carried out by the authors in collaboration with prof. 
Martin Mork and dr. scient. student Kjersti Sj0tun of the University of Bergen 
(UiB) using a research vessel" Hans Brattstwm" belonging to UiB. Drag forces 
were measured on 7 fronds of different sizes of the Norwegian kelp by ship 
towing. In the laboratory, the forces have been measured using a shear plate 
on which 95 model kelp plants were fixed. Details of the procedure follow 
in the section on experimental set-up. Results from the two experiments as 
shown in Fig.3 show that the drag force does not follow the normal quadratic 
relationship with velocity, instead, the force is linearly proportional to the 
velocity. 

o=frond 1 

1.5 2 2.5 3 3.5 
Current velocity, (m/s) 

Figure 3: Variation of the drag force on kelp fronds with current velocity 

Basing on the two  experiments, the following general relationship is 
proposed between the projected area and the flow velocity: 

rICflA = FA»ri\~m = constant (40) 

where F^ = equivalent drag force coefficient evaluated at elevation X , or at 
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z = -(h + lk ). Substituting equation (40) into equation (35) gives 

meX + NDk + ICQX = ND uk + Nj uk (41) 

where 

ND=FK K(1-f)|1- (42) 
"x 

Both Fx and m are empirically determined constants. The experimental results 
shown in figure 3, suggest that m=l and F\=9.3 and 30.9 for currents and 
waves (fig. 7) respectively. With this information we can now proceed with 
the linearization of equation (35) to get an analytical solution. 

Assuming small amplitudes for the vegetation and fluid particle motion and 
that the particle velocity amplitude is much greater than the maximum 
velocity amplitude of vegetation, equation (35) now becomes 

».* + ipICu/LM* + *o* = SPICZ^LIBJKA+PIC^JTA (43) 

which represents a linear system provided ko is also constant. The solution 
to this equation   gives a ratio known as the velocity amplification factor 

'    " X ~ ND     ~ (44) 
co„2 

2h~•        1+Jco(^L-1)^ 
CO2 

where con = V(k0/me) in which k0 is the spring constant which was determined 
experimentally to be 20 N/m for deflections up to 55 cm at the top of the 
plant. From equation (44) we can derive the quantity 

«[(4-i)+*j 
I1-4J  =-=*=  (45) 

N ^+««(4-i)» 

The linearized damping force coefficient used in the solution for the flow 
model can be established by applying the principle of equivalent work which 
the energy dissipation of the actual system to that of a linear system (Wang 
and T0rum/1994). The time averaged work done by the actual system per 
unit surface area is given by 
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Wa=«kNFkQ-Mui (46) 
H 

where N is the number of plants per unit surface area, ak is a force 
reduction factor due to group effect and the over bar denotes the time 
averaging. For the linearized flow system 

Equating equation (46) and (47) gives 

_  akNFk(\-AjS 

J -(A+d) 

Substituting equation (30) into equation (48) gives 

akNFkQ-Ajcosh\(d-Q 
TLC

 ~ i tslnh2ifc/f («) 
P(2+   Akjd   ' 

where ks = ak. Then the linearized damping force coefficient becomes 

jet = — + tcmaa-^j (50) 
CO 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Experimental setup 

The experiment was carried out in a 33 m long, 1 m wide and 1.6 m high 
wave tank as shown in Fig.4. Five thousand models (scale 1:10) of typical 
Norwegian kelp plants were fixed in the wave flume bottom over a span 
of 9.3 meters. This represented a density of about 12 plants per horizontal 
square meter in the field. Eight capacitance wave gauges were used to 
measure surface elevations, one shear plate to measure the horizontal force 
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and a mini current meter was inserted in the plants 4 centimeters above the 
shear plate. One of the wave gauges was fixed above the shear plate.The 
shear plate was fixed flush with the bottom. The location of the first wave 
gauge, taken to be x=0 and the last taken to be x = 7m were fixed about 1.2 
meters inward from the outer boundaries. In total, 50 tests were carried out 
for different wave periods (6-14 s, full scale) and wave heights in water 
depth of 60 cm.  Analysis of the results is done within   0 < x < 7 m. 

wave absorber 

9,3 m 16,7 m 

1 - 8 wave gauges 
legend -j       9 shear force sensor 

10 current meter 

Figure 4: Test setup 

4.2 Comparison of theoretical and experimental results 

The wave heights measured at the eight locations along the wave channel are 
fitted to an exponential decay curve H/Ho = exp(-0.00327X) as shown in Fig. 
(5) whereby H is the local wave height and Ho is the incident wave height 
measured at x=0, ki =0.00327/m was found by regression based on the least 
squares in the MATLAB environment. 

Basing on the relationship proposed in equations (40) and (42), the force can 
then be generalized as 

F = F,  11-.A J «, (51) 

where 11-Am | is given by equation (45). Fig. 6 shows this function fitted to 
the measured force for given wave heights. Fig. 7 and Fig. 8 show the linear 
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variation of the measured force with the horizontal particle velocity and 
wave height respectively. 

Finally, inserting equation (50) into the dispersion relationship given by 
equation (32) for a given water depth ,(h+d) wave period, T, and number of 
vegetation per unit surface area, the damping coefficient, ki, is found by 
iteration in the MATLAB environment . This solution, however, does not 
include the contribution of the shear stress to damping. 

20 40 60 SO 100        120        140        160        180        2C0 
Distance from first wave gauge. x*0. m 

Figure 5. Exponential decay model fitted to data 

10 12 14 
Wave Period, (seconds) 

Figure 6. Theoretical force model (Eq. (51)) fitted to measured force 
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Data fitted with: y-AX, A-3 
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Figure 7: Variation of force with horizontal particle velocity amplitude 

Wave height, (m) 

Figure 8: Variation of force with wave height 
; 
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0 T««s rtguiar         * 
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0 50        100       150       200       250       300       350       400       450       500 
distance from first wave gauge station, x*0. m 

Figure 9: Comparison of scatter for regular and irregular waves 
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5. CONCLUSION 

The present study has given an analytical solution for water waves 
propagating over submerged vegetation taking account of the vegetation 
motion using the field experimental results. The linear relationship of the 
damping force with velocity has been applied effectively to obtain an 
analytical solution for the otherwise iterative equation of the vegetation 
motion. The average damping coefficient has been found to be ki=0.00327/m 
for the type of kelp we considered. However there has been a large scatter 
of about 30% which may have been due to reflection of the waves from the 
wave absorber (Fig. 4). A trial run with irregular waves has revealed a 
smaller scatter (Fig.9). In this study only regular waves were used. It is our 
intention to use irregular waves to investigate further on the damping force 
and the damping coefficient. 
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CHAPTER 12 

NONLINEAR COUPLING IN WAVES PROPAGATING OVER A BAR 

Y. Eldeberky1 and J.A. Battjes2 

Abstract 

The degree of nonlinear coupling in a random wavefield propagating over and 
beyond a bar is examined using a physical wave flume as well as numerical 
simulations based on time-domain extended Boussinesq equations and their 
frequency-domain counter-part. The nonlinear phase speed is computed from the 
evolution of the nonlinear part of the phase function inherent in the frequency- 
domain model. Over the bar, the phase speeds of the higher harmonics are larger 
than the linear estimates due to the nonlinear couplings, resulting in virtually 
dispersionless propagation, while beyond the bar crest, nonlinear effects on the 
phase speed vanish rapidly, implying full release of bound harmonics. 
Quantitative measures of nonlinearity such as the skewness and asymmetry have 
also been determined. They have near-zero values in the deep-water region on 
either side of the bar and a pronounced peak over the bar. On the downwave 
side, the random wave field is found to be spatially homogeneous. This implies 
that it can be fully described by the energy density spectrum without additional 
phase information related to the bar location. 

1. Introduction 

The research described in this contribution deals with the propagation of 
nonbreaking waves over a shallow bar. It is aimed at investigating the degree of 
nonlinear coupling as waves evolve over and beyond a bar region. It is a 
continuation of previous related work by the authors on this subject (Eldeberky 
and Battjes, 1994). 

'Research Assistant, 2Professor at Delft University of Technology, Department 
of Civil Engineering, Section Hydraulics, Stevinweg 1, P.O. Box 5048, 2628 CN 
Delft, Netherlands 
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The conventional viewpoint is that on the seaside, the harmonics, bound to the 
primary, are amplified because of the increasing nonlinearity in the shoaling 
region, and that they are released on the shoreside, at least partially, because of 
the decreasing nonlinearity in the deepening region. Strictly speaking, however, 
even in the shoaling region free components are generated as a result of the 
nonhomogeneity, whereas conversely some degree of phase coupling may remain 
in the deepening region. 

The phenomena mentioned above can with reasonable accuracy be modelled with 
Boussinesq-type equations, but these are unwieldy in applications involving wave 
propagation over large distances, for which phase-averaged, energy-based models 
with linear propagation are better suited. It is then convenient to switch to such 
a model at some distance downwave from the bar. Two questions then arise: 
(1) How far downwave do the nonlinearities extend with non-negligible 
intensities? The answer to this question determines whether and from where the 
switch to a linear propagation model is justified. 
(2) Are the fixed phase relations between harmonics, which are induced in the 
bar region, noticeable on the downwave side of the bar? If so, the wavefield on 
the downwave side of the bar would be spatially nonhomogeneous, with a 
"memory" of what happened over the bar (although the local nonlinear exchanges 
may already have vanished). This phenomenon is to be expected for wavefields 
with a discrete spectrum of only a few harmonics, but we expect that these 
effects cancel out in case of a continuous spectrum. If this is indeed the case, the 
wavefield shoreward of the bar would again be statistically homogenous. 
Knowledge of the energy spectrum on the downwave side (including the 
harmonics generated over the bar) would then be sufficient to characterize the 
wave field in a statistical sense, without additional phase information from 
"upwave" regions expressing the distance downwave from the bar. 

The purpose of this paper is to investigate the questions raised above in a 
quantitative manner. This is done by determining the values and spatial 
distributions of the nonlinear contributions to the phase speed and of the skewness 
and asymmetry parameters, which are quantitative measures of nonlinearity. 

The paper is arranged as follows. In section 2, the experimental arrangement is 
described. In section 3, the model equations used in the numerical simulations are 
presented. The analyses using the measures of nonlinearity followed by some 
results are given in section 4. Finally, section 5 presents the summary and 
conclusions. 

2. Experimental Approach 

Experiments with random waves reported by Beji and Battjes (1993) have yielded 
time series of surface elevation at a number of stations over a bar (still-water 
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depth 0.10 m) and on either side of it (still-water depth 0.40 m) (Fig. 1). A 
mechanical wave maker was used to generate wave signals according to a 
prescribed spectrum. The target spectrum was narrow-banded with peak 
frequency of 0.40 Hz and variance of 0.35 cm2. At the downwave side, a beach 
with 1:20 slope was used as an absorbing boundary. Surface elevations were 
measured at stations 1 to 8 (the other stations refer to the numerical simulations). 
Station 1 is at the beginning of the upslope side of the bar, station 2 is 5.0 meters 
from station 1, and stations 3 to 8 are positioned every 1.0 meter. 

These measurements have been analyzed to address the questions raised above. 
The analyses are mainly in the frequency-domain. Power spectra for these 
observations indicated significant transfer of energy from the spectral peak to 
higher frequencies (Beji and Battjes, 1993). Bispectral analysis showed the 
intensity and the spectral distribution of nonlinear couplings (Eldeberky and 
Battjes, 1994). Here we focus on the total measures of nonlinearity such as the 
skewness and asymmetry in order to investigate the spatial variation in the 
intensity of nonlinear couplings. 

Due to the fact that the spatial coverage of the experimental data (up to station 
8) is not enough to examine nonlinearity beyond the bar, a numerical "wave 
flume" has been employed to obtain results farther downwave. This is done using 
the time- and frequency-domain extended Boussinesq equations. The model 
equations are presented in the next section. 

Wave 
maker 

Stations 
2 34 5 6 7 8 91011 1213 14    15    16 

6.00 6.00 2.00    3.00 

Absorbing 
boundary 

5.00 

Fig. 1. Definition sketch of wave flume and location of wave gauges. All distances are 
expressed in meters 

3. Numerical Approach 

3.1  Time-domain model 

Numerical simulations were performed using a 1-D extended Boussinesq model 
(Beji and Battjes, 1994) with improved dispersion characteristics, as in Madsen 
and  S0rensen   (1992),  describing  relatively  long,   small  amplitude  waves 
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propagating in water of slowly varying depth: 

dr        dx 
3| 
to 

= -/J 
5 

2   d
3u 

dx2dt 
+ 

to to dt 
1 

15 
g/*2 

ax3 

9/ ox 
1) u] = 0 (2) 

Here, £ is the surface displacement, u the depth-averaged horizontal velocity, h 
the still water depth, and g the gravitational acceleration. This set of equations 
has been integrated numerically using a difference scheme as described by Beji 
and Battjes (1994). 

In the computation, the initial condition used is the unperturbed state. At the 
upwave boundary (station 1), the surface elevation is set equal to the 
experimental values; velocity values are derived from these using the long-wave 
approximation. At the outgoing boundary, an absorbing boundary condition has 
been used to ensure that the disturbances leave the computational domain without 
reflection. 

3.2 Frequency-domain model 

Numerical simulations were also performed using the frequency-domain counter 
part of the extended Boussinesq equations mentioned above. For one-dimensional 
propagation considered so far, the time (/) variation of the surface elevation (f) 
at each location (x) is expanded in a Fourier series as in 

Kfyc) =  £ Ap(x) exp {/(«,*-*,(*))} (3) 

with Ap denoting a complex amplitude, p indicating the rank of the harmonic, up 

= pa,, and d.ypp/dx = kp, the wave number corresponding to wp according to the 
dispersion equation for the linearised Boussinesq equations. By substituting (3) 
into the time-domain Boussinesq equations, and by neglecting certain higher-order 
terms on the assumption of a sufficiently gradual evolution of the wave field, 
Madsen and S0rensen (1993) develop a set of coupled evolution equations for the 
set of complex amplitudes Ap which in abbreviated form can be written as 

dx       p dx " = L
P^TZA

P 
+ E fl^^^+E &»<A,• (4) 

The first term on the right represents linear shoaling, proportional to the bottom 
slope dh/dx, the second term the triad sum interactions and the third the triad 
difference interactions. Complete expressions for the coefficients L, Q+ and Q 
can be found in Madsen and Sorensen (1993). For the numerical integration of 
the evolution equation (4) and the applications to random waves with a given 
energy spectrum refer to Battjes et al. (1993). 
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4. Analysis 

4.1 Phase speed 

The evolution equation of the frequency-domain model is formulated in terms 
of complex Fourier amplitudes that contain the nonlinear part of the phase 
function. This equation (4) is used to obtain an evolution equation for the 
nonlinear part of the phase function in order to derive and evaluate a nonlinear 
correction to the linear phase speed. To this end, we express the complex 
amplitude Ap(x) in its magnitude ap(x) and its phase ap(x): 

AM = a(x)eia^ (5) 

After straightforward algebra, we obtain the following phase evolution equation 
for each harmonic after omitting the ^-dependency for abbreviation, 

da
P 

dx 
= 3 

dx 
cosa„ 9? 

dA^ 

dx 
sin a 

(6) 

The values of ap, ap, and dAp/dx at each location can be obtained from the 
numerical integration of equation (4). The phase speed of each harmonic, linear 
(Cp), and nonlinear fc^„„ can be obtain as follows 

tyi = -n^ (*A    dydx 
(7) 

(On, (8) 
(kX      d^pldx + dapldx 

where (kj), and (kp)nl are the linear and nonlinear phase change per unit length. 

To examine the intensity of nonlinear coupling, the nonlinear phase speeds are 
compared to the linear predictions obtained from the extended Boussinesq 
equations. 

For random incident waves, assumed to have independent, random phases at 
station 1, Fig. 2 shows the spectral densities, the linear and the nonlinear phase 
speeds at different locations over the bar. Over the upslope of the bar (station 2), 
the nonlinear phase speeds of the higher harmonics are larger than the linear 
estimates due to the nonlinear couplings to the primary. Over the bar crest 
(station 4), the nonlinear phase speeds are nearly constant and equal to ^fgh 
(nondispersive shallow-waves). Beyond the bar (station 8), the nonlinear 
predictions of phase speed agree with the linear estimates, implying full release 
of bound harmonics. The results farther beyond the bar (not shown here) did not 
show any deviation in the nonlinear phase speeds from the linear predictions, 
implying the absence of nonlinear couplings. Likewise, the energy spectrum of 
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the waves did not evolve in the region beyond the bar. This in turn means that 
nonlinear models are not needed to characterize the wavefield beyond the bar. 

«*Uon2 

Halloa 4 ttttloaS 

1J>        \3 

Fig. 2. Computed energy density spectra (upper panels), linear (solid line) and total 
(dashed line) phase speeds (lower panels) at stations 1,2, 4, and 8 
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4.2  Skewness and Asymmetry 

To measure the nonlinearities associated with the nonlinear couplings, higher- 
order moments are needed such as the skewness and asymmetry. These are 
measures of asymmetry of the wave profile around the horizontal (crest to trough 
asymmetry) and the vertical (front to back asymmetry) plane respectively. 
Skewness and asymmetry values have been computed according to the definitions 
given by Hasselmann et al. (1963) and Elgar and Guza (1985) respectively. 

The original wave flume and its numerical simulation 
The skewness and asymmetry have been computed for both the measured and 
time-domain computed surface elevations at various locations over the bar. Their 
variations are given in Fig. 3. The comparison shows the ability of the numerical 
model to reproduce the nonlinear evolution of waves propagating in varying water 
depth with sufficient accuracy for the present purpose. 
The variations indicate a significant increase on the upslope to a maximum over 
the bar. To the lee of the bar crest, the skewness and asymmetry decrease rapidly 
to near-zero values, comparable to those on the exposed side of the bar. (For 
skewness values less than 0.2, Ochi and Wang (1984) found virtually no 
deviation from the Gaussian probability density of the sea surface elevation.) This 
in turn means absence of significant nonlinear interactions at the downwave side 
of the bar. We expect that for random waves with a continuous spectrum, this 
will imply spatial homogeneity. This is checked below by using computed signals 
in the region beyond that of the measurements. 

IS 

2.0 

is 

1.0 
< 
«   OS 
vi 

0.0 

-as 

-1.0 

-is 

1 

*\. • 

• ;. 
;.t ...V.L^ 

yy \  %,     : 
:            :            :            : 

f    \ k 
; yjS 

2       3 

Station No. 

Fig. 3. Skewness (+) and asymmetry (<>): comparison between results from the 
physical wave flume (solid lines) and the numerical wave flume (dashed lines) 
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Numerical simulation for extended region 
Time-domain numerical computations have been performed extending to distances 
farther downwave in order to examine the homogeneity of the wavefield in that 
region. The computational domain now extends to station 16; the distances 
between stations 9 to 13 are 1.0 m and those between stations 14 to 16 are 2.0 m. 

Computations are done for two different upwave boundary conditions, 
corresponding to sinusoidal and irregular waves. The former is to demonstrate 
the spatial nonhomogeneity associated with the interference between a primary 
wave and its harmonics. The latter is to investigate the matter for the case of a 
continuous spectrum, where the innumerable interferences are expected to cancel, 
resulting in a homogeneous wavefield. 
To demonstrate the contrast between the two cases, the nonlinearity parameter 
(a/h) is kept constant by imposing the same surface elevation variance at the 
upwave boundary. The computations are performed for the same record duration 
as in the physical experiment, and the computed signals at stations 1 to 16 have 
been analyzed in the frequency-domain in the same manner as the experimental 
records. 

Sinusoidal waves 
Fig. 4 shows the spatial variations of the amplitudes of the primary wave and its 
harmonics. Over the bar, a significant energy transfer takes place into the second, 
third and fourth harmonics. Beyond the bar, the amplitudes do not vary because 
of absence of nonlinear interactions. 

The corresponding variations in the skewness and asymmetry are shown in Fig. 
5. They indicate a significant increase on the upslope to a maximum over the bar 
as a result of harmonic generation. On the downslope side of the bar, the 
skewness and asymmetry decrease rapidly to values between +0.5. Beyond the 
bar, although the amplitudes of the harmonics are nearly constant, the skewness 
and asymmetry vary significantly as a result of the varying phase lags between 
the freely propagating component-waves, resulting in a spatially nonhomogenous 
wavefield. 

Irregular waves 
Fig. 6 shows the variations of skewness and asymmetry over the upslope, the bar 
crest, the downslope and farther downwave; the latter is of particular interest 
here. It shows that over the horizontal region, and in contrast to the case of 
sinusoidal waves, the skewness and asymmetry remain at near-zero values (less 
than 0.2), comparable to those on the exposed side of the bar, without any 
significant spatial variations. This implies that there is no memory of the bar 
location, in contrast to the discrete case. The practical implication of this is that 
the waves downwave from the bar can again be assumed to have independent, 
random phases. 
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Fig. 4. Spatial variations of the amplitudes of the primary wave and its harmonics 
primary wave (*), second harmonic (o), third harmonic (°), and fourth harmonic (*.) 
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Fig. 5. The spatial variations ofskewness (solid line) and asymmetry (dashed line) for 
sinusoidal incident waves (at station 1) 
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Fig. 6. The spatial variations ofskewness (solid line) and asymmetry (dashed line) for 
irregular waves 
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5. Summary and Conclusions 

The degree of nonlinear coupling as waves evolve over and beyond a bar is 
examined. The extended Boussinesq equations that had shown success in this kind 
of application are used in this investigation together with experimental data. The 
situation considered was such that significant harmonic generation took place on 
the upslope leading to the bar crest. The following indicators of nonlinearity were 
used: the nonlinear phase speed, the skewness and asymmetry. Inspection of their 
spatial variations has led to the following conclusions. 

- The comparison between linear and nonlinear estimates of the phase speeds 
indicates that over the bar, the bound harmonics travel faster than their 
corresponding free waves that have linear phase speeds. Beyond the bar, they 
propagate with the linear phase speed implying that they are fully released. 

- The skewness and asymmetry have near-zero values in the deep-water region 
on either side of the bar and a pronounced peak over the bar. On the downwave 
side, the wavefield is found to be spatially homogeneous for irregular waves 
without memory of the phase couplings which existed over the bar crest. This is 
in contrast to the case of a discrete, finite set of wave components. 

Summarizing, the wavefield on the downwave side is virtually linear and 
statistically homogeneous. It can be fully described by the energy density 
spectrum with linear propagation, and without the need for additional phase 
information reflecting the site-dependent distance downwave from the bar. 
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CHAPTER 13 

AN ABSORBING WAVE-MAKER 

BASED ON DIGITAL FILTERS 

Peter Frigaard and Morten Christensen 
Hydraulics & Coastal Engineering Laboratory 

Aalborg University, Sohngaardsholmsvej 57, DK-9000 Aalborg, Denmark 

ABSTRACT 

An absorbing wave maker operated by means of on-line signals from digital FIR 
filters is presented. 

Surface elevations are measured in two positions in front of the wave maker. The 
reflected wave train is separated from the sum of the incident and rereflected wave 
trains by means of digital filtering and subsequent superposition of the measured 
surface elevations. The motion of the wave paddle required to absorb reflected 
waves is determined and added to the original wave paddle control signal. 

Irregular wave tests involving test structures with different degrees of reflection 
show that excellent absorption characteristics have been achieved with the sys- 
tem. 

INTRODUCTION 

Coastal engineering problems are often solved by means of physical models. Phys- 
ical modelling of coastal engineering phenomena requires the capability of repro- 
ducing natural conditions in the laboratory environment. 
One of the problems associated with the physical modelling of water waves in 
laboratory wave channels is the presence of rereflected waves. 
In nature the sea constitutes an open boundary which absorbs waves reflected by 
the coastal system. 
A wave channel is a closed system: waves reflected from a model structure will be 
rereflected at the wave paddle, thus altering the characteristics of the wave train 
incident to the model structure.   Consequently, the reproduction of a specified 
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incident wave train will often be impossible when a reflective structure is being 
tested. 

The problem of rereflection can be reduced by applying a so-called absorbing wave 
maker: a combined wave generator and active wave absorber, which, in addition 
to generating incident waves, absorbs waves reflected from the test structure. 
The construction of an absorbing wave maker requires (Gilbert (1978)): 

1. A means of detecting reflected waves as they approach the wave maker 

2. A means of making the paddle generate waves that are, in effect, equal and 
opposite to the reflected waves so that the reflected waves are cancelled out 
as they reach the paddle. This requirement is over and above the need to 
generate the primary incident waves. 

Milgram (1970) presented a system in which waves in a channel were absorbed 
by means of a moving termination at the end of the channel. The motion of the 
termination needed for absorption was determined by analog filtering of a surface 
elevation signal measured in front of the termination. This active wave absorber 
was not used in a combined generation and absorption mode. 
Bullock and Murton (1989) described the conversion of a conventional wedge-type 
wave maker to an absorbing wave maker. The system developed by Bullock and 
Murton was based on analog filtering of a surface elevation signal measured on 
the face of the wave paddle. Good absorption characteristics were achieved with 
a less-than-perfect circuit design. 

Recently, an absorbing wave maker has been installed in a wave channel at Aal- 
borg Hydraulic Laboratory, Aalborg University. 
In the following the design of this absorbing wave maker is presented and its 
performance is evaluated based on the results of physical model tests. 

PRINCIPLE 

The absorbing wave maker is operated by digital FIR filters working in real time. 
The relation between the input 77 and the output x of a digital FIR filter of length 
N is given by the discrete convolution integral: 

l = M AT  _   -, 

xk = Y, Vnk~l       ,  M = —— (l) 

where h denotes the filter impulse response (filter operator). Given a desired 
frequency response, the corresponding FIR filter operator is obtained by com- 
puting the inverse discrete Fourier transform of the complex frequency response 
function, see e.g. Karl (1989). Notice, that the filter output is delayed —^ time 
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steps relative to the input. For FIR niters operating in real time, this time delay 
must be removed. 

The paddle displacement correction signal needed for absorption of reflected waves 
is determined by means of digital filtering and subsequent superposition of surface 
elevation signals measured in two positions in front of the wave maker (fig. 1). 

Signal 
Generator 

(+x±£ 
Filter 

2 

Filter 
1 

Wave 
Gauge 

#1 

Wave 
Gauge 

#2 

Figure 1: Principle of absorbing wave maker. 

When active absorption is applied, the paddle displacement correction signal is 
added to the input paddle displacement signal read from the signal generator, 
causing the wave maker to operate in a combined generation/absorption mode. 
Having outlined the principle of the system, the only remaining problem in the 
design process is to specify the frequency response of the FIR filters applied. 

FREQUENCY RESPONSE OF FIR FILTERS 

In fig. 2, a wave channel equipped with two wave gauges is shown. 
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Figure 2: Wave channel with piston-type wave maker. 
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The surface elevation signal at a position x may be regarded as a sum of harmonic 
components. Considering an isolated component of frequency /, the surface eleva- 
tion arising from this component may be written as the sum of the corresponding 
incident and reflected wave components: 

7]{x,t)   =   rn(x,t)+r)R(x,t) 

=   aicos(2irft — kx + <pj) + aRcos(27rft + kx + (fin) (2) 

where 
/ 
a = a(f) 
k = k(f) 
4> = <Kf) 

frequency 
wave amplitude 
wave number 
phase 

and indices I and R denote incident and reflected, respectively. 

Provided a linear relation exists between a given paddle displacement signal and 
its corresponding surface elevation signal, the paddle displacement correction 
signal, Xcorr{t), which cancels out the reflected component without disturbing 
the incident component, is given by 

Xcorr(t) = B • aRcos(2irft + (pR + 4>B + TT) (3) 

where 
B     : piston stroke/wave height relation 
4>B    : phaseshift between paddle displacement and surface 

elevation on the face of the paddle 

In the following it is shown that it is possible to amplify and phase shift the 
surface elevation signals from the two wave gauges in such a way that their sum 
is identical to the paddle correction signal corresponding to absorption of the 
reflected component as given by eq. (3). 

At the two wave gauge's (fig. 2) we have: 

r/(xi,t)   —   aiCOs(2irft — kxi + (fir) + aRCos(2irft +kxi + 4>R) (4) 

rj{x2,t)   =   aicos(2Ttft — kx2 + 4>i) + aRcos(2irft +kx2 + 4>R) 

=   aiCos(27rft — kxi — kAx + <j>i) + 

aRcos(2'K ft + kx\ + kAx + cpR) (5) 

where x2 = X\ + Ax has been substituted into eq. (5). 

An amplification of C and a theoretical phase shift (ptheo are introduced into the 
expressions for r)(x, t). The modified signal is denoted 7]*. For the i'th wave gauge 
signal the modified signal is defined as: 

rf{xut)   =   CaIcos(2Trft-kxi + <j)I + <l)lheo) + 

CaRcos{2Trft + kXi + <j>R + <f>?e°) (6) 
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This gives at wave gauges 1 and 2: 

-n*(xut)   =   CaIcos{2ir}t-kxl+fa + (j)feo) + 

CaRcos{2irft + kxx + fa + fahe°) (7) 

r/*(x2, t)   =   Ca,cos{2ixft - kxx - kAx + fa + 4>feo) + 

CaRcos(2irft + kx1 + kAx + 4>R + fa2
he0) (8) 

The sum of i]*(xi,t) and r)*(x2,t), which is denoted ?7cate(t), is: 

v^(t)   =   7j*(a:i,t) + »7*(z2,t) 

,kAx + cj>fe° - <j>2
he0. 

=   2Carcos( ^- ——) 

,n   cx     ,         ±       -kAx + faheo + fa2
he\ 

cos(2irft - kxx + fa + -^ ^—) + 

2CaRcos( 
-kAx + <j)feo - y2 

2 
A; Ax + 0feo + (ktheo 

cos(27r/i + fcan + </>R+ ^ ^—) (9) 

It is seen that rjcalc{t) and Xcorr(t) = BaRcos{2-Kft + 4>R + fas + w) are identical 
signals in case: 

=   B (10) 

=   (pB + TT + n-2'K, ne (0,±1,±2,..)     (11) 

2 =   ^+m-7r, me(0,±l,±2,..) (12) 

Solving eqs. (10)-(12) with respect to (j>f-eo, fa2
eo and C with n = m = 0 gives 

</>feo   =   ^.B - JfcAx - ifcai! + 3?r/2 (13) 

2Cco 
.fcAx - - faheo + fa2

heo ^ 
s( 2 ) 

fcci 
kAx + 4>fec ' + <j>feo 

2 

kAx + 4>fec ' - fa2
heo 

itheo =   faj-kXi+ir/2 (14) 

C        =    r~r4 ^ (15) 2cos(-kAx + ir/2) v    ' 

Eqs. (13)-(15) specify the frequency responses, i.e. the amplification factors and 
phase shifts, of FIR filters 1 and 2 in fig. 1. 
Even though the theoretical frequency response of the filters easily can be calcu- 
lated from the eqs. (13)-(15) one should notice that an actual realization of such 
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a theoretical frequence response in FIR filters might be rather difficult to obtain. 
The aim of this paper is not to describe design of Fir filters, but notice that the 
actual frequency response of the filters (read: performance of the absorbing sys- 
tem) are strongly dependent upon: Type of wave-maker, water depth, location 
of wave gauges, number of filter coefficients, sample frequency in filter etc. 

PHYSICAL MODEL TEST 

In order to determine the performance of the active absorption method described 
above, the method was implemented in the control system of a piston-type wave 
maker placed in a small laboratory wave channel at Aalborg Hydraulic Labora- 
tory, Aalborg University and the method was implemented in the control system 
of the wedge type wave maker placed in the CIEM at LIM/UPC, Catalonia Uni- 
versity of Technology. 
The geometry of the Aalborg Hydraulics Laboratory wave channel and the wave 
gauge positions are given in fig. 3. 
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Figure 3: Wave channel and wave gauge positions. 

The active absorption system was based on surface elevation measurements ob- 
tained in wave gauges positioned at distances of x\ = 1.80 m and x2 = 2.10 m 
from the wave paddle. The phase <j>B and gain B (see eq. (3)) were determined 
using the linear transfer functions derived by Biesel (1951). 
When active absorption was applied, the surface elevation time series were recorded 
and digitized by means of a PC equipped with an A/D-D/A-card, digital filtering 
and superposition were performed, and the resulting paddle displacement correc- 
tion signal was added to the input signal read from the signal generator. 
At the far end of the channel, a spending beach was situated. In order to be able 
to perform tests with different degrees of reflection from the channel termination, 
provision was made for mounting a vertical reflecting wall in front of the spending 
beach. 
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The channel is equipped with three pairs of wave gauges mounted on a beam at 
distances of 3.0 m, 3.1m and 3.3 m from the wave paddle. These gauges are used 
for reflection measurements. 
A water depth of d = 0.5 m was maintained throughout the test series. 

In order to evaluate the efficiency of the absorbing wave maker when applied to 
irregular wave tests involving test structures with different degrees of reflection, 
tests covering all four permutations of the alternatives 

• Either with or without active absorption applied 

• Either with the spending beach or the reflecting wall at the far end of the 
channel 

were performed. 
All tests were performed with exactly the same input from the signal generator: 
a wave paddle displacement signal corresponding to a JONSWAP-spectrum with 
significant wave height Hs — 0.04 m, peak frequency fp = 0.6 Hz and peak en- 
hancement factor 7 = 3.3 sampled at a frequency of fB = 40 Hz and generated 
by means of digital filtering of Gaussian white noise in the time domain. In each 
test the incident and reflected spectra were resolved as described by Mansard and 
Funke (1980). The incident spectra are given in fig. 4. 
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Incident  spectrum: 
JONSWAP   (Hs=0.04m,   fp=0.6Hz) 
Spectral   resolution: 
df=0.039Hz,   50   estimates 

0-0-0OO Wall,   no  absorption   (H8=0.076m) 
 Wall,   absorption   (Ha=0.043m) 
 ''"-": Beach,   no   absorption   (Hs=0.042m) 
   Beach,   absorption   (Hs = 0.042m) 

0.7      0.8      0.9      1.0 
Frequency   (Hz) 

1.1 

Figure 4: Incident wave spectra. 
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The tests showed that the spending beach reflected only 5-10% of the incoming 
wave energy in the frequency range of the input spectrum. Consequently, the 
"beach, no absorption" incident spectrum in fig. 4 may be regarded as the target 
spectrum: the disturbances introduced by rereflection are negligible. 
The "beach, absorption" incident spectrum is almost identical to the target spec- 
trum. This implies, that applying the active absorption system to tests involving 
test structures with little reflection will not introduce disturbances in the incident 
spectrum. 
The efficiency of the active absorption system is demonstrated by the test re- 
sults obtained with the reflecting wall installed at the far end of the channel. 
When active absorption is applied, the incident spectrum is in excellent agree- 
ment with the target spectrum, whereas the incident spectrum obtained without 
active absorption is significantly distorted by rereflection (see fig. 4.). 

In order to visualize the effect of active absorption in the time domain, the fol- 
lowing test was performed: the reflecting wall was installed in the far end of the 
channel, and irregular waves were generated. After 60 seconds, wave generation 
was terminated, and active absorption was applied. A surface elevation time se- 
ries recorded at x = 3.0 m is given in fig. 5 a. 
For comparison, a time series recorded in a similar test in which active absorption 
was not applied is given in fig. 5 b. 
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Figure 5: Time series obtained with (a) and without absorption (b). 
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Furthermore, the stability of the system was tested. 
Again, the reflecting wall was mounted at the far end of the channel. The active 
absorption system was applied, and a paddle displacement time series of length 
T = 51.2 s was generated, and sent repeatedly to the wave maker. 
Two surface elevation time series of length T were recorded starting from t = T 
and t = 25 T, respectively, and the incident and reflected spectra were resolved. 
The resulting incident spectra are given in fig. 6. 

0.0005 

Spectral   resolution: 
df=0.0195Hz,   1   estimate 

Wall,   absorption   (t=T  to   t=2T) 
Wall,   absorption   (t=25T  to   t=26T) 

Frequency   (Hz) 

Figure 6: Incident wave spectra. 

Fig. 6 indicates that the system is stable. Apparently, 25 repetitions of the input 
signal (approx. 20 minutes of wave generation) have not caused significant dis- 
turbance in the incident spectrum despite reflection from the wall at the channel 
termination. 



ABSORBING WAVE-MAKER 177 

The geometry of the wave channel in the CIEM at LIM/UPC and the wave gauge 
positions are given in fig. 7. 

Figure 7: Wave channel and wave gauge positions. 

In this test, the reflection compensation system was based on surface elevation 
measurements obtained in wave gauges positioned at distances of xi = 7.20m and 
x2 = 8.40m from the wave paddle. The phase 4>B and gain B were determined 
using the linear transfer functions derived by Biesel (1951). An additional phase 
shift was introduced in order to compensate for a measured time delay of 0.1s 
between demand and feedback signals in the wave maker control system. 
When reflection compensation was applied, the surface elevation time series were 
recorded and digitised by means of a PC equipped with an A/D-D/A-card, digital 
filtering and superposition was performed, and the resulting paddle displacement 
correction signal was added to the input signal read from the signal generator. 
At the far end of the channel, a spending beach was situated. In order to be able 
to perform tests with different degrees of reflection from the channel termination, 
a vertical reflecting wall could be placed in front of the spending beach. 
The channel was equipped three wave gauges mounted at distances of 25.6m, 
26.0m and 26.8m from the wave paddle. These gauges were used for reflection 
measurements. 
A water depth of d = 2.0m was maintained throughout the test series. 
All tests were performed with exactly the same input from the signal generator: 
a wave paddle displacement signal corresponding to a JONSWAP-spectrum with 
significant wave height Hs = 0.25m, peak period of Tp — 3s and peak enhance- 
ment factor 7 = 3.3 sampled at a frequency of fs = 20Hz and generated by 
means of digital filtering of Gaussian white noise in the time domain. 
In each test, the incident and reflected spectra were resolved as described by 
Mansard and Funke (1980). 
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The spending beach had a reflection coefficient of only 6-8 % in the frequency 
range of the input spectrum. Consequently, the incident spectrum measured with 
the spending beach at the far end of the channel and no reflection compensation 
applied may be regarded as the target spectrum: the disturbances introduced by 
rereflection are negligible. 

0.0600 

0.0500 

E 0.0400 

£ 0.0300 
0) 

<jj 0.0200 

o 0.0100 > 

0.0000 

Incident  spectrum: 
JONSWAP   (H„=0.25m,   fp=0.33Hz) 
Spectral   resolution: 
df=0.020,  50  estimates 

each,   no   absorption 
Wall,   no   absorption 
Wall,   absorption 

0.2 0.3 0.4 
Frequency   (Hz) 

-r-r-T- 
0.5 0.6 

Figure 8: Incident wave spectra. 

In fig. 8 the efficiency of the active absorption system is demonstrated. The 
figure shows that the tests in the large flume are very comparable to the tests in 
the small flume. 

The performance of the reflection compensation system developed at Aalborg 
University (AU) appears to be excellent. When the system is applied to the 
test with a spending beach at the channel termination, the measured incident 
spectrum is almost identical to the target spectrum (fig. 4 and fig. 8). This 
implies, that applying this reflection compensation system to tests involving test 
structures with little reflection will not introduce disturbances in the incident 
spectrum. 
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LONG WAVES 

Laboratory tests with irregular waves often give problems with absorption of long 
waves. Absorption of long waves requires an enormous stroke of the paddle. This 
means, that the designer of the filters always have to limit the low frequent per- 
formance of the system in order to have enough stroke in the wave maker system. 
Fig. 9 shows the performance of the system used in the tests at Aalborg Hy- 
draulics Laboratory. Even though the figure indicates a rather poor performance 
of the system for long waves, it should be noted that as long as the system absorps 
a part of the re-reflected waves it will prevent the growth of long waves. 

Figure 9: Performance of system. 

CONCLUSION 

A method for active absorption of reflected waves in wave channels by means of 
an absorbing wave maker has been presented. (Notice, that the system also can 
be very usefull in numerical models). 
The motion of the wave maker, which is needed for absorption, is determined 
by means of digital filtering and subsequent superposition of surface elevations 
measured in two fixed positions in front of the wave maker. 
The method has been implemented in the control system of a piston-type wave 
maker installed in a wave channel, and irregular wave tests involving test struc- 
tures with different degrees of reflection have been carried out in order to deter- 
mine the performance of the absorbing wave maker. 
The tests performed imply that excellent absorption characteristics have been 
achieved. The absorbing wave maker is capable of reducing the problem of rere- 
flection considerably even at very high levels of reflection. Furthermore, the active 
absorption system appears to be stable. 
Converting a conventional wave maker to an absorbing wave maker based on the 
method presented above is relatively inexpensive considering the improvements 
achieved:   the only requirements are two conventional wave gauges and a PC 



180 COASTAL ENGINEERING 1994 

equipped with an A/D-D/A-card. These facilities will normally already be avail- 
able in most laboratory environments (if a PC equipped with an A/D-D/A-card 
is used as signal generator for the wave maker, the wave gauges can be connected 
to this computer, allowing the computer to perform signal generation and correc- 
tion signal calculation simultaneously). 
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CHAPTER 14 

Wave Climate Study in Wadden Sea Areas 

Ralf Kaiser1, Gunther Brandt1, Joachim Gartner2, Detlef Glaser1, 
Joachim Griine3, Frerk Jensen4, Hanz D. Niemeyer1 

Abstract 

Significant features on Wadden Sea wave climate are evaluated in respect of 
the state of the art. Main emphasis was laid on an analysis of the governing 
boundary conditions of local wave climate in island sheltered Wadden Sea 
areas with extensions being sufficient for local wind wave growth. Explanatory 
for significant wave heights a reliable parametrization of local wave climate has 
been evaluated by using generally available data of water level and wind 
measurements. 

Introduction 

In the German Bight 
comprehensive wave climate 
investigations in six distinct 
Wadden Sea areas have been 
carried out in recent years 
(fig. 1). Each of them repre- 
sents a significant type of 
Wadden Sea coastal areas: 
Mesotidal barrier island coasts 
where the protective islands 
are seaborne or remnants of 
former mainland and macro- 
tidal   estuarine   coasts   [NIE- 

Uithuizer Wad 

Hamburg 

Fig. 1: Investigation areas on Wadden Sea 
Wave climate in the German Bight 

1 Coastal Research Station of the Lower Saxonian Central State Board for Ecology, 
Norderney/East Frisia, Germany 

2Regional Board for Water Management (ALW), Heide, Germany 

3Joint Research Facility Large Wave Channel, Hannover, Germany 

4Regional Board for Water Management (ALW), Husum, Germany 
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MEYER 1990]. The measuring locations within each of these typical areas 
have been chosen in such a way, that each location itself represents the 
conditions of a significant part of the total area in respect of the typical 
morphological boundary conditions. Main aim of these investigations was to 
establish a parametrization for local wave climate in dependence of the distinct 
types of morphological boundary conditions of each area as a basis for a more 
general approach. 

Wave climate in Wadden Seas is characterized by strong hydro- 
dynamical-morphological interactions due to restriction of water depths and an 
often very complex three-dimensional underwater topography. Waves 
propagating from the offshore shelf via ebb deltas towards the flats break 
partly or completely experience significant energy dissipation. The generation 
of strong waves by local windfields on the intertidal flats depends remarkably 
on tidal elevation and on the wind-induced surge set-up. Therefore this effect 
is restricted to those limited time intervals for which these necessary boundary 
conditions occur. On the one hand a reliable forecasting of wave parameters 
is mostly not achievable by using generally known forecasting procedures, 
which have been evaluated in areas for less differentiated boundary condi- 
tions. On the other hand as useful field data are still very poor the need for 
such data is tremendous. 

Wave climate in island sheltered Wadden Sea areas is characterized by 
three  different types  of origin 
[NIEMEYER1984, 1991]: 

1. Local wind waves, 

2. offshore swell entering via 
the tidal inlets, 

3. offshore generated wave 
systems being generated by 
onshore directed strong 
winds and storms and 
propagating via the tidal 
inlets. 

Due to previous investiga- 
tions it was established know- 
ledge that the latter type is the 
most important one as well for 
design of coastal structures as 
for impacts on tidal flat and salt 
marsh morphology [NIEMEYER 
1983]: The dynamical equilibrium 
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Fig. 2: Wave height/water depth relation 
for island sheltered tidal flat areas and salt 
marshes at the East Frisian coast 
[NIEMEYER 1991] 
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Norddeich 

between morphologically 
stable tidal flats above mean 
sea-level and waves of type 
3 is characterized by a 
strong linear relationship of 
local wave heights and water 
depths which is also valid for 
adjacent supratidal salt 
marshes (Fig. 3). The rela- 
tionship is strictly fitting for 
onshore directed strong 
winds and storm but is only 
valid for areas above MSL. 

A combination of refrac- 
tion diagram and a map of 
surface sediments has been 
used by NIEMEYER [1987b] 
in order to demonstrate the 
interaction of waves and 
morphology and the resulting 
surface sediment distribution 
for the tidal basin of the tidal 
inlet Norderneyer Seegat 
(Fig. 3). The landward 

succession of sandy, mixed and muddy flats follows the wave propagation 
from the inlet to the main land. The sector of wave propagation with only 
modest refraction coincides with the smallest band of mixed and muddy flats 
in front of the mainland. Due to the dominant changes the wave climate 
experiences on the tidal inlet bar [NIEMEYER 1987a], wave propagation 
landward of the inlet is mainly independent from offshore wind direction and 
setup above mean high water level [NIEMEYER 1986]. There are also small 
muddy and sandy flats landwards in wave direction of the mussel beds. 

Although the data of Wadden Sea waves for the areas above MSL fits 
generally to the linear relationship Hs/h one has to be aware that different 
boundary conditions generate distinct spectral energy distributions which is 
evident by examples of wave spectra (fig. 4) taken from NIEMEYER et al. 
[1992]. For spectrum No. 107 the still water level is about 1m above MHW and 
there are wind velocities of 11 m/s from NNW. Energy is distributed over the 
range from 15-3 seconds, with even higher energy for lower frequencies. For 
the same water level occurring in coincidence with higher wind velocities from 
more westerly directions spectrum no. 43 shows a more pronounced peak 
energy concentration, but its total energy is only about 20% higher than that 

Fig. 3: Combination of refraction diagram and 
map of surface sediments for the Norderneyer 
Seegat [NIEMEYER 1987b]; map of surface 
sediments by RAGUTZKI [1982] 



184 COASTAL ENGINEERING 1994 

1250 

. 1000 

750 

500 

250 

0 

1250 

, 1000 

750 

i 

500 

250 

0 

Norddeich, Spec.No .107 

A AM /"W ̂  J" V L 

^ > . 

1250 

, 1000 

750 

500 

250 

Norddeich, Spec.No. 43 

A 
\ 

A 
A h> 

1   \ 

J" J \^\ ^^, 
0,1 0,2 0,3 0,4 i 

Frequency [Hz] 

Norddeich, Spec.No. 49 

! 0,3 0,. 
Frequency [Hz] 

J / 
/ 

Y 
•\ 

K "V \ 

) 

Legend Water 

level 

Wind 

No. velocity direction 

107 + 2,54 [m] 11,1 m/s 335,7 • 

43 + 2,49 [m] 14,7 m/s 293,3 • 

49 + 3,58 [m] 18,7 m/s 276,7 ° 

Frequency [Hz] 

Fig. 4: Wave spectra for station Norddeich (see fig. 3) for different boundary 
conditions [NIEMEYER et al. 1992] 

one of no. 107. Waterdepth and fetch for the spectrum No. 107 were more 
convenient in respect of generating higher waves. The high peak in spectrum 
No. 43 is due to waves entering from the North-Sea experiencing an energy 
shift to higher frequencies. An increase in water level of about 1 m and higher 
wind velocities from west produced perform the boundary conditions for 
spectrum No. 49 with a significant low frequent high peak. For water levels 
with this height even longer waves with periods of about 15 s can penetrate 
into the Wadden Sea. 

Regional characteristics of Wadden Sea wave climate 

An detailed study on wave climate in distinct German Wadden Sea areas 
[NIEMEYER et al. 1992] reflects their remarkable morphodynamical features 
in the different regions causing specific characteristic interactions everywhere. 
Regional wave climate in a particular Wadden Sea area is therefore often very 
remarkably distinct from that one occurring in another one. Explanatory a 
comparison of the wave climate in the Hever tidal basin (fig. 1 + 5) and the 
East Frisian Wadden Sea coast is carried out in order to make differences 
evident as explained before. The East Frisian Wadden Sea is protected by sea 
built barrier islands and with relative small tidal basins. The Hever tidal basin 
has comparatively larger extensions (e. g. width up to 25 km), a wider 
spreaded tidal inlet and a lower ebb delta with shoals laying 3m below MSL. 
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Fig. 5: Hever tidal basin with measuring locations Strucklahnungshdm and 
Holmer Siel 
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The islands in this system are 
remnants of the former mainland. 
According to the hydrodynamical 
classification of tidal inlets 
[HAYES 1979] both areas are 
mesotidal and characterized by 
mixed energy, tide dominated 
[NIEMEYER 1990, NIEMEYER et 
al. 1992]. 

In the figures 6 to 8 signifi- 
cant wave heights versus wind- 
induced set-up is plotted for the 

stations Norddeich (fig. 3) at the mainland coast of the tidal basin of the 
Norderneyer Seegat and the stations Strucklahnungshom in the tidal basin of 
the Hever (fig. 5). At the station Norddeich data represent strictly fitting linear 
relationship for the whole range of positive Ah-values with relative small 
scattering. The data of the station Strucklahnungshom (fig. 7) reflect a more 
differentiated correlation of both parameters: There is no pronounced relation- 
ship between significant wave height and smaller values of Ah. With increasing 
Ah two distinct values of both parameters can be distinguished which identify 

Fig. 6: Norddeich [Hs=0.177+0.378*Ah] 
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Fig. 7: Significant wave height as function 
of wind-set-up; Strucklahnungshorn 

the transition to a relationship 
for an upper and a lower value. 
Higher waves increase already 
for a lower Ah. Smaller waves 
need a larger critical value of 
Ah in order to fulfill the same 
linear relationship. The scatter- 
ing of the data is significantly 
higher than for that one of the 
station Norddeich, which is also 
valid if only higher wind 
velocities are taken into con- 
sideration. 
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The station Holmer Siel 
(fig. 8) is situated landward of 
Strucklahnungshorn. Regarding 
the correlation of the same pa- 
rameters three distinct values of 
Ah mark significant changes. 
Similar to the data from 
Strucklahnungshorn the signifi- 
cant wave heights cover a cer- 
tain range of values for set-ups 
in the same order of magnitude. 
For a wind-set-up of about 
0.5 m a rapid increase of the 
upper value of significant wave 
height variation is obvious but it 
remains constant for increasing 
Ah until the value of 1.5 m. 
Beyond that figure as well the 
upper limit as the lower limit of 
significant wave height variation 
increase with the set-up where- 
as the lower one starts already 
to increase from a set-up of 
about 1.0 m. 

Fig. 9: Strucklahnungshorn [Model: 
Hs = -0.633 + 0.347 h] It is of great importance to 

find a reliable parametrization of 
local wave climate in order to 

make the results of field data analysis for a broader range of applications 
suitable and easily adaptable for coastal managers. Therefore relations are 
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Fig. 11: Strucklahnungshorn [Model: 
Hs=1.757 +1.231 (U2/g)0'166] 

required which on the one hand 
vary only to a small extent and 
can on the other derived from a 
small number of parametrizated 
boundary conditions. Com- 
paring the correlation of the 
significant wave-height and 
local water depth for the station 
Strucklahnungshorn (Fig. 9) 
with the same one island 
sheltered tidal flat areas and 
salt marshes at the East Frisian 
coast, it becomes evident that 
the first one in respect of its 
statistical quality must be 
regarded as insufficient for a 
reliable parametrization of local 
wave climate in the basin of the 
Hever inlet. Correlating signifi- 
cant wave heights with local 
water-depths and plotting ob- 
served against predicted values 
(Fig. 10), there are deviations of 
more than ± 35%. The strength 
of the relationship given by the 
coefficient of determination is 
r2 = 0.74. Doing the same for 

I 0.75 

significant wave heights and 
local wind velocities (Fig. 11) for 
the station Strucklahnungshorn 
the relationship is in agreement 
with the physical process 
nonlinear. The results of the 
nonlinear regression model 
scatter as well as that one for 
the linear wave height / water- 
depth regression (fig. 9) in 
relation to measured data. 
Evaluating the fit of the model 
by the correlation of predicted 
versus observed values there 

are also large deviations and the coefficient of determination has a similar 
value: r2 = 0.72 (Fig. 12). 
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Fig. 12: Strucklahnungshorn [Model: 
Hs = -1.76 + 1.23 (U2/g)0-166]; r = 0.84994 
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The boundary conditions 
waterdepth and local windfields 
effect the local wave climate 
interactively by superimposing 
each other. These combined 
effects are described by the 
following equation: Hs = f (h, U). 
According to the physical 
background the model for the 
estimation of the relationship 
has a linear term for waterdepth 
and a nonlinear one for the 
wind velocity (fig. 13). The 
scatterplot of values predicted 
by this model versus observed 
wave heights show much 
smaller deviations of about 25% 
in comparison with those ones 
which estimate significant wave 
heights by considering only one 
boundary condition. The coeffi- 
cient of determination is r2 = 
0.903 which can directly be 
compared with those ones 
gained previously, because 
they are calculated for the 
same data set. But for a reliable 
parametrization of local wave 

climate this result is still insufficient. In order to improve the empirical 
relationship by a more differentiated consideration of boundary conditions we 
have to break down the data of water levels and wind into different groups. 
The creation of four data subsets for different ranges of water depths allow a 
deeper insight into the processes governing local Wadden Sea wave climate 
(fig. 14): The significant wave heights are plotted versus the local wind 
velocities for four distinct water level subsets. Incorporated are additionally the 
nonlinear regression models for the different groups, but the scattering is 
significantly large. Due to the limiting condition of the water depth even higher 
wind velocities result in lower wave heights for lower water depth. The 
limitation of local wave heights due to water depth are stronger than could be 
expected in respect of the shallow water breaking criteria. This effect has 
already been detected for East and West Frisian Wadden Sea areas 
[NIEMEYER 1983] and is obviously a typical feature of wave climate in island 
sheltered Wadden Sea areas. 
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Fig. 14: Stmcklahnungshorn, Models: 
Hs = f(U2/g) differentiated for four ranges 
of water depth 
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numbers of observations for wind 
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Fig. 16: Wind Strucklahnungshorn; 
distribution of velocities in respect of 
directions 

For coastal areas and particularly regions like the Wadden Sea with their 
complex morphology the orientation to the open sea and the wind direction are 
of great importance because they determine both wave growth and energy 
dissipation. Therefore a differentiation in respect of wind directions seems to 
be an appropriated approach. The distribution of both the numbers of 
observations and the wind velocities in respect of the relevant sectors for the 
Hever inlet are documented in the figures 15 and 16. Due to measurement 
procedures the distribution of wind observations in these graphs is dependent 
of wave measurements, because these measurements were triggered by 
distinct wave height or water depth exceedence levels and reflect therefore 
situations with higher water levels and higher waves. Highest waves could be 
expected in the Hever tidal basin for wind from the sector South-West to North- 
west. Grouping the data sets for the wind directions from 240° to 290° for 
sectors of 10° is used to produced differentiated data sets for the nonlinear 
model Hs = f (h, U). The fit of the nonlinear model Hs = f(h,U) after grouping for 
different wind directions has generally improved (fig. 17-22). Particularly for the 
sectors 240°, 250° and 270° the relationship has a very high significance. 
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Fig. 17: Strucklahnungshorn [Model:   Fig. 18: Strucklahnungshorn[Model: 
Hs= -1.32+0.27 h+0.27 (U2/g)°-34]        Hs= -1.84+0.27 h+0.93 (U2/g) °13] 
r = 0.98453 r = 0.96238 
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Hs=1.25+0.22 h+(-2.58) (IF/q) -°16]      Hs= -0.24+0.16 h+0.003 (U*/g) 109] 
r = 0.92363 r = 0.95980 
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Fig. 21: Strucklahnungshorn [Model:   Fig. 22: Strucklahnungshorn[Model: 
Hs= -0.63+0.23 h+0.06 (U2/g) °-50]       Hs= -0.76+0.24 h+0.11 (U2/g) 04°] 
r = 0.93208 r = 0.93705 

Conclusions: 

In island sheltered Wadden Sea areas with large onshore-offshore 
extensions local wind effects on wave climate cannot be neglected. 
The simple wave height / waterdepth relation is therefore no longer 
sufficient for a parametrization of Wadden Sea wave climate. 

The maximum wave heights in Wadden Sea areas are limited by 
water depths by a critical value below the shallow water breaking 
limit. They are independent from wind velocities beyond a certain 
level but depend on wind direction in respect of both wave growth 
and energy dissipation. 
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CHAPTER 15 

FALSE WAVES IN WAVE RECORDS 
AND NUMERICAL SIMULATIONS 

Marcos H. Gimenez1, Carlos R. Sanchez-Carratala2 and Josep R. Medina3 

ABSTRACT 

It is common practice to consider the random waves as a succession of 
discrete waves characterized by individual amplitudes and periods. The 
zero-up-crossing criterion isolates some discrete waves that are not physical waves. 
The orbital criterion avoids these "false waves". As a result, the orbital criterion 
proves to be more consistent and robust, and to have a less variability. The selection 
of the discretization criterion results in some significant differences in the wave 
statistics, which are analyzed. As an example, while the mean period for the 
zero-up-crossing criterion is T^, the mean period for the orbital criterion is T01. 

INTRODUCTION 

Regular waves can be characterized by amplitude and period, and random 
waves may be described by the energy spectrum. However, it is common practice 
to consider the random waves as a succession of "discrete waves" characterized by 
individual amplitude and period. 

1 Ass. Prof., Dept. of Applied Physics, EUITI, Universidad Politecnica de Valencia, 
Camino de Vera s/n, 46022, Valencia, SPAIN. 

2Ass. Prof., Dept. of Applied Physics, ETSICCP, Universidad Politecnica de 
Valencia, Camino de Vera s/n, 46022, Valencia, SPAIN. 

3 Professor, Director of the Lab. of Ports and Coasts, Dept. of Transportation, 
ETSICCP, Universidad Politecnica de Valencia, Camino de Vera s/n, 46022, 
Valencia, SPAIN. 
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Unfortunately, a variety of reasonable criteria for discretizing waves have 
been proposed by different authors. In fact, any method used to define a discrete 
wave in regular waves could be extended to the case of random waves. 

A number of papers are related to wave statistics and may be affected by the 
wave discretization procedure. Moreover, a variety of subjective criteria are used 
for neglecting small waves in the analysis. 

Gimenez et al. (1994) have proposed an orbital criterion for discretizing 
waves. Using numerical simulations, the authors have proved that this method is 
more consistent and robust than the zero-up-crossing criterion. These results are in 
good agreement with the observations given by Pires-Silva and Medina (1994) 
analyzing wave records off the coast of Portugal. 

This paper describes first the most common wave discretization methods, and 
summarizes the concepts and properties of "orbital wave" and "false wave". The 
advantages of the orbital criterion are presented, including consistency, robustness 
and a less variability. Finally, the influence of the wave discretization criteria on the 
wave statistics is analyzed using numerical simulations. 

WAVE DISCRETIZATION CRITERIA 

The more commonly used wave discretization criteria are the following: 

* The ZUC criterion 

In the zero-up-crossing criterion, a discrete wave is limited by two 
consecutive up-crossings of the mean level. Following Rice (1954), Longuet-Higgins 
(1958) showed that for linear random waves the mean period using the ZUC 
criterion is T02, where T^ is given by: 

j-i 

V (1) 

Nmi 

where mn is the nth moment of the energy spectrum S(f), 

m^f "f»S(f)df (2) 

* The ZDC criterion 

In the zero-down-crossing criterion, a discrete wave is limited by two 
consecutive down-crossings of the mean level. For linear random waves, the ZUC 
and the ZDC criteria are statistically equivalent. Therefore, the mean period using 
the ZDC criterion is also T^. 
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* The crest-to-crest criterion 

In the crest-to-crest criterion, a discrete wave is limited by two consecutive 
maxima of the surface displacement function. From Rice (1954), it can be proved 
that the mean period using the crest-to-crest criterion is TM. 

THE ORBITAL CRITERION 

For linear waves, the free surface elevation in a fixed point, rj(t), can be 
modeled by: 

M 
Tl(t)=X)c1cos(2iifit+(p1) (3) 

1=1 

where the frequencies £ are iAf, the phases cp, are random variables distributed 
uniformly over the interval [0,2TT[, and the amplitudes c, are such that over any 
frequency interval [f^fi+Aff is: 

.f,+Af 

S(f)df (4) H' 2 

The Hilbert transform of f?(t) is: 

M 

ri(t)=^c1sin(2itfit+(pi) (5) 
i=i 

The functions q(t) and fj(t) can be taken as the real and the imaginary part, 
respectively, of the analytical function AF(t): 

M 

•I 
i=l 

AF(t)=£ ciexp[j-(27Cfit+(Pi)] =T|(t)+tf(t) (6) 

where }=yf-l is the imaginary unit. AF(t) can be expressed in the form: 

AF(t)=A(t)exp[j6(t)] 

A(t)=Mt)^2(t) 
6(t)=arctan-3^ 

t|(t) 

(7) 

where A(t) is the wave envelope and 0(t) is the phase angle. As noted by Medina 
and Hudspeth (1987), AF(t) represents the orbital movement of a point floating on 
the sea surface. 
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Figure 1.- ZUC criterion vs. orbital criterion: (a) example of time series; (b) orbital 
analysis of a); (c) example of time series; (d) orbital analysis of c). 

According to Gimenez et al. (1994), the orbital criterion defines a discrete 
wave as corresponding to a 2w advance of the phase angle in the complex plane. 
Figures 1(a) and 1(c) show two pieces of numerical simulation from a JONSWAP 
spectrum. Figures 1(b) and 1(d) represent the corresponding analytical functions 
AF(t). The ZUC and the orbital waves are denoted by IL. and H, respectively. In 
both pieces two ZUC waves (AB and BC), but only one orbital wave (AC), are 
present. The first small wave in Figure 1(a) is not considered by the orbital 
criterion. Furthermore, the two ZUC waves in Figure 1(c) are only one, and higher, 
wave in the orbital criterion. 

Gimenez et al. (1994) define false wave as any discrete wave that does not 
correspond to a 2n advance in the complex plane. Examples of these false waves 
are shown in Figures 1(b) and 1(d). In the same reference, the authors prove (both, 
mathematically and numerically) that the mean period using the orbital criterion is 
T01. Furthermore, the discrepancy between T01 and T02, is completely due to the 
presence of false waves. 

ADVANTAGES OF THE ORBITAL CRITERION 

Because of its dependence of m4, the crest-to-crest criterion is very sensitive 
to the cut-off frequency. On the other hand, the ZUC and the ZDC are statistically 
equivalent for linear random waves. Therefore, the ZUC criterion has been used as 
reference for analyzing the advantages of the orbital criterion. Gimenez et al. (1994) 
have carried out that comparison, and have come to the next conclusions: 
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Figure 2.- ZUC criterion vs. orbital criterion: (a) time series of two close points; 
(b) orbital analysis of the first point; (c) orbital analysis of the second point. 

* Consistency 

Figure 2(a) shows a numerical simulation of two time series corresponding 
to two points in the sea surface separated by 10% of the mean wavelength L. There 
is a perturbation that is a ZUC wave in x=0, but not in x=L/10. This physical 
inconsistency can be solved using the orbital criterion. Figures 2(b) and 2(c) show 
that the perturbation is a false wave. 

Another problem of the ZUC criterion is the wide variety of subjective 
thresholds for neglecting small invalid waves (see Rye, 1974; van Vledder, 1983; 
Thompson and Seeling, 1984; Mansard and Funke, 1984; Mase and Iwagaki, 1986). 
For the orbital criterion, any wave that does not correspond to a 27r advance of the 
phase angle is not an actual wave. No additional thresholds are required. 

* Robustness 

Figure 3(a) shows a piece of simulation, and the same record when a 5% of 
white noise is added. Additional ZUC waves appear due to the presence of noise. 
However, Figure 3(b) shows that these waves are not orbital waves. In fact, most 
of the additional ZUC waves due to noise are false waves. Therefore, the ZUC 
criterion is more sensitive to noise than the orbital criterion. 

Gimenez et al. (1994) have analyzed the sensitivity to noise using numerical 
simulations. The mean period of orbital waves is underestimated about 2% when a 
2% of white noise is added. On the contrary, the resulting error in the mean period 
of ZUC waves is about 10%. The underestimations with a 5% of white noise are 
about 5% for orbital waves, and 20-25% for ZUC waves. 
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Figure 3.- Influence of white noise: (a) time series; (b) orbital analysis. 

* Less variability 

As proved in Appendix A, the variabilities of the mean periods T0, and T^ 
are: 

CV2[T0J: 
rs2(f)[T01f-ifdf 

"OTR 

cv2^; 
/;s2(f)[(To2ff-ifdf 

(8) 

(9) 
4mo2TR 

where CV[.] is the coefficient of variation and TR is the length of the record. The 
result depends on the spectral shape. Table 1 shows the variability for JONSWAP 
type spectra (see Goda, 1985) with a peak frequency of 0.1 Hz and different values 
of the peak enhancement parameter y. The mean period T0i proves to have a less 
variability than T02. 

Y CV[T01] CV[T02] 

1 0.677//rR 0.695/7TR 

2 0.686//TR 0.744//TR 

3.3 0.678/7TE 0.771//TR 

5 0.655//TR 0.776/7TR 

7 0.623/7TR 0.762//TR 

10 0.577//TR 0.728/yTR 

Table 1.- Variability of T„, and Tffi 
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DISTRIBUTIONS OF WAVE HEIGHTS AND PERIODS 

The mean period is not the only statistical parameter that is affected by the 
selected wave discretization criterion. The parameters related with discrete waves 
are altered in two ways. First of all, the presence of false waves varies significantly 
the number and characteristics of small waves. As a second effect, the total number 
of orbital waves in a record is less than the number of ZUC waves. Therefore, the 
relative number of higher waves is slightly greater in the orbital criterion than in the 
ZUC criterion. 

A comparison between the statistics for orbital and ZUC waves has been 
developed using numerical simulations. These simulations were obtained using a 
DSA-FFT algorithm (see Tuah and Hudspeth, 1982) and a JONSWAP type 
spectrum (see Goda, 1985) with N=8192 points and a time interval At=0.2 sec. 
1000 simulations were carried out for different values of the peak enhancement 
parameter (y = l,2,3.3,5,7,10). The number of simulated ZUC waves varies from 
about 180000 (for Y = 10) to 210000 (for y = l). The results for all the indicated 
values of y have been analyzed, and figures corresponding to the extremal values 
y = l and y = 10 are included in this paper. 

The methodology developed by Sobey (1992) was used for the statistical 
analysis of the simulations. Therefore, the wave periods were obtained by linear 
interpolation in the neighborhood of the zero-up-crossings. The wave heights were 
determined from quadratic interpolation at the crest and the trough. The wave 
heights were normalized by H„„, and the wave periods by T01. Finally, the waves 
were aggregated, according to their normalized height and period, into a joint 
histogram in 0.025x0.025 dimensionless bins. 

Figures 4(a) and 4(b) show the joint distributions of wave heights and 
periods, for Y = 1, corresponding to the orbital and the ZUC criteria respectively. 
Figures 5(a) and 5(b) show the same distributions for Y = 10. For both criteria, the 
distribution is bimodal. The external contour corresponds to points with a 
probability of 0.01. The other contours correspond to probabilities of 0.20, 0.40, 
0.60 and so on. The values in the thicker lines are 0.01, 1.00 and 2.00. 

A maximum is located near the point corresponding to H„„ and T0I. This 
maximum becomes higher for narrower spectra, and is slightly greater in the orbital 
criterion. On the other hand, the maximum corresponding to small waves has a less 
value for orbital waves. 

Figures 6(a) and 6(b) show the distributions of wave heights for Y = 1 and 
Y = 10 respectively. The probability of both the orbital and the ZUC waves is 
underestimated by the Rayleigh distribution near its mode, and overestimated in the 
ranges of small and high waves. As expected according to the narrow band 
assumption, the fitting is slightly better for narrower spectra. 
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Figure 7.- Distributions of wave periods: (a) "i = \\ (b) y = 10. 

A comparison between the distributions of orbital and ZUC wave heights 
leads to the next conclusions: in the orbital criterion, the probability is less in the 
range of small waves, greater around the mode, and nearly the same in the range 
of hight waves. This behaviour could be expected due to the presence of false waves 
in the ZUC criterion. 

Figures 6(a) and 6(b) also show the distribution of Tayfun (1981) 
corresponding to v =0.2. This distribution is based on the values of the envelope 
with a lag of T0,/2, and therefore is supposed to be more appropriate for orbital 
waves than for ZUC waves. 

Figures 7(a) and 7(b) show the distributions of wave periods for y = 1 and 
Y = 10 respectively. As noted above, the mean period is T01 for orbital waves and 
To, for ZUC waves. It can be concluded from these distributions that the orbital 
waves have higher periods than the ZUC waves, as expected. 
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Figure 9.- Variation of the mean wave height as a function of the wave period: 
(a)Y = l;(b)Y = 10. 

Figures 8(a) and 8(b) show the variation of the mean wave period for Y = 1 
and Y = 10> respectively, as a function of the wave height. The mean value of the 
orbital waves is greater for every wave height, especially in the range of small 
waves. Waves with H/H„„> 0.5-0.7 have a mean period over T01, with a certain 
tendency to this value for higher waves. 

Figures 9(a) and 9(b) show the variation of the mean wave height for Y = 1 
and Y = 10, respectively, as a function of the wave period. The greatest mean wave 
heights correspond to periods around T01. The orbital waves have a larger mean 
wave height than the ZUC waves in the range of high periods. 
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CONCLUSIONS 

The ZUC criterion commonly used to discretize wave records generates 
discrete waves that do not correspond to physical waves. The orbital criterion avoids 
these "false waves", and proves to be more consistent and robust, and to have a less 
variability. Finally, the wave statistics are altered by the selection of the wave 
discretization criteria. The differences are basically located in the range of small 
waves, but some slight variations are also found for larger waves. 
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APPENDIX A: VARIABILITY OF THE MEAN PERIODS 

Random waves, taken as a Gaussian ergodic stochastic process, are described 
by the energy spectrum S(f). When this spectrum is estimated from records of finite 
length TR, the resulting M components are independent random variables. If TR is 
large enough, then every component is distributed as a chi-squared law with two 
degrees of freedom. The mean and variance of this distribution are: 

EtS^S    1 

o2[Sm>R] = S^{ 

where Sm=S(mAf) with Af=l/TR, and S^R is the corresponding estimation. The ith 
moment of the estimated spectrum is: 

M 

^=Ef»VRAf (A-2) 
m=l 

From (A. 1) and (A.2), it can be proved that the mean of the random variable 
m,,R is: 

E[myJ=m1 (A.3) 

and the covariance between the moments miR and mjR is: 

C[mK^^^-;Y^S\m (A.4) 

The square of the coefficient of variation of miR is: 
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cv 
E Lmi^J      mi TR 

(A.5) 

The period Tij = (mi/mj)
k, where k=l/(j-i), cannot be determined when S(f) 

is unknown. On the other hand, TUiR=(mi]R/mj?R)k can be obtained from the estimated 
spectrum. However, TijR is a random variable, and presents a certain variability. 
The objective of this appendix is to obtain an expression for that variability. 

A Taylor expansion of TijR and an integration lead to: 

EIT^XVP<^^>H*<H» 

*T« 
1 + Mk-l)cv2 k^l)cv2 2 anym^] 

mi^mj,R 

(A.6) 

The same method leads to: 

E[T|R] ^Jj^pCm^mj^dm^dm. R- 

1 +k(2k- l)CV2[mi,R] +k(2k+ l)CV2[m.^] -4k 
2 CCm^fflj^] 

"WR•!* 

(A.7) 

Therefore: 

cy2\j^i 
E|T^]-E2[T^]   ^ 

CV2[myi] + CV2[m.)R]-2 (A.8) 

From (A.4) and (A.5), if TR is large enough, then CV[miR], CV[mjiR] and 
C[mi>R,nij,R] are much smaller than one, and, according to (A.6): 

E^Ty (A.9) 

Therefore, the random variable TijR can be used for estimating Tlj; and the 
expression (A.8) gives the variability of the estimation. For Tm the result is: 
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CV^l + CV^m^ 
ro^•** 

±- f "s2(f)df+ —L_ f"f4s2(f)df- —2— f "f2s2(f)df" 
moTR 

—— Ts2(f) 
4m2T   JO 
4mOTR m2        "a 

nW^TR 
(A. 10) 

df=-4-p2(f)[M2-1]2df 
4m0V° 

This expression was obtained by Cavanie (1979). On the other hand, the 
variability of the estimation of T01 is: 

CV2[T01jR] = CV2K^ + CV2[m1)R]-2 -*^ - 

= _L_f"S
2(f)df+—— f"f2S2(f)df       2 

•"^r/o"8^ m0Tl 

mlTR 

l + 5>f»-25>f 

mOmiTR' 

f"fS2(f)df= 
Jo (A. 11) 

m, m. 
df=^-/o"S2(f)[T01f-lfdf 

^TR 
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CHAPTER 16 

MEASURING WAVES WITH MANOMETER TUBES 

1 2 1 
David J Hanslow , Peter Nielsen & Kevin Hibbert 

Abstract 
A new type of wave gauge has been developed for the measurement of waves near a 
beach or near an existing coastal structure. It consists of a nylon tube with diameter 
between 0.5 and 1cm and length up to 500m. The seaward end of the tube is open so 
that the wave induced pressure fluctuations can be transmitted through the water in the 
tube. The landward end, which is conveniently above the water, is fitted with a 
pressure transducer. This is simple and reliable technology well suited for use in 
developing countries. Maintenance and running coasts are also very low. The 
frequency response function of the system is somewhat complicated but a workable 
formula is presented and "once and for all" calibration of the system can be done very 
easily. 

Background 
The authors were prompted to look for a new type of nearshore wave gauge by the 
difficulty encountered with getting representative wave data for the Brunswick Heads 
field site during storm conditions. The problem with that particular site is that the 
nearest offshore waverider, which is off Cape Byron, tends to go a drift during 
"interesting" weather conditions. This leads to increased difficulty with interpreting the 
most interesting data. 

The above mentioned example is not isolated. There is a considerable general 
need for a simple, inexpensive method of measuring nearshore wave heights, i e within 
50 to 500 metres of a beach or an existing structure. 

The existing devices for nearshore wave measurements include surface piercing 
gauges, "Schwartz poles", and bottom mounted current meters and pressure 
transducers.    All    of   these    are    well    proven    but    not    without    problems. 

' Coast and Floods Branch, New South Wales Public Works Department, Po Box 
5280 Sydney 2001, Australia. 

' Department of Civil Engineering, University of Queensland, Brisbane, Australia 
4072. Fax +61 7 365 4599, e-mail: nielsen@civil.uq.oz.au. 
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Not all locations allow the installation of a "Schwartz pole" because the supporting 
structure becomes very expensive with increasing depth and it may present a 
navigation hazard. 

One problem with bottom mounted pressure transducers/current meters is that 
they tend to get lost to trawlers etc. Secondly, the fact that it is impossible to check 
their performance during the deployment has lead to many diappointments when the 
instruments, upon recovery, have been found to contain no useful data. The tubes of 
the present system are usually buried in the sand and thus protected from "trawler 
attack", see Figure 1. 

Data 
logger 

Figure 1: The idea is to estimate the water surface elevation time series r\{t) on 
the basis of measured pressure fluctuations p'{t) at the landward end of a water 
filled nylon tube. 

A new type of cheap and reliable nearshore wavegauge 
The present study has investigated the possibility of measuring waves by monitoring 
the pressure fluctuations p\t) at the landward end of nylon tubes of 10mm OD and 
lengths between 50 and 500 metres. The seaward ends of the tubes are exposed to the 
wave induced pressure fluctuations p+(t), See Figure 1. 

The main problem addressed here is that of estimating of p+ on the basis of p'. 
However, the second step in the process of getting wave data from p', namely 
determining the surface elevation r| from p+ is also discussed briefly. 
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Initial field testing 
Initial field testing has been performed with the new tube-transducer system in order to 
assure that the transmitted pressure signal p '(t) is of adequate strength and that the 
system is easy to operate in the field. The system performed very satisfactorily in these 
tests. The transducer connected to the tubes which are permanently installed at 
Brunswick Heads. Connection and evacuation of the sytem takes only a few minutes. 

The pressure signal was initially recorded by a chart recorder in the field. The 
p '(0-signal has a low noise level and is of adequate strength to be recorded with the 
chart recorders OSOmV range. The transducers applied in the present study are Model 
AB Pressure Transducers from Data Instruments Inc, Ma, USA. In later field tests the 
data was recorded in digital form on a portable PC. Various combinations of pressure 
transducers and recording equipment can be used but it should be noted that the 
working range for the pressure transducer should be about 0.5 - 1 atmosphere absolute, 
i e, the working pressure is below atmospheric pressure. 

Pressure transducer on the bed 

Relationships between the dynamic bottom pressure p (p(t) = p+p (r)) and the 
surface elevation r| may be taken from linear wave theory for monocromatic small 
amplitude waves 

+ 
Tl   =  ^— cosh kh (1) 

Pg 

where k is the wave number 2 n/X , X is the wave length and h is the water depth. 
For irregular, non-linear waves, local approximations may be used. Nielsen 

(1989) recommended the formula 

Pn \l ~pt-i+2pn-pt+i ,, , pt.) ,„. 

based on a measured time series  pi,p2,p3, • • • • 
As an alternative to the local approximations approach, the classical spectrum 

transformation approach may be applied. With this method a Fourier transform is 
applied to the pressure record. Then each spectral estimate is transformed in 
accordance with Equation (1). Finally, the inverse Fourier transform is applied to the 
transformed spectral estimates to obtain an estimate of the surface elevation time 
series. The relative merits of the two methods has been discussed by Nielsen (1989). 

Transducer hurried in the bed 
It is possible that a layer of sand on top of the "open" end of the tube can cause extra 



210 COASTAL ENGINEERING 1994 

damping. Most likely however, the effect is negligible for typical beach sand and 
typical wave frequencies. 

Sleath (1970) and Maeno & Hasagawa (1987) measured pore pressures inside 
the bed simultaneously with pressures at the bed surface. The pressure amplitude ratios 
agreed reasonably with the formula 

l/l   = P£ 
H   cosh k{z + h\) 
2 cosh kh cosh kh\ (3) 

where z   is the transducer elevation measured from the sand surface h is the water 
depth and hi is the thickness of the sand bed, see e g Sleath (1984). 

According to this formula it makes very little difference whether a transducer, at 
a fixed depth below the water surface, is covered with sand or not. Consider for 
example, the situation in Figure 2. 

4m 
4.5m 

J_ 
0.5m • 

3m 
-•. 

rws®8N^\*®&&&$& 

Figure 2:  The pressure felt by a transducer 4.5m below the MWS under a 9s 
wave changes very little due to a sand cover of 0.5m. 

A pressure transducer is placed 4.5m below the MWS. The wave period is 9s, 
and we consider the situation where the sand level is at the transducer level as well as 
the situation where the sand level is 0.5m above the transducer. The bed is assumed 
impermeable below -7m. 
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Linear  wave  theory  plus  Equation  (3)   gives   \p+\ = 0.889pgH/2  for the 

"uncovered case" and \p+\ = 0.885pg/f/2 for the "covered" case. This difference is 
negligible compared to the accuracy of linear wave theory. It should be noted however 
that finer material like silt or mud will provide a stronger damping of the pressure 
signal than 0.2mm sand. 

The speed of pressure waves in a flexible tube 
The frequency response of the tube-transducer system in Figure 1 depends crically on 
the speed of pressure waves in the tube. This speed, in turn, is a function of the 
compressibility of the water, the rigidity of the tube walls and, if air bubbles are 
present, of the bubble concentration. 

In an infinite fluid, the speed c of a plane sound wave is determined by the 
density p and the compressibility K 

c   =   JTT (4) 

The speed of sound in sea water is approximately 1500m/s, corresponding to a 

compressibility K of  4.4-10"10Pa_1. 
If the fluid is contained in a flexible tube, the speed of sound will be reduced in 

accordance with the formula 

°   =   Vp (* + £>) (5) 

where the distensibility D of the tube is defined in terms of the normal cross sectional 
area A0 and the excess pressure pe by 

D  =  f ^1 (6) 
A0 dpe Pe=o 

If the tube cross section is circular, the distensibility can be due to stretching of 
the wall only. However, if the normal tube cross section is not circular a greater 
distensibility may be partly due to this non-circularity. In this case, an area increase 
may be obtained by bending the wall towards the circular shape. Thus, the speed of 
sound in an oval shaped tube will be lower than in a perfectly circular tube for the 
same wall thickness. 

Experimental determination of the distensibility 
Experiments were performed to determine the distensibility of lOmmOD Nylex tubing 
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by monitoring the volume increase in 60m of tube as function of excess pressure. 

The results are shown in Figure 3 and the best-fit distensibility   (— —)  was 
Vo dp 

found to be 2.0-l(T8/V1. We note that the behaviour of the tube material is linear up 
to excess pressures of at least 120 kPa, corresponding to 12m excess head of water. 

0.0000 0.0005 0.0010 0.0015 
RELATIVE VOLUME INCREASE (-) 

0.0020 0.0025 

•"   Loading      "•   Unloading 

Figure 3: Expansion test data for 10mm OD Nylex pressure tubing (standard). 

According to Equation (5) this corresponds to the speed of sound c = 224m/s 
for a 70mm OD Nylex tube with no air bubbles. 

A complementary streching test was performed on a short (150mm) length of 
tube to determine Young's modulus E for the tube material. Based on a measured ID 
of 6.7mm and wall thickness 8 of 1.67mm the result was E= 2.03-108Pa. 

Through the simple relationship 

D « A. 
bE (7) 

this gives a distensibility of 1.9510'8Pa' in close agreement with the direcdy 
measured value above. The manufacturer's value for E is 35kg/mm2 corresponding 
to 3.4-108Pa for standard tubing (all colours) and 100kg/mm2 (They must be thinking 
in terms of "kg force") corresponding to 9.8108Pa for "semi rigid tubing (only black). 
The discrepancy (3.4 versus 2.0) being due to uncertainty of tube dimensions in test 
and to variable humidity. The laboratory tests were perfomed with fully wet tubes. 
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The effect of air bubbles on the speed of sound 
Small, isolated air bubbles can also slow down the pressure waves in the tube. They do 
this by effectively increasing the distensibility. To quantify this effect, consider for 
simplicity an air bubble of volume Vo at the ambient pressure p0, which is compressed 
isothermally. Its volume is then given by V(p) = V0 po/p and hence, 

dp p2 po 

The presence of air bubbles with concentration   Cair   (vol/vol) will therefore 
increase the distensibility by the amount 

Dair   -   ^ (9) 
Po 

leading to the reduced speed of sound 

C  =   ^p{K+D+Cair/po) (10) 

Test for linearity with regular waves 
A series of measurements were conducted at the University of Queensland in the 

period August to October 1993 to establish the possible existence and importance of 
nonlinearity of the systems response to regular waves. 

Regular but not quite simple harmonic pressure waves with "heights" in the 
range 0.5m < H < 4.5m and periods in the range 2s < T < 7s were generated by 
moving a small reservoir with mercury up and down in a quasi simple-harmonic 
fashion. The test tube was approximately 100m of 10mm OD Nylex standard tubing. 

The data indicate that the gain is only weakly dependent upon the amplitude and 
hence, the use of a linear frequency response model (Equation (15)) developed below 
for the system is reasonably well justified. 

Frequency response for the tube-transducer system 
As a working hypothesis, it was assumed that the tube-transducer system can be 
modelled in analogy with a dampened "quarter length resonator". That is, it has 
resonnant pressure wave modes of the form indicated in Figure 4. Such a system has 
the approximate frequency response function 

F(f)   =    7^TTi T7\ (ID ILL 
2fo 

+   iDE 
L 

4°; 
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"5. 
E 

CO 
co 
CD 

open end transducer end 

Figure 4: Assuming that the pressure transducer forms a hard, reflecting 
boundary, the tube/transducer system will behave as a dampened quarter length 
resonater and have infinitely many resonant wave modes of which the first three 
are shown here. 

where DE (f/fo) is an energy dissipation function. The corresponding gain function is 

1 
G(f)   =   \F(f)\   = 

<c 
Xfo 

+  DE 

(12) 

In these expressions, fo is the lowest resonance frequency corresponding to the 
resonance period T0. It is seen from Equation (12) that the gain function has peaks for 
all odd multiples of the resonance frequency f0. This model is in reasonable agreement 
with experiments see Figure 5 

The experiments show the first two peaks of the gain function rather clearly. 
The mode of resonnance has a pressure antinode at the transducer end and a node 

at the open end of the tube, see Figure 4. Hence, the resonant pressure wave in the tube 
resembles a seiche in a bay. The length of the tube must in that case be 1/4 of the 
wavelength of the first mode: L = \o/4 = c T0/4, corresponding to the 
resonance frequency 

fo ~   AL 
(13) 

the frequencies of the higher resonant modes are all the odd multiples of/o. 
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Figure 5: Gain functions measured in the laboratory for a 120m and a 
59m ODIOmm tube (Nylex standard pressure tubing). The frequency response 
data was obtained by comparing the output of two transducers. One at the closed 
end of the tube and one at the "open" end where irregular pressure focing was 
provided by moving a water filled open ended tube up and down, 

Energy dissipation and damping 
The maximum gain values observed with 70mm Nylex tubes of lengths 60m to 120m 
are of the order 4.5 and 3.5 respectively, see Figure 4. 

These finite gain values indicate some damping in the system. The nature of this 
damping i e, the loss of energy is not completely understood. - The energy may be 
turned into heat in the fluid and in the tube walls. Alternatively, it may be radiated 
away. Radiation may occur along the full length of the tube or mainly from the open 
end. 

Energy loss in the form of heating of the fluid is caused by the viscosity V and 
may be estimated as follows. The rate of heat generation in a boundary layer is Wool 
where Hoc is the velocity at the edge of the boundary layer and x is the wall shear stress. 
The wall shear stress may, under the assumption Vv T « d, be estimated by the 
formula ITI = p ^2%fv \uoo\ which holds for a plane, oscillatory boundary layer, see 
e g Nielsen 1992, p 21. The velocity amplitude IMCJ is related to the pressure amplitude 
by u = p/pc, see Lighthill 1978, p 4. Hence the energy dissipation due to fluid 
viscosity in a tube of length L  and diameterd over one period can be estimated by 
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DE/iuid  -   pu2^2nfv LdT. 
The loss of energy as heat in the tube walls may be estimated as follows. For a 

given pressure amplitude \p\ , the deformation of the tube wall is of the magnitude 

~ ^    where 8 is the wall thickness and E is Young's modulus for the tube material. 
6E 

Hence, the work done on the tube wall per unit length through one cycle is of the 

I I2 d3 

magnitude   '„ and the work done on a tube of length L   in one period is 
o E 

2    3 
"-      L. Since the general magnitude of \p\ along the tube is \p 'I, this may be written 
o E 

I    'I      .-/ I    ' I      T   si £ 

DEwaii   ~      ~       L  ~  — ^—,  since  pc   ~ E —   for relatively flexible tubes, 0 E p c
z a 

cf Equations (5) and (7). 
The   energy   flux   through  the  tube  cross   section  is   of the   order  \p\cd 

corresponding to an energy input of \p I c d T    at the open end during one wave 
period. 

Based on these considerations, and with  p' = G p+, we find that the relative 
energy loss DE can be quantified approximately by 

^ +  ^^nJV-TdL 
_     energy loss p c p_c  

energy input \p+\ c d2 T 

DE  =     energtU^   =    GJgIL ^V^ 
energy input 0 c 

where Ci and C2  are dimensionless coefficients. 

A semi enmpirical gain function 
Based on the analysis above, which indicates the existence of some damping terms 
proportional to the square root of the frequency and some which are proporttional to 
the frequency it seems reasonable to suggest a semi empirical gain function of the form 

G = - } \T= (15) 
Vcos2?^ UrsAi+^V-^)]2 

2fo c fd 

Based on the data shown in Figure 5 the values of the dimensionless constants 
were found to be (B\ , B2) = (0.58, 5.0). The fact that B2 » Bi indicates that the loss 
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due to fluid viscosity is dominant compared to the loss due to deformation of the tube 
walls for these tubes. The formula (15) with these values of Bi and B2 is compared 
with the data in Figure 6. 

Figure 6: The semi empirical gain function (15) compared with laboratory 
measurements. 

The  matching  of the  shape  of the  gain function  is  not perfect,  but the 
discrepancies seem to be due to the cosine function not having the right shape. 

Calibration 
The values of the constants Bi and B2 which were determined on the basis of the data 
in Figure 5 may not be universal. Hence, when working with systems with different 
lengths, diameters and tube materials it would be wise to calibrate the system before 
deployment. This calibration is best done in the way described in connection with 
Figure 5. 

Evaluation of the system 
The indication of the tests carried out so far is that the new wave gauge offers a cheap 
and reliable alternative to existing gauges for measuring the wave conditions in 
shallow ( < 5-6m) depths near (OSOOm) beaches or existing structures. The main 
advantages of the new system are that it is cheap and easy to service and interrogate 
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because all electronics are kept "high and dry". 
Based on the field, it can be concluded that using the sytem in the field with 

tubes which are already in place is easy (installation time about 5 minutes in fair 
weather). Earlier tests also show that deployment of the tubes for a one or two day 
experiment on a beach is manageable, provided a 4 wheel drive vehicle is at hand to 
help pull the tubes back ashore. 

The pressure signal is of adequate strength, and the noise level is very low 
provided the tubes are prevented from moving with the waves. This is normally 
achieved by tying the tubes to an 8mm steel chain. 

Variable degrees of sand cover over the seaward end of the tube seem not to 
cause problems with the translation of dynamic bottom pressures into water surface 
elevations. However, thich layers of silt or mud may have a very strong dampening 
effect. 

The frequency response function for the system is fairly complicated. It has 
several peaks and the dampening is non-linear. However, with the use of Nylex 
standard pressure tubing the second peak of the gain function will generally be well 
outside the frequency range of ocean waves. For example, a 600m WmmOD tube 
system will have its second peak at / = 0.45Hz (fo = 0.15Hz) and most of the energy 
in the pressure spectra from wind waves on a beach lies at freqencies below 0.25Hz. 
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CHAPTER 17 

Quantity of Spray Transported by Strong Wind over 
Breaking Waves 

Nobuhiro Matsunagal, Misao Hashida2, Hiroyuki Mizui^ and 
Yuji Sugihara^ 

Abstract 

The quantity of spray transported by strong wind has been 
measured experimentally when the wind blows over waves propagating 
on a sloping bed. The leeward variation of spray concentration is 
much smaller than that in the vertical direction because of the 
quasi uniform supply of spray from the water surface. In the 
theoretical development, therefore, the balance has been analyzed 
between the upward flux of the concentration by turbulent diffusion and 
the downward flux due to the spray precipitation. Three characteristic 
quantities introduced in the analysis have been obtained by superposing 
the experimental data on the theoretical solutions. They are related to 
the wave and wind parameters to predict quantitatively the spray 
concentration supplied from sea to shore. 

1. Introduction 

Japan is well known as a country which many typhoons pass 
through every year.     Two big typhoons hit successively the western 
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Fig. 1.   Schematic diagram of experimental set-up. 

part of Japan on September 1991. They gave extensive severe 
damages along the coastal region, such as the stoppage of electric 
current over more than four days and poor harvest of crops. A report 
of the investigation showed that a large quantity of spray of sea water 
distributed over a wide area and it caused these disasters. To predict 
the magnitude of the salt damage, it is necessary to evaluate how much 
the quantity of spray is transported from sea to shore. Some studies 
(e. g., Toba, 1959; Toba & Tanaka, 1967; Hama & Takagi, 1970) have 
been already made on the generation and transport of sea-salt particles. 
However, many fundamental problems have been left unsolved. 

In this study, the quantity of spray which is transported when 
strong wind blows over breaking waves has been measured 
experimentally, and the discussion has been made about vertical and 
leeward profiles of the spray concentration. 

2. Experimental arrangements 

Experiments were carried out by using a wave tank. It was 
equipped with an inhalation-typed wind tunnel. Its schematic diagram 
is shown in figure 1. The tank was 32 m long, 0.60 m wide and 1.30 
m high. It was covered with a semicircular cylindrical ceiling whose 
radius was 0.37 m. As a model beach, a sloping flat bed of 1/30-grade 
was fixed at one side of the tank. The mean depth of water was 0.52 
m at the horizontal bed section. Spilling breakers were formed by 
making two-dimensional regular waves propagate on the sloping bed. 
The wave parameters are given in table 1, where T is the wave period 
and Ho, Lo and Co are the wave height, wavelength and wave velocity 
in deep water, respectively. 

The wind was taken into the tank by opening a part of the ceiling. 
Water spray entrained into the air was captured by arranging vertically 
ten or twelve cylindrical containers filled with cotton. Their diameter 
and length were 3.0 m and 5.0 cm, respectively.     The vertical interval 
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Table 1.   Experimental parameters. 

Run T(s) Ho(cm) Lo(cm) Co(nVs) Um(m/s) H0/Lo Um/C0 Y 
1 
2 
3 

1.25 11.6 243.7 1.95 
12.0 
16.8 
19.4 

0.048 
6.15 
8.63 
9.95 

0.2 

4 
5 
6 

1.00 10.9 156.0 1.56 
12.0 
16.9 
17.5 

0.070 
7.69 
10.8 
11.2 

0.4 

7 
8 
9 

1.00 14.0 156.0 1.56 
12.1 
16.9 
19.1 

0.090 
7.76 
10.8 
12.2 

0.6 

between the containers was 5.0 cm. As shown in figure 1, the test 
section was 15.0 m long. The positions from pi to pl6 were data- 
taking stations. Their leeward interval was 1.0 m except for Run 6, in 
which it was 1.2 m. At each station, wave height, wave set-up and 
spray quantity were measured. The concentration of spray in the air C 
(g/cm3) was obtained by dividing the mass of spray transported per 
square centimeter and second by the cross-sectionally averaged wind 
velocity U. The wind velocities Um given in table 1 are ones obtained 
by averaging U in the leeward direction. The values of non- 

dimensional parameters HQ/LO, Um/Co and y are also given in table 1. 
The parameter y will be mentioned in §3.2 and 3.3. 

In the following discussion, the horizontal coordinate axis x is 
taken in the leeward direction from the center of the wind intake. 
The vertical axis z is taken upwards from wave crest at each data-taking 
station. 

3. Results and discussion 

3.1 Transport of spray by wind 

Photo 1 shows the generation of spray from a spilling breaker 
under strong wind. It was taken at x = 10 m in Run 6. A large 
amount of spray is occurring from the breaking crest. 

Photos 2(a) and (b) show vertical profiles of spray size obtained 
by using droplet sampling paper, t being the time for which the paper 
had been exposed to spray. The paper is made of filter paper, and a 
solution of aniline blue dye in benzine is applied to it. From these 
profiles, it is seen that the spray size decreases remarkably in the 
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Photo 1.   Generation of spray from spilling breaker 
under strong wind. 

t= 3.7 s,      t= 24 s. 
(a) x=10.2 m. 

t= 6.3 s,      t= 28 s 
(b)x= 15.0 m. 

Photo 2.   Vertical profiles of spray size. 
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Fig. 2.   Vertical profiles of spray concentration. 
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vertical direction but the vertical profiles do not change so rapidly in the 
leeward direction. 

Figures 2 (a) to (c) show some examples of vertical profiles of 
spray concentration C. The values of C increase with the increase of 
x. The rate of increase in the leeward direction is one or two orders of 
magnitude over ten and several meters. On the other hand, the change 
in the vertical direction is much larger than that in the leeward direction. 
The values of C decrease vertically upwards to three or four orders of 
magnitude over about 40 cm. It means that the supply of spray from 
the water surface is almost uniform in the leeward direction. 

3.2 Theoretical development 

The following assumptions have been made in the theoretical 
development. 

• The field is steady and two-dimensional. 
• The leeward variation is much smaller than the vertical one. 
• Vertical mean velocity is nearly equal to zero. 

Under these assumptions, the governing equation for the spray 
concentration becomes 

where D is the coefficient of turbulent diffusion and wo the settling 
velocity of spray.     Boundary conditions are given by 

C = C«(x,o) at z = 0 
(2) 

and C -»• 0 as z -> <» 

Let us introduce the dimensionless quantities defined by 

f(z) = C/C*(x,o),   g(z) = D/w0/*(x,o)   and    z = z//*(x,o), (3) 

where /*(*, °) is a characteristic length scale defined as a value of D/wo 
at z = 0.     Substituting equation (3) into equation (1), we obtain 

df/d2 + g-if = 0 (4) 

Considering that the diffusion coefficient increases generally with z, wo 
decreases oppositely because of the decrease of the spray size with z 
and g(0)=l, we can assume the form of g as follows. 
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Fig. 3.   Vertical profiles of theoretical solutions 
for various values of y. 

g = (l + i)Y (Y>0) (5) 

Substituting equation (5) into equation (4) and using f(0) = 1, we obtain 
the solution 

f(z)=exp -J—jl-(l + z 
1-Y 

(6) 

Since f(°°) -» 0, y must take a value from 0 to 1. 
Figure 3 shows the vertical profiles of the theoretical solutions for 

various values of y. As y increases, spray diffuses to higher elevation 
and the vertical profile C becomes uniform. Therefore, it is the result 
which can be accepted easily. 

3.3 Quantification of spray concentration 

To predict quantitatively the spray concentration, the quantities 
introduced in the theoretical development, C*, /* and y should be related 
with the wave and wind parameters.     For their evaluations, the method 
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(a)H0/Lo =0.048 , y=0.2 

f(z) 

(b) HQ/LQ = 0.070 , y = 0-4 

io-'    f(Z) 

(c) H0/Lo = 0.090 , Y= 0.6 

f(z) 

Fig. 4.   Degree of agreement between the non-dimensionalized 
experimental data and theoretical solutions. 
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Fig. 5.   Relation between y and HQ/LQ. 

was used of superposing the experimental data on the theoretical 
solutions in log-log graph paper, and the theoretical curve fitting best to 
the experimental data was determined by the method of trial and error. 
The values of Y determined by this method are given in table 1. 
Figures 4 (a) to (c) show the degree of agreement between the 
experimental data and theoretical curves. Though some scattering can 
be seen in the upper region, the agreement between the both is very 
good in the lower region. From table 1, it is seen that y does not 
depend on Um/Crj but Ho/Lo- In figure 5, the values of y are plotted 
against HQ/LO . The values of y increase linearly with the increase of 
Ho/Lo. 

The leeward variations of C* (x, 0) are given in figures 6 (a) to (c). 
The values of C* increase gradually with x. After reaching the 
maximum value C*max, it decrease rapidly. It results from the 
decrease of the supply of spray due to the wave propagation into a 
swash zone. C* max is an important quantity to evaluate the maximum 
quantity of spray transported from sea to shore. In figure 7, the 
values of C* max/Po are plotted against Um/Co, where p0 is the density of 
water.      They increase exponentially with the wind velocity. 

Figures 8 (a) to (c) give the leeward variations of /*.    The values 
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Fig. 6.   Variations of C* in the leeward direction. 
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Fig. 7.   Relation between C* max/Po and Um/C0. 

of /* are approximately constant in the leeward direction and tend to 
decrease with the increase of the wave steepness. Here, let us define 
/* as a value of /* averaged in the leeward direction. Figure 9 shows 
the relation between /* /Ho and Ho/Lo- The values of /* /Ho decrease 
linearly with the increase of Ho/Lo without depending on Um/Co. 

It should be noted that the relatively small leeward-variations of 
C* and /* guarantee the validity of the second assumption made in §3.2. 

4. Conclusions 

In the case when strong wind blows over breaking waves, the 
vertical and leeward profiles of spray concentration are investigated 
experimentally and theoretically. The leeward variation is much 
smaller than that in the vertical direction. The non-dimensional 
vertical profiled is expressed by a exponential function. The three 
characteristic quantities to determine the spray concentration supplied 
from sea to shore, i. e., the maximum concentration at the elevation of 
wave crest C* max , a characteristic length scale of the vertical profiles I* 
and the non-dimensional parameter determing the vertical profile of the 
ratio of the diffusion coefficient to the settling velocity Y are related to 
the wave and wind parameters. The values of C*max increase 
exponentially with the increase of wind velocity.        The values of Y 
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Fig. 9.   Relation between /* /Ho and HQ/LQ. 

depend only on the wave steepness and increase with its increase. On 

the other hand, the ratios of /* to the wave height decrease linearly as 
the wave steepness increases. The non-dimensional vertical profile of 
spray concentration and the evaluation of C* max, /* and y enable us to 
know how much the spray concentration is supplied from sea to shore. 
It offers us the boundary condition on the sea side in calculating the 
spray concentration on land. 

The authors are grateful to Ms Y. Arizumi and K. Uzaki for their 
help. 
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CHAPTER 18 

Extension of the Maximum Entropy Principle Method 
for Directional Wave Spectrum Estimation 

Noriaki Hashimoto1, Toshihiko Nagai2 and Tadashi Asai3 

Abstract 

This paper presents an extension of the maximum entropy principle method 
(MEP), named the extended MEP (EMEP), as a general and practical method for 
estimating directional wave spectra. Since the EMEP is formulated to consider errors 
in the cross-power spectra, it proves to be an accurate, reliable, and robust method 
against such errors. In addition, we also examine the EMEP using numerical 
simulation and field wave data, with its validity being subsequently discussed. 

1. Introduction 

The directional spectrum of ocean waves expresses their fundamental properties 
by describing the energy distribution as a function of wave frequency and wave 
propagation direction. Many methods have been proposed for estimating the 
directional spectra of various types of ocean wave measurements, e.g., the direct 
Fourier transformation method (DFTM), parametric method, maximum likelihood 
method (MLM), extended maximum likelihood method (EMLM), maximum entropy 
principle method (MEP), and Bayesian directional spectrum estimation method 
(BDM). 

The MEP (Hashimoto and Kobune, 1985) can estimate the directional spectra 
using three simultaneously measured quantities related to random wave motion, for 
instance, pitch, roll, and heave data, and when applied as such, estimates of directional 
spectra have better directional resolution than other existing methods. On the other 

1 Chief, Ocean Energy Utilization Laboratory, Hydraulic Engineering Division. 
2 Chief, Marine Observation Laboratory, Marine Hydrodynamics Division. 
3 Member, Environmental Hydraulics Laboratory, Marine Hydrodynamics Division. 

Port and Harbour Research Institute, Ministry of Transport, 
1-1 Nagase 3-chome, Yokosuka 239, Japan 
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hand, the MEP is not a general method because it is restricted to applications 
involving three-quantity measurements. 

In comparison, the BDM (Hashimoto, 1987) can handle more than three 
arbitrary-mixed instrument array measurements and has the highest resolution among 
existing methods for estimating the directional spectrum under such conditions. This 
method is a robust method for estimating the directional spectrum using cross-power 
spectra contaminated by estimation errors, though it is also a general method and 
requires the use of time-consuming iterative calculations. 

Consequently, a method needed to be developed that can be applied to arbitrary 
general measurements, while at the same time easily yielding an accurate and reliable 
estimate of the directional spectrum. 

The present paper discusses inherent drawbacks of several existing methods for 
estimating the directional spectrum, and then describes a new method, the Extended 
MEP (EMEP), which correspondingly functions as a general yet practical method. 
Since the EMEP is formulated in the same manner as the BDM, i.e., considering 
errors in the cross-power spectra, it demonstrates both robustness and reliability. 
Here we also examine the EMEP using numerical simulation and field wave data, with 
its validity being subsequently discussed. 

2. Fundamental Equation Related to Directional Spectrum 

The general relationship between the cross-power spectrum for a pair of wave 
properties and the wave-number frequency spectrum was introduced by Isobe et al. 
(1984) as follows: 

$„(«) = jkHm(k,m)H:(k,(a)exp{-ik(x„ - xJ}S(k,w)dk, (1) 

where o is the angular frequency, k the wave number vector, Oran(w) the cross- 
power spectrum between the m-th and «-th wave properties, Hm(k,a) the transfer 
function from the water surface elevation to the m-th wave property, ;' the imaginary 
unit, xm the location vector of the wave probe for the w-th wave property, S(k,m) 

the wave-number frequency spectrum, and " * " denotes the conjugate complex. The 
wave number k is related to the frequency / by the following dispersion relationship: 

to2 = (2it/)2 = gk tanh kd, (2) 

hence, the wave-number frequency spectrum can be expressed as a function of the 
frequency / and wave propagation direction 6. Equation (1) can therefore be 
rewritten as 

J'2ic 4 

o  //m(/,e)//„(/,e)[cosWxm„cose+^„sin9)} 

-sm{k(xmn cos9 + ymn sin 6 )}]£(/, 6)^6, 



234 COASTAL ENGINEERING 1994 

where xmn =xn-xm, ymn = yn -ym, and S(f,Q) is the directional spectrum. 
The directional spectrum is commonly expressed as a product of the frequency 

spectrum S(f) and the directional spreading function G(0|/), i.e., 

S(f,Q) = S(f)G(Q\f), (4) 

with S(f,Q) taking a non-negative value and satisfying the following relationship: 

fo*S(f,Q)dQ=S(f). (5) 

Substitution of Eq. (4) into (5) yields 

J^G(8|/)dB-l. (6) 

The transfer function Hm(f,Q) in Eq. (3) is generally expressed as 

^(/,e) = //m(/)cosa»esin^e, (7) 

where the function hm{f) and parameters am and |3m obtained from small amplitude 
wave theory are specified for each measured quantity in Isobe et al. (1984). 

Equations (1) and (3) are the fundamental equations for estimating the directional 
spectrum on the basis of simultaneous measurements of various wave properties. If 
the function S(k,w) or S(f,Q) is determined which respectively satisfies Eq. (1) or 
(3), and it has a non-negative value, then this function is termed as the directional 
spectrum. 

3. Existing Methods for Estimating the Directional Spectrum 

If an infinite number of wave properties are measured, i.e., the cross-power 
spectra are known for infinite pairs of m and n in Eq. (1) or (3), the directional 
spectrum can be uniquely determined. However, only a limited number of wave 
properties can actually be measured at a limited number of locations; thus, the 
directional spectrum cannot be uniquely determined since the number of component 
waves is infinite. Existing methods for directional spectral estimation therefore 
attempt to determine the unique function by introducing some type of idea and/or 
trick, and as a result, their advantages and disadvantages depend on the employed 
concept. The most prominent methods and their advantages/disadvantages are briefly 
discussed as follows. 
(1) Direct Fourier Transformation Method (DFTM) 

This method was first proposed by Barber (1961) and uses the following 
estimation equation: 
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5(/,e)-a|2*-,(/)«p{*(*.-*-)}• (g) 

where a is a proportionality constant such that the estimate of the directional 
spectrum satisfies Eq. (5). Although the method's computation is easy, the 
directional resolution is low and a negative energy distribution sometimes occurs. 

(2) Parametric Method 
Parametric methods employed by Longuet-Higgins et al. (1963), Panicker and 

Borgman (1974), and Hasselman et al. (1980) assume a specific formulation for the 
directional spectrum, such the following truncated Fourier series or a cosine-powered 
function: 

S(J,B) = «„(/) + 2R(/)cose + A„(/)sin6} (9) 
n.l 

S(/,6) = ^(/)Ia„(/)cos2s»(/){9^f^}. (10) 

It should be realized that these methods are only able to approximate the real 
directional spectrum when it suitably fits the model. 

(3) Extended Maximum Likelihood Method (EMLM) 
This method was proposed by Isobe et al. (1984) who extended the maximum 

likelihood method (MLM) developed by Capon (1969) so as to handle an arbitrary 
combination of wave properties. The EMLM formula is derived using a window 
theory, namely, 

5(*,co)-a/[22*i(co)/C(*,CD)/f,(ft,(o)exp{i*(jc„-*„)}], (11) 

where •^(oo)  is the  mn  element  of inverse matrix 3> '(to),  while a   is a 
proportionality constant such that the directional spectrum S(k,m) satisfies Eq. (5). 

The EMLM has high-directional resolution and versatility, and consequently, has 
been widely employed in directional wave analysis. On the other hand, when the 
layout of the probe array is not proper or the cross-power spectra are contaminated 
by errors, this method sometimes estimates erroneous peaks or negative values, while 
also in some cases failing to yield a smooth and continuous estimation of the 
directional spectrum. 

(4) Maximum Entropy Principle Method (MEP) 
We previously developed the MEP (Hashimoto and Kobune, 1985), which 

provides a powerful means for estimating the directional spectrum when three- 
quantity point measurements are available.   Such data can be obtained, for example, 
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using a discus buoy or a two-axis current meter and a wave gauge. The estimation 
equation of the MEP's directional spreading function is expressed by maximizing the 
entropy with an assumption that the directional spreading function is a type of 
probability density function, i.e., 

G(8|/) = exp[a0(/) + J>„(/)cos«6 +*.(/)sin/fe}], (12) 

where the coefficients an and bn are the Lagrange multipliers. The advantage of this 
expression is that even though the Fourier series in the power of the exponential 
function is truncated by n = 2, it has non-negative values and yields a wide range of 
shapes for G(8J/). 

It should be noted that although the MEP was originally developed to be used 
with three-quantity point measurements, Nwogu (1989) expanded it for application to 
array measurements. Since this expansion was carried out using the same procedure 
as the original one, the directional spreading function results in a complex form 
including Bessel functions; thereby making the computation more difficult than the 
original MEP. 

(5) Bayesian directional spectrum estimation method (BDM) 
The BDM (Hashimoto, 1987) provides an accurate and reliable estimate of the 

directional spectrum for array measurements consisting of more than three arbitrary 
quantities. The assumed estimation equation of the BDM's directional spreading 
function is not a formal mathematical function, instead being a piece-wise constant 
function expressed as 

G(8|/)-2exp{xt(/)}/t(8), (13) 
*=i 

*,(/)-ln{G(9t|/)} (14) 

1   :   (yt-l)A9se<M6 

where 

"^'"   ' 0 :  otherwise (15) 

Equation (13) can be determined by minimizing Akaike's Bayesian information 
criterion (ABIC) (Akaike, 1980) and applying an additional condition that the 
directional spreading function be smooth and continuous, namely, 

{xk-2xk_x+xk_2}
2 — small 

(k = \,--,K and x0=xK, x_, =%_,). 

The advantage of Eq. (13) is that even though the additional condition of Eq. (16) is 
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imposed, it generates non-negative values and yields a wide range of arbitrary shapes 
for G(0|/). However, since it consists of many unknown parameters 
xk(f) ; (^ = V",^0, the BDM involves the use of time-consuming iterative 
calculations. 

After reviewing the various methods, it is clear that the each formulates a tailored 
model for approximating the directional spectrum, being characterized by some 
unknown parameters. Though the principle and method of deriving each model are 
different, inherent advantages and disadvantages arise due to the model's different 
characteristics. When considering the MEP and BDM, since they are characterized by 
an exponential function incorporating a power function, an advantage exists in that 
these models result in non-negative values and flexibly yield a wide range of arbitrary 
shapes of the directional spectrum. 

4. Formulation of Extended Maximum Entropy Principle Method (EMEP) 

To simplify the nomenclature in the equations, Eq. (3) is rewritten using the 
upper triangular components of the hermitian matrix <!>(/), such that 

•<(/)- £K//1(/,e)G(e|/)rfe      v-\,-,K), (l?) 

where K is the number of equations, and 

W.8) = HJffiWKf,Q)[cos{k(xm„ cos9 +ym„ she)} 

-sm{k(xm„ cos6 +ym„ sine)}]/ Wmn(f) 
(18) 

<!>,(/) =<*>m„(/)/{S(/)^„(/)} (19) 

G(B\f) = S(f,Q)/S(f), (20) 

with Wmn(f) being a weighting function introduced for normalizing and non- 
dimensionalizing the errors of the cross-power spectra. This function is represented 
by the following equation (standard deviations of error of co-spectrum and 
quadrature-spectrum, Bendat and Pirsol, 1986) for the real and imaginary part of Eq. 
(17), respectively: 

a[Cm„(/)] = [{1>ram(/)0„„(/) + Cm„(/)2 -Qm„(ff}'2Njn (21) 

o[Qm„(f)] ~ l{<S>mm{fys>J.f) - Cm„{ff + QMf)l 2AU1'2, (22) 

where <&„,„(/) = Cm(f) - iQm„(f) and Na is the number of the ensembled average. 
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The directional spreading function normally takes values greater than or equal to 
zero. However, in the EMEP, the function is treated as a function which always takes 
positive values. Then, as a general expression for G(0|/), we can extend Eq. (12) (or 
simplify Eq. (13)) to obtain 

N 

exp[^{a„(/)cos«6 +6„(/)sin»9}] 
G(6|/) = - "-0  (23) 

f exp[V {a„(/)cosne + Z»„(/)sin »6}]Je 

where «„(/), &„(/) ; (« = 1,"-,A0 are unknown parameters. 
For the sake of convenience, the complex values <(>,(/)  and  77,(/>9)   are 

rewritten as 

Hi(Q) = Re{Ht(f,Q)}   ^+1(6) = Im{//,(/,e)} J 

so that <)>,(/) and //,(/,6) are real. For simplicity, the frequency / is omitted on the 
LHS of Eq. (24), and is also omitted hereafter. 

When Eq. (17) is applied to the observed data, the errors contained in the cross- 
power spectra must be taken into account. Thus, after making the substitution of Eq. 
(23) into (17), it can be modified by considering the existence of errors e,., i.e., 

£* {<));- Hj(Q)}exp{J,(a„ cosnQ + bn sin nQ)}dQ 

JTexP(2K cos"e + K sin«e)}J9 (25) 

(i = l,---,M) 

where M is the number of independent equations left after eliminating the 
meaningless equations such as the zero co-spectrum and zero quadrature-spectrum. 

Now, if e, ; (/ = l,---,M) are assumed to be independent of each other, and the 
probability of their occurrence is expressed by the normal distribution having a zero 
mean and variance a2, the optimal G(6|/) is one which minimizes JE ]• However, 
Eq. (25) is nonlinear with respect to an, bn ; (n = l,--,N), and is therefore difficult 
to solve. Consequently, let us apply Newton's technique of local linearization and 
iteration to solve the problem. 

If approximate solutions an, bn ; (n = \,---,N) are known, the solution an, bn ; 
(n = \,---,N) can be written as 
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(26) 

where a\, b'n are the residuals between the solution an, bn and the approximate 
solution an, bn. 

Substitution of Eq. (26) into (25) and rearranging yields the following linearized 
equation with respect to a'„,b'n: 

Ef = ZN,i • Va'„X„,,+Z»'„7„,,)     (z = l,-,M), (27) 

where 

[%-Hi(Q)}FN(Q)dQ 

X    =7   >^- 

1^(6)^9 

J FN(Q)cosnQdQ    j {<(>, -Hi(Q)}FN(B)cosnBd8 

Y   = 7   J * 

Jo5v(eye j"^ - //,(9)}^(e)^ 

Fw(e)sinw6fi?e     I {<|)(-Jffj(
e)}j'v(e)sin«erfe 

0 Jo 

joFN(Q)dQ J[^-^(e)}Fw(e)dB 

(28) 

(29) 

(30) 

<2ft 7^(e) = exp{y(a„cos«e + £„sin«9)}. (31) 

Equation (27) can be solved iteratively by assuming a proper approximate solution an, 
bn;(n~\,-,N). 

Minimizing ]? e f for a particular data set also introduces an additional problem of 
choosing the optimal finite order N for the model (Eq. (23)); hence to overcome this, 
the minimum Akaike's Information Criterion (AIC) procedure (Akaike, 1973) is 
incorporated into the above iterative calculations to yield a reasonable and smooth 
estimate of G(0|/). The AIC is given by 

AIC = M(ln 23i +1) + M In d2 + 2(27V +1), (32) 

where M is the number of independent equations (Eq. (27)) and a2 is the estimate of 
the variance of E , : (/' = !,•••, M). 
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5. Numerical computation of the EMEP 

To estimate the directional spectrum using the EMEP, the computation must be 
performed from lower (N = 1) to higher orders. During the iterative computation, 
however, the computation occasionally becomes unstable in special cases. If so, a 
control parameter 8 is introduced into Eq. (26) to under-relax the iterative 
computation: 

a„=a„+& an 
(33) 

that is, when the iterative computation is unstable, the control parameter 8     is 
changed to a smaller value, followed by 8 = (0.5)* : (k = 0, • • -,4). 

The numerical computation procedure including the minimization of the AIC is 
summarized as follows: 
1) Select the lowest model order N = 1 and compute Xnl, Ynj, and ZNj of Eq. (28) 

~ (30) assuming the initial approximate solutions of a, and bx being equal to 
zero. Then, to obtain solutions a, and Z>,, carry out the iterative computation of 
Eq. (27) and perform the least square method for ^ e f until the absolute values 
of residuals |a',| and \b\\ become small enough (\a\\ , \b\\ < 0.01). 

2) Compute the AIC by Eq. (32). 
3) Substitute a, and Z>, obtained in step 1) into Eq. (31) vice a, and Z>1; leaving a2 

and b2 equal to zero, and carry out the same procedure as step 1) to obtain the 
solutions at, bt : (/' = 1,2) of the 2nd order model (N = 2). If during the iterative 
computation one of the absolute values of residuals \a\\, \b\\ : (z' = l,2) has a 
value greater than 30, terminate the computation and adopt N = 1 as the optimal 
model order, with the values a, and Z>, obtained in step 1) being chosen as the 
solutions. If the iterative computation does not converge after 100 iterations, 
terminate the computation and similarly choose the solutions obtained in step 1). 
If \a\\, \b\\ : (i = 1,2) become less than 0.01, compute the AIC using Eq. (32) and 
proceed to the next step. 

4) If the AIC obtained in step 3) is greater than that of step 2), or if the absolute 
value of the difference between the two AICs is much less than 1, adopt N = 1 as 
the optimal model order and choose the values a, and b, of step 1) as the 
solutions. If the above cases do not hold, proceed to the next step. 

5) Change the model order into a higher one (3rd, 4th, ) and repeat in the same 
manner as steps 3) and 4). 

6) During the computation of step 5), if the AIC of the model order N+l is greater 
than that of the previous order N, or when the absolute value of the difference 
between the AIC of the model order N +1 and that of the previous order N is 
much less than 1, or when the iterative computation does not converge at the 
model order N+l, then terminate the computation and choose the model order 
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N and at, bt : (i = l,---,N) as the optimal solutions. 
7)     Substitute the optimal solutions at, bi : (i = \,--;N) into Eq. (23) to get the 

optimal directional spreading function G(8j/). 

In addition, since the number of unknown parameters should be less than or equal 
to the number of independent equations, i.e., 2N ^ M, steps 1) ~ 6) should be 
performed at most within this order. 

6. Examination of EMEP by Numerical Simulation 

Here we will employ numerical simulation to examine the validity of using the 
EMEP to estimate the directional spectrum. The procedure is the same as that used 
for examining the EMLM (Isobe et al., 1984), where the employed directional 
spreading function is a cosine-powered type function expressed as 

G(6)=2a,.cos-<(^). (34) 

When 7=1 only, Eq. (34) yields a unimodal directional spreading function, while a 
bimodal function is formulated by the superposition of two unimodal directional 
spreading functions, i.e., / = 1 and 2, having a different coefficient a,, mean direction 
0j, and spreading parameter St. The cross-power spectra utilized for the numerical 
simulation are obtained by numerically integrating Eq. (3). 

Figure 1 compares the given directional spreading function (TRUE) and the 
estimated ones by the EMEP, MEP, BDM, and EMLM, where the three measured 
quantities (sea surface elevation and two orthogonal slopes on the surface at the same 
location) are assumed to be the simulated observation condition. The ordinate is 
normalized by dividing the value of the directional spreading function by the 
maximum value of the TRUE directional spreading function. As indicated, the EMEP 
yields the same estimate as the MEP and can detect the small peak in proper direction 
in Fig. 1(e) and (f), though it overestimates the main peak and underestimates the 

(a) MEP — -E MEP 

CQ> " BDM"'' /t\ -TRUE - 

• 

'    EMLM 

• 

' (b) MEP - -EMEP 

c:<:e> " BDM'' ^•TRUE 

o. s - 
' EMLM 

V 

(c) MEP — ~^vV EMEP 
<e> BDM-^ 

/ \\    TRUE 
o. 5 

" 
/  'I 
/  EMLM 

(e) MEP - 
TRUE 

270 300 
o (degree) 

Fig. 1 Comparison of EMEP, MEP, BDM and EMLM (Three-quantity measurement) 
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Fig. 2 Comparison of EMEP, MEP, BDM and EMLM (Star array measurement) 

small peak. Also note that the EMEP (MEP) shows the minimum leakage of the 
wave energy into neighboring directional bands. On the other hand, the EMLM 
appears to recognize the existence of the small peak in Fig. 1(e), but its estimated 
direction is not proper, while the BDM does not even recognize the small peak. 

Figure 2 shows results when a star array consisting of four wave gauges is 
assumed as the simulated observation condition. The minimum distance D between 
the wave gauges is assumed as D/L =0.2, where L is the wave length. In 
comparison with Fig. 1, the directional resolution of the EMEP, BDM, and EMLM is 
improved in Fig. 2(d), (e), and (f). In particular, the EMEP is very close to the BDM 
and shows good agreement with TRUE. In contrast, the EMLM underestimates the 
small peak and shows some energy leakage around the peaks, especially in Fig. 2(e) 
and (f). 

7. Field Data Analysis 

Here we apply the EMEP to analyze wave records acquired at an offshore oil rig 
(Iwaki-oki Station) located 42 km off the Iwaki coast, the northeastern coast of the 
main island of Japan (Fig. 3), where the water depth is 155 m. Figure 4 shows the oil 
rig, which has installed on its legs, four step-resistance wave gauges, a two-axis 
ultrasonic current meter, and a pressure sensor (Fig. 5). The simultaneous 
measurement of seven elements is performed over 20 min every 2 h. The Onahama 
Port Construction Office, Second Port Construction Bureau, Ministry of Transport, 
has been conducting this multi-element measurement of directional waves since 1986. 

Figure 6 shows typical directional spectra of a swell having a significant wave 
height Hm =3.81 m, period Tm =12.3 s, and directional spreading parameter Smm = 
75, which are estimated by the EMEP, BDM, and EMLM. Note that the shape of the 
EMEP estimate is very similar to that of the BDM, but different from the EMLM's. 
The major difference between them is that the EMLM is more diffuse and does not 
show a concentration around the peak. In addition, the peak of the EMLM is 
obviously much lower than that of the EMEP and BDM. 
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Fig. 3 Location of the wave observation station. 

Ultrasonic current f 
seter and pressure| 
sensor 

Fig. 4 Offshore oil rig and the location of wave instruments. 
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and pressure sensor (Ch.7) 
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<§>        <$> 
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Fig. 5 Wave instrument array. 
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Fig. 6 Typical directional spectra of a swell 
estimated by EMEP, BDM and EMLM 
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038    - 
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Fig. 7 Typical directional spectra of multiple wave systems 
estimated by EMEP, BDM, and EMLM. 
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Sometimes several wave systems exist from different sources, with Fig. 7 
showing such an example measured at the Iwaki-oki Station for the EMEP, BDM, 
and EMLM. The contour lines of the relative spectral density are plotted by direction 
versus frequency domain. The upper figures show directional spectra having H]n = 
2.18 m and Tm = 9.0 s, while the middle ones are Hin = 2.02 m and Tm = 8.2 s and 
the lower ones Hy3 = 3.94 m and TV3 = 8.8 s. In the EMEP and BDM, several wave 
groups can be clearly seen coming from different directions with different peak 
frequencies, whereas some of the EMLM energy peaks are diffused and not as clear. 

8. Conclusions 

Precise determination of the directional spectral characteristics of ocean waves is 
an essential step in planning and designing of coastal and offshore structures. Since 
field measurements of directional wave spectra require deployment of multiple sensors, 
all of which must be maintained in good condition for successful data recording, the 
obtained data must be analyzed using an accurate, reliable, and robust method to 
estimate the directional wave spectrum. We believe the proposed EMEP meets these 
criteria and can be successfully employed for carrying out research on directional seas. 

Our major conclusions are as follows: 
1) The   EMEP   can   be   applied   to   handle   arbitrary-mixed   instrument   array 

measurements. 
2) When the EMEP is applied to three-quantity measurements, it yields the same 

estimate as the MEP and has higher resolution than the EMLM. 
3) When the EMEP is applied to more than three arbitrary-mixed instrument array 

measurements, it yields almost the same estimate as the BDM and has the highest 
resolution among other existing methods. 

4) A personal computer can be used to perform the EMEP; thereby obtaining real- 
time estimation of directional spectra. 
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CHAPTER 19 

A Regression Model for Estimating Sea State Persistence 

Yoshio Hatada1 and Masataka Yamaguchi2 

Abstract 

This paper deals with regression models for estimat- 
ing probability distributions of long term wave height, 
sea state persistence above a wave height threshold and 
peak wave height during a storm, and yearly-averaged 
occurrence rate of peak wave height event. The models, 
in which input condition is the variance of long term 
wave height at a concerned sea area, were constructed on 
the basis of statistical analysis of the long term wave 
height data obtained around the Japanese coast. First, 
the effect of observation interval on the above-mentioned 
wave climate statistics was investigated and a method to 
remove the effect by use of FFT was proposed. Second, 
Applicability of each regression model was confirmed from 
close agreement between estimation and observation for 
the wave climate statistics. Finally, return periods of 
extreme wave height with prescribed sea state persistence 
and wave height threshold at wave observation points 
around the Japanese coast were estimated with a combina- 
tion of the present regression models. 

1. Introduction 

Sea state persistence is an important factor to be 
considered in maritime activity and design of coastal 
structures. Although many studies on its statistical 
properties (Lawson and Abernethy, 1975; Graham, 1982; 
Takahashi et al., 1982; Kuwashima and Hogben, 1984; 
Smith, 1988; Yamaguchi et al., 1989, 1993; Teisson, 1990; 
Mathiesen, 1994) have been conducted using the observed 

1 Research Assistant, Dept. of Civil and Ocean Eng., 
Ehime Univ., Bunkyocho 3, Matsuyama 790, Ehime Pref., 
Japan 

2 Prof., Dept. of Civil and Ocean Eng., Ehime Univ., 
Bunkyocho 3, Matsuyama 790, Ehime Pref., Japan 
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wave data, probability distribution of sea state persist- 
ence of high waves which is crucial to the design of 
coastal structures and a statistical model for estimat- 
ing sea state persistence of high waves still remain open 
to question, because of the lack of long term observed 
wave data with good quality. 

The aim of this study is to present a regression 
model for estimating return period of extreme wave height 
with prescribed sea state persistence and wave height 
threshold on the basis of statistical analysis for dis- 
tributions of significant wave height and sea state per- 
sistence and peak wave height during a storm using long 
term data of coastal waves around Japan acquired over 
several years by the Japan Meteorological Agency and the 
Bureaus of Harbor Construction, Ministry of Transport. 

2. Wave Data and Analysis Method 

Wave data used in the analysis are those measured 
for 20 minutes every 1 to 3 hours with a sonic-type wave 
gauge installed in water of 30 to 50 m depth. Fig. 1 
shows location of 14 wave observation points around the 
Japanese coast. The longest and shortest observation 
periods are 14 years at Irouzaki in the Pacific coast and 
Kyougamisaki in the Japan Sea coast and 5 years at 
Shirihamisaki in the Pacific coast of North Japan. The 

East China       • _       . 
 —    .  /aatamisaki Sea      o* 

Kiyanmisaki 

Fig.   1  Location  of wave  observation points. 
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most prominent feature of the wave data is that breaks in 
the data record are rare, in which even the highest ratio 
of breaks is less than 5 %  of the total run at Sakihama 
in the Pacific coast. One or two missing data points in 
the time series of wave height were filled using linear 
interpolation but larger gaps due to breaks were not 
filled. 

Fig. 2 illustrates the definitions of sea state 
persistence r and peak wave height Hp. Individual sea 
state persistence r is defined as linearly-interpolated 
time span above a wave height threshold H±/3C.   Wave 
height threshold is prescribed every 0.25 m for the range 
of 0.5 to 5 m. Peak wave height Hp is obtained by fitting 
of parabolic curve to the three largest wave height data 
to recover the reduction of wave height associated with 
observation of discrete interval and application of FFT. 

peak wave height 

wave height 
threshold Hi/sc 

time series of wave height 

Fig. 2 Definitions of sea state persistence 
and peak wave height. 

3. Fitting of Probability Distribution to Wave Data 

Four kinds of probability distributions such as 
3-parameter and 2-parameter Weibull distributions, 3-pa- 
rameter lognormal distribution and hypergamma distribu- 
tion (Suzuki, 1964) or generalized gamma distribution 
(Ochi, 1992) were used for data fitting. As a result of 
goodness of fit test, the 3-parameter Weibull distribu- 
tion was chosen for fitting to the long term wave height 
data and peak wave height data, and the 2-parameter Wei- 
bull distribution was used for fitting to persistence 
data above a wave height threshold given every 0.25 m. 
The method applied for the estimation of the parameters 
is the maximum likelihood method. Each parameter is dis- 
tinguished with suffix "H", or "r" or "e". Non-exceed- 
ance probability of the 3-parameter Weibull distribution 
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F(x)   is written as 

F(x)=l-exp[{(x-b)/(x0-b)}k], (1) 

in which k, b and XQ are the shape parameter, location 
parameter and scale parameter respectively. If the loca- 
tion parameter b is set to zero, Eq. (1) reduces to 2- 
parameter Weibull distribution. 

Fig. 3 shows an example of the probability distribu- 
tions fitted to the wave height data. Goodness of fit of 
the 3-parameter Weibull distribution to the wave height 
data is satisfactory in this case. The other distribu- 
tions produce poor fit in the higher or lower wave height 
region and the parameters estimated for hypergamma dis- 
tribution are not always statistically stable. 
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Fig. 3 Fitting of probability distributions 
to wave height data. 
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Fig. 4 Fitting of 2-parameter Weibull distribution to sea 
state persistence data and fitting of 3-parameter 
Weibull distribution to peak wave height data. 
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Examples of the fitting of the 2-parameter Weibull 
distribution to the persistence data and the fitting of 
the 3-parameter Weibull distribution to the peak wave 
height data are indicated in Fig. 4. Goodness of fit of 
these distributions is satisfactory. When sea state per- 
sistence data are well approximated with the 2-parameter 
Weibull distribution, use of the 2-parameter distribution 
rather than the 3-parameter distribution is preferable, 
because the estimates of parameters in this case are 
statistically more stable. 

4. Effect of Sampling Interval on Wave Climate Statistics 

In order to investigate the effect of sampling 
interval on wave climate statistics, time series of wave 
height data were resampled with sampling intervals of 2, 
3, 4, 5, 6, 8, 10 and 12 hours from those observed every 
1 hour and with sampling intervals of 4, 6, 8, 10 and 12 
hours from those observed every 2 hours. Then, wave cli- 
mate characteristics were analyzed using the above-men- 
tioned methods. The left side of Fig. 5 shows an example 
of the relation between shape parameter kr of the 2-pa- 
rameter Weibull distribution fitted to sea state persist- 
ence data and wave height threshold H±/3C  in the case of 
sampling time of *jt=2 hours, and the right side of Fig. 5 
is the relation between shape parameter ke of the 3-pa- 
rameter Weibull distribution fitted to peak wave height 
data and wave height threshold H±/Qc-   Relations between 
the Weibull parameters and wave height threshold are 
approximated well with power functions such as 
kr=akr(Hl/3c)bkr and ke=aj^e (H^ /$) Dke . These results hold 
for the other parameters XQT, De and xue of the Weibull 
distribution. 

Kyougatnisaki 
it=2hrs 

0.689(H1/3c)°-
191 

2 
Hl/3< 

Fig. 5 Relation between Weibull parameter 
and wave height threshold. 

The relations between the coefficients ajCT, aj^e in 
the power function and sampling interval At  are indicated 
in Fig. 6. These coefficients, and consequently, the 
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probability distributions of sea state persistence and 
peak wave height are strongly dependent on sampling 
interval At.   But the parameters of the 3-parameter Wei- 
bull distribution fitted to long term wave height data 
are almost independent of sampling interval. 

1.25 

cd 
0.75 

0.5 

Kyougamisaki 

akr= 
0. 571/rt0-262 

J I L 

1.25 

4   8 
AX hrs 

12 

Kyougamisaki 

4   8   12 
it hrs 

Fig. 6 Dependence of coefficient in power 
function on observation interval. 

In order to remove the effect of the sampling inter- 
val on wave climate statistics, higher frequency compo- 
nents in time series of wave height data were filtered 
out by making use of FFT, and then the same methods as 
before were applied for the estimation of the wave cli- 
mate statistics. Fig. 7 describes the effect of cut-off 
period on the coefficient in the power function, and an 
almost constant value of the coefficient can be found for 
the range of sampling interval shorter than half of a 
prescribed cut-off period. But it should be noted that 
filtering of time series of wave height data produces 
longer sea state persistence data and lower peak wave 
height data. In the following analysis, the cut-off peri- 
od of At=6  hours is chosen in order to avoid the smooth- 
ing effect as much as possible and to make quality of 
wave height data similar with respect to the sampling in- 
terval, when the sampling interval used in actual obser- 
vation is taken into account. 
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Fig. 7 Effect of cut-off period on coefficient 
in power function. 
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5. Construction of Regression Models 

(1) Regression model for wave height distribution 
Fig. 8 shows the relations between parameters of the 

3-parameter Weibull distribution fitted to long term wave 
height data and variance HCT

2 of wave height data in each 
wave observation point. The relations are approximated 
well by power functions such as 

kH=1.10(Hff2)-0.246, bH=0.088(Ha2)-0.894, 

x0H=1.19(Hff2)0.088 
(2) 

These relations are approximate ones, because the param- 
eters of the Weibull distribution theoretically depend on 
mean, variance and skewness of the population. But long 
term wave height distribution can be approximately esti- 
mated from these regression equations by giving wave 
height variance in the sea area as an input condition. 
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Fig. 9 Relation between sea state persistence 
parameter and wave height threshold. 
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(2) Regression model for sea state persistence 
Relations between sea state persistence parameters 

and wave height threshold are indicated in Fig. 9. The 
relations are approximated well by regression equations 
such as 

kT=a(H1/3c)b, x0r=c(H1/3c)d (3) 

Fig. 10 shows the relations between coefficients in 
the above regression equations and variance of wave 
height at 14 wave observation points around the Japanese 
coast. Relatively high correlation is found between these 
variables and the relations are approximated with power 
functions such as 

a=0.778(Hff2)0.088f 

c=35.1(HCT
2)0.555) 
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Fig. 10 Relation between coefficient in regression 
equation and variance of wave height. 

Thus, probability distribution of sea state persist- 
ence above a prescribed wave height threshold can be 
estimated by using these regression models, when wave 
height variance in the sea area is given as an input 
condition. Fig. 11 illustrates the comparison between 
estimation and observation for mean T  and standard devia- 
tion ra   of sea state persistence and probability distri- 
bution. Good correspondence is observed between estima- 
tion and observation. 
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rhrs 

Fig. 11 Comparison between estimation and observation 
for sea state persistence. 

(3) Regression models for peak wave height and its 
occurrence rate 
Fig. 12 shows the relation between peak wave height 

parameters in the Weibull distribution ke, be> xoe 
a£d 

yearly-averaged occurrence rate of peak wave height N, 
and wave height threshold Hi/3c. 

Tne former three rela- 
tions are approximated with power functions such as 

ke=a(H1/3c)
b
> be=c(H1/3c)

d, x0e=e(H1/3c)
f (5) 

and the last relation is approximately expressed with 
exponential function as 

N=p.exp{-q(H1/3c)
1-5} (6) 
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Fig. 12 Relation between peak wave height parameters and 
occurrence rate, and wave height threshold. 
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Fig. 13 Relation between coefficients in regression 
equations and wave height variance. 

Then relations between coefficients in regression 
equations and variance of wave height estimated individ- 
ually at 14 wave observation points are shown in Fig. 13. 
These relations are also well approximated with power 
functions as 

a=0.790(HCT
2)0-025, 

c=1.000, 

e = 1.98(H(72)0.252> 

p=141(Ha2)-0.164> 

b=0.216Hff
2+0.042 

d=0.997(Ha2)-0.006 

f=0.627(Hff2)-0.257 

q=0.285(Hff
2)-0.521 

(7) 
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Fig. 14 Comparison between estimation and observation 
for yearly-averaged occurrence rate of peak 
wave height and probability distribution of 
peak wave height. 

Probability distributions of peak wave height and 
yearly-averaged occurrence rate of peak event at a pre- 
scribed wave height threshold can be estimated by using 
these regression models for given wave height variance. 
Fig. 14 is an example of the estimation for yearly-aver- 
aged occurrence rate of peak wave height and probability 
distribution of peak wave height. High correlation be- 
tween estimation and observation can be seen. 

6. Estimation of Return Period of Extreme Wave Height 

Assuming independence between sea state persistence 
and peak wave height, return period R of peak wave height 
Hp with prescribed sea state persistence r above a wave 
height threshold Hi/3C can be estimated from the follow- 
ing equation 

l/R=N(H1/3c){l-F(Hp;H1/3c)}{l-F(r;H1/3c)} (8) 

in which F(Hp;H^/3C) and F(r;H]/3C) are non-exceedance 
probabilities of peak wave height Hp and sea state per- 
sistence r above a wave height threshold H±/3C-   When 
variance of long term wave height at a location around 
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the coastal area of Japan is given as an input condition, 
the Weibull parameters and yearly-averaged occurrence 
rate of peak event above a prescribed wave height thresh- 
old required in Eq. (8) are determined by using all re- 
gression equations mentioned before. 

Table 1 illustrates examples of return periods of 
peak wave height Hp=8 m with sea state persistence r=12 
hours above a wave height threshold H1/3C=4 m which are 
estimated around the coastal area of Japan. The return 
periods of extreme wave height under these conditions 
range from about 160 to 270 years. The longest return 
period is obtained at Atsumi facing Northern Japan Sea. 
This is due to low exceedance probability of a prescribed 
extreme wave height and the resulting longer return peri- 
od. The second longest return period is evaluated at 
Satamisaki facing Western Pacific Ocean. This is due to 
geographical situation around Satamisaki. That is to say, 
two islands, Tanegashima Island and Yakushima Island are 
located near Satamisaki, which tends to be sheltered from 
incoming waves by these islands. 

Table 1 Return period R for peak wave height Hp with 
sea state persistence r above wave height thre- 
shold Hi/ac for Hp=8 m, r=12 hours and 
Hl/3c =4 m. 

location H„2 

(m2) 
N(H,/3c) l-F(r) 1-FCHP) R 

(years) 
Matsumae .620 8.2 .246 .0029 169 
Atsumi 1.067 15.4 .276 .0009 269 
Kyougamisaki .885 12.7 .268 .0014 211 
Kashima .663 9.0 .251 .0026 173 
Fukuejiroa .565 7.2 .240 .0035 165 
Shirihamisaki .406 4.3 .214 .0066 165 
Enoshima .555 7.0 .239 .0036 164 
Irouzaki .407 4.3 .215 .0066 164 
Sakihama .320 2.7 .194 .0105 179 
Satamisaki .216 1.1 .157 .0223 249 
Kiyanmisaki .415 4.4 .216 .0064 164 
Wajima .869 12.4 .267 .0015 207 
Kanazawa .906 13.0 .269 .0013 216 
Tottori .708 9.8 .255 .0023 178 
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7. Conclusions 

Main results obtained in this study are summarized as 
follows; 

(1) Effects of wave observation interval on the distribu- 
tions of sea state persistence and peak wave height dur- 
ing a storm are relatively strong, whereas the effect on 
the long term wave height distribution is negligibly 
weak. 

(2) Effect of observation interval on wave climate sta- 
tistics can be removed by use of FFT. 

(3) Probability distribution of sea state persistence 
above a prescribed wave height threshold can be estimated 
with a proposed regression model, when variance of long 
term wave height is given as.an input condition. 

(4) At the coastal sea area of Japan, return period of 
extreme wave height with prescribed sea state persistence 
and wave height threshold can be estimated with a combi- 
nation of regression models for probability distributions 
of sea state persistence and peak wave height, and year- 
ly-averaged occurrence rate of peak wave height, when 
wave height variance in the sea area is given as an input 
condition. 
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CHAPTER 20 

THE MAXIMUM SIGNIFICANT WAVE HEIGHT 
IN THE SOUTHERN NORTH SEA 

L.H. Holthuijsen\ J.G. de Ronde2, Y. Eldeberky1, H.L. Tolman3, N. Booif, 
E. Bouws4, P.G.P. Ferier1, J. Andorka Gal2 

Abstract 

The maximum possible wave conditions in the southern North Sea are estimated 
with synthetic storms and a third-generation wave model. The storms and the 
physics in the wave model have been chosen within the uncertainty of the state- 
of-the-art to have maximum effect. The wave conditions appear to be limited by 
the presence of the bottom and to some extent by the assumed maximum wind 
speed of 50 m/s. The maximum significant wave height thus determined for the 
southern North Sea is about 0.4 times the local water depth. 

Introduction 

Extrapolations of observations usually provide fair estimates of extreme 
conditions as long as the physical regime of the waves does not change 
dramatically. Such a change may occur because the wind speed is limited and in 
shallow seas the water depth is limited. An extrapolation of the significant wave 
height should take this into account, possibly as an upper limit of the significant 
wave height. In the present study, the existence of such an upper limit in the 
southern North Sea is investigated. 

Although the maximum wind speed in the North Sea is not well known, 
consultation with meteorologists suggested the 50 m/s wind speed as an upper 
limit. We investigate the sensitivity of the our results for this assumption. The 
physical phenomena of waves in these conditions are not well known either but 
we use a state-of-the-art wave model. For deep water this type of model has 
shown to be reliable in hurricane conditions. 

1 Delft University of Technology, the Netherlands, 2 Ministry of Public Works 
and Transport, the Netherlands,3 NOAA, National Meteorological Center, USA, 
4 Royal Netherlands Meteorological Institute, the Netherlands 
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The wave model 

We use the numerical wave model WAVEWATCH II (Tolman, 1991, 1992). It 
is based on the discrete spectral action balance equation with a number of 
optional formulations for wave generation and dissipation. First we use it with 
initial choices for these formulations and then we investigate the alternatives. 

The wave model 
The action balance equation is a generalization of the energy balance equation in 
the presence of currents (e.g., Phillips, 1977). In the model this balance is 
formulated for propagation over a sphere with coordinates longitude A. and 
latitude <j>: 

         ' +(cosd>)    " + - +—- + —- =S(o>,8) 
dt a* ex d<* ae 

in which 7V(o,0) is the action density of the waves, defined as the energy 
density £(o>,0) divided by the relative frequency o, as function of absolute 
frequency o> and direction 6. The left-hand-side represents the local rate of 
change of the action density, propagation along great circles, shifting of the 
absolute frequency due to time variations in depth and currents, and refraction. 
The expressions are taken from linear wave theory (e.g. Mei, 1983). We will not 
consider currents in the present study. The right-hand-side of the above balance 
(the net production of wave action) represents all effects of generation and 
dissipation of the waves. The processes which are included in the model are: 
wave generation by wind, nonlinear quadruplet wave-wave interactions and 
dissipation (white-capping and bottom friction). The WAVEWATCH II model 
incorporates more than one formulation for each of these processes except for 
depth-induced wave breaking, which we added. For this we used the formulation 
of Battjes and Janssen (1978) and Battjes et al. (1993). As an alternative for 
Battjes and Janssen (1978) we added the formulation of Roelvink (1993). 

In discretizing the spectrum we used a logarithmic frequency distribution from 
.022 Hz (a rather low frequency, chosen to cover extreme conditions) to .75 Hz 
with a 10% resolution. The directional resolution is 15°. From the numerical 
options in WAVEWATCH II (see Tolman, 1992) we choose to use the up-wind 
propagation scheme with either the static integration of the source terms 
(constant-wind cases) or dynamic integration (all other cases). The spatial 
resolution of the bottom grid is about 8 km except near the Dutch coast where 
it is 3 km. The bathymetry is indicated in Fig. 1. In view of the type of storms 
that we will consider, we imposed a uniform increase of 5 m in water depth to 
simulate the corresponding storm surge. We verified with sensitivity computations 
that the wave conditions at the northern boundary of the model (at 62° N) are not 
relevant for the southern North Sea in the extreme conditions considered here. 
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Maximum wave physics 
We initially use formulations that are identical to those of the published WAM 
model (WAMDI group, 1988; to investigate the sensitivity of the results for the 
assumed maximum wind speed). However, we replaced the bottom friction 

Fig. 1 The bathymetry of the North Sea (8 km resolution; upper panel) and the 
maximum significant wave height in the southern North Sea computed with 16 km 
resolution in a uniform wind field (50 mis from 330°; lower panel). Physics 
selected for maximum effect. 

formulation of Hasselmann et al. (1973) with the formulation of Madsen et al. 
(1988) and we added the depth-induced breaking of Battjes and Janssen (1978) 
and Battjes et al. (1993). This setting of the physics is summarized in Table 1 
under the heading "initial". 

The maximum significant wave height in given wind conditions is achieved by 
minimizing the effect of dissipation and maximizing the effects of generation 
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(within the uncertainty of the state-of-the-art). We therefore varied the 
formulations of the physics in the model to each of the available options in 
WAVEWATCH II (Table 1). 

WAVEWATCH II 

physics initial options 

wind input Snyderetal. (1981) + 
Komen et al. (1984) 

Janssen (1991) 

wave-wave 
interactions 

Hasselmann and Hasselmann 
(1985) 

- 

white-capping Komen et al. (1984) Komen et al. (1984) + 
Jansscn (1991) 

bottom friction Madsen et al. (1988) Hasselmann et al. 
(1973) 

depth-induced 
breaking 

Battjes and Janssen (1978) + 
Battjes etal. (1993) 

Roelvink (1993) + 
Battjes et al. (1993) 

Table 1. The formulations of the physics of wave generation and dissipation in 
WAVEWATCH II (Tolman, 1991, 1992). The formulations that generate 
the maximum significant wave height are indicated with shading. 

We hindcasted for each variation independently the significant wave height at all 
stations indicated in Fig. 4 for wind speed 50 m/s from direction 3303. After all 
variations were considered and selected (as indicated in Table 1), we hindcasted 
the significant wave height in the southern North Sea with the selected 
formulations of the physics combined. The results are shown in Fig. 1. The 
significant wave height thus obtained is typically 1 m higher than obtained with 
the initial model setting. 

Verification 
We verified results of the model with the selected formulations for generation and 
dissipation (Table 1) with WAVEC buoy observations in a severe storm 
(December 12, 1990). The time series of the significant wave height for the 
station with best agreement between observed and computed maximum significant 
wave height and the station with the worst agreement are given in Fig. 2. The 
maximum significant wave height at these and other stations is given in Table 2. 
The agreement between observation and computation is generally reasonable 
except at station SON which is planned to be investigated further (the buoy seems 
to be located between two ship wrecks). 



MAXIMUM SIGNIFICANT WAVE HEIGHT 265 

—  observation 
computation 

Ttmelnhrs(0hr-901211 00) 
64        SO        66 

(.0    observation 
      computation 

a.o M 
7.0 • •J w 
6.0 \ 

1 u - Is " "      \          m    \ 
\   \ 

io • 

/^> 
Jl - 

18       34       30 
•nnwlntirslOhr-901211 00) 

42       48        S4        60       60       72 

Fig. 2. The observed and measured time series of the significant wave height in the 
storm of December 12, 1990 at stations EUR (top panel) and SON (bottom 
panel). 

station observations computations difference 

AUK 12.20 m 12.47 m -0.27 m (2%) 

SON 7.70 m 5.60 m 4-2.10 m (26%) 

ELD 7.70 m 7.25 m + 0.45 m (6%) 

K13 7.70 m 7.60 m + 0.10 m(l%) 

YM6 6.70 m 6.40 m +0.30 m (4%) 

EUR 6.25 m 6.30 m -0.05 m (1%) 

LEG 6.00 m 5.42 m + 0.58 m (10%) 

Table 2. Observed and computed maximum significant wave height at various 
locations in the storm of December 12, 1990. 
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The wave model for the parametric storms 
To find the storm that would generate the maximum significant wave height in 
the southern North Sea, we used a search procedure with a large number of 
synthetic storms (see below). For economic reasons these hindcasts were carried 
out with the second-generation wave model DOLPHIN-B described by 
Holthuijsen and de Boer (1988). This wave model has been adapted for shallow 
water and tuned to resemble the behaviour of the WAVEWATCH II model 
(initial setting) at station K13 in the storm of Feb. 1953. Dedicated computations 
showed that the storms that generated the largest significant wave heights at 
station K13 also generated the largest values at the other locations along the 
Dutch coast. The computations for the selected synthetic storm were repeated 
with the WAVEWATCH II model. 

The wind field 

In search for the existence of a physical upper-limit of the significant wave height 
we assume, in consultation with meteorologists of the Royal Netherlands 
Meteorological Institute, a wind speed of 50 m/s to be the maximum realizable 
sustained wind speed over the North Sea (at 10 m elevation). This is only a crude 
estimate and we will therefore determine the sensitivity of the maximum 
significant wave height for this assumption. 

Uniform wind 
The waves are hindcasted in a uniform wind field over the entire North Sea until 
a stationary situation is achieved for various wind speeds and directions. For 
these hindcasts a 16 km spatial resolution was used (sensitivity tests showed 
practically no effect of refining the resolution to 8 km). Fig. 3 shows that 
between northerly and westerly wind directions the significant wave height is 
weakly dependent of the direction with most (but not very pronounced) maxima 
at wind direction 330°. To find the sensitivity for the wind speed, we repeated 
these hindcasts for wind speeds in this direction increasing from 20 m/s to 60 
m/s. As shown in Fig. 3 the sensitivity is rather weak (practically absent at the 
shallower stations) around the assumed maximum wind speed of 50 m/s. 

Results 
To obtain high resolutions results along the Dutch coast, we refined the 
computations in the southern North Sea with nested computations (from a 16 km 
via an 8 km to a 3 km grid resolution). The results are shown in Fig. 4. 

Synthetic storm 
To investigate whether the maximum wave conditions found in the above constant 
wind field are physically realizable, we hindcasted the waves in an extreme storm 
that we synthesized from historic storms. We selected this storm with search 
procedures involving wave hindcasts in a large number of synthetic storms. 
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Fig. 3 The significant wave height as a function of wind direction (50 m/s) at various 
stations (top panel). The significant wave height as a function of wind speed from 
330° at various stations (bottom panel). 

Storm parameterization 
To represent the atmospheric pressure in the synthetic storms we used a spatial 
Gaussian distribution with the radius to maximum wind different along the four 
major (orthogonal) axes of the storm. This created an elliptical asymmetric 
pressure field. From this pressure field we computed the geostrophic wind which 
we reduced to 65% and turned counter-clockwise by 15° to estimate the surface 
wind at 10 m elevation. Storms with surface wind speeds exceeding 50 m/s were 
removed from the search (due to the incremental nature of the search, small 
overshoots of about 2 m/s were permitted). The parameters of these synthetic 
storms were all assumed to vary linearly in time, characterized by one value at 
the moment when the centre of the storm is located at 10° W and one value 72 
hours later. 

We varied these time histories in the following search procedure within limits 
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obtained from historic storms. To that end we analyzed five storms that are 
considered by meteorologists to be the severest storms in the southern North Sea 
over the last decennia. 

Fig. 4 The maximum significant wave height along the Dutch coast computed 
•with 3 km resolution in a uniform wind field (wind speed = 50 mis from 
33(f) and in a synthetic storm (maximum wind speed = 51.8 mis). 

These are all storms from westerly or north-westerly directions: 1st Feb '53, 21st 
Dec '54, 3rd Jan '76, 19th-25th Nov '81 and 26th Feb - 2nd March '90. (We 
verified with extra hindcasts that storms with tracks from more northerly 
directions were irrelevant.) We followed these storms on standard weather maps 
after they passed 10° W longitude and we visually estimated as a function of 
time: the forward speed, the central pressure, the orientation of the major axes 
and the radii along these axes. We thus obtained for each of these parameters five 
time histories. By roughly approximating the upper and lower envelope of these 
time histories with straight lines. From this we estimated the limits of the 
parameter values at the start of the storm and 72 hours later. For the start and 
end positions of the storms we used the results of an earlier and more extensive 
analysis of historic storms by Zwart (1993). 

The search procedure 
To determine which synthetic storm would lead to the largest significant wave 
height in the southern North Sea, we have used a sequential binary search with 
the storm parameters varying within the limits obtained from the above analysis 
of historic storms. First a reference hindcast is carried out with the value of all 
storm parameters (start and end values considered separately) set at their mid- 
range value. In sequence each storm parameter is then investigated: it is set at 
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two values, one at the centre of the upper half-range and one at the centre of the 
lower half-range. All other parameters retain their reference value. Two hindcasts 
then decide which of these two values produces the largest significant wave 
height. The reference value of this parameter is then replaced by this selected 
value (it retains this value during the continuation of the search). Then the next 
storm parameter is modified similarly. After all storm parameters are thus 
investigated and selected the procedure is repeated twice, each time cutting the 
range of the storm parameter in half and centering it at the last selected reference 
value (three iterations in all). To increase the probability that the proper storm 
has been selected, we also carried out a synoptic binary search (replacing the 
reference values only after each of the three iterations has been completed) and 
a random search (shifting the mean to the selected value and reducing the widths 
of the assumed distributions by 50% after each of three iterations). A total of 
about 800 hindcasts was thus carried out. As the searches are carried out with 
three iterations, the resolution of the result is 1/8 of the original parameter range. 

Results 
The storm with the maximum significant wave height was selected by the 
sequential binary search. It is a fairly small but intense storm (300 to 400 km 
radius) tracking across the southern North Sea from a westerly direction. An 
inspection of the results suggests that to achieve the extreme wave heights, the 
wave field in the southern North Sea requires a locally high wind speed to 
compensate for local, bottom- induced dissipation (particularly breaking). Within 
the permitted range of atmospheric pressure, this locally high wind speed can be 
achieved only with a fairly small radius of the storm. The results of the other 
searches (synoptic binary and random) were storms that were similar in pattern 
to the one found with the sequential binary search but with somewhat lower 
significant wave heights. 

To obtain the results with third-generation formulations, we carried out the 
hindcast for the selected synthetic storm with the WAVEWATCH II model with 
the formulations selected for maximum effect of the physics. This hindcast was 
nested to 3 km along the Dutch coast. The resulting maximum significant wave 
height (at each location) is given in Fig. 4. 

Discussion 

Comparing the two wave fields in Fig. 4, it is obvious that the maximum 
significant wave height obtained with a uniform wind field is practically equal to 
that obtained with the extreme synthetic storm. Apparently the wave field in these 
conditions (maximum wind speed of about 50 m/s) is dominated by the local 
water depth. This is supported by the similarity between the pattern of the 
maximum significant wave height and the water depth (Figs. 1 and 4). In fact, 
in the region considered with depth between 10 and 55 m, the ratio between 
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maximum significant wave height and depth varies only between 0.35 and 0.45. 
This suggests a local equilibrium between generation on the one hand (for 50 m/s 
wind speed) and dissipation on the other. An uncertainty analysis based on 
sensitivity computations and on the uncertainty range of the coefficients in the 
selected formulations of the physics of wave generation and dissipation (not 
presented here) indicates that (a) the mechanism of bottom-induced breaking 
dominates the estimate of the maximum significant wave height and (b) the 
uncertainty of the estimated maximum significant wave height is about 5% 
upward and 25% downward. 

Conclusions 

The significant wave height in the southern North Sea seems to be limited by the 
local water depth and to some extent by an upper limit of the wind speed. The 
physics of wave generation and dissipation in these extreme conditions are not 
well known but with the available formulations selected for maximum effect, an 
estimate of the physical maximum of the significant wave height has been made. 
This has been done for selected wind fields using the third-generation model 
WAVEWATCHII (Tolman, 1991, 1992). The wind speed was limited to 50 m/s. 

The results in a uniform wind field over the entire North Sea and in a selected 
extreme synthetic storm (based on historic information) are almost equal, 
indicating a local balance between wind generation and bottom induced 
dissipation. The local ratio between maximum significant wave height and water 
depth is nearly constant in the southern North Sea and equal to about 0.4. 
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CHAPTER 21 

Improved Boundary Conditions to a Time-Dependent 

Mild-Slope Equation for Random Waves 

Toshimasa IshiiJ Masahiko Isobe2 and Akira Watana.be2 

Abstract 

The offshore and side boundary conditions to a, time-dependent mild slope 

equation for random waves are improved to introduce given incident waves into 

and extract reflected waves from the computational domain with reduced compu- 

tational time and storage size. The resulting numerical model is applied to cal- 

culate the wave field, nearshore current, and bottom topography change around 

a detached breakwater. 

1     Introduction 

A time-dependent mild-slope equation for random waves was derived from the 

mild slope equation by approximating frequency-independent expressions to the 

frequency-dependent coefficients (Kubo et al, 1991; Kotake et al., 1992). In 

the numerical solution, however, the peripheral region for absorbing the outgoing 

wave energy becomes large in comparison with the calculation domain of interest. 

In addition, because the velocity potential due to the incident waves must be 

calculated at each point in the peripheral region, extensive computational time 

is required. 

The present study deals with the incident wave boundary condition and the 

open boundary condition in more detail and improves them, so that the defor- 

mation of multi-directional irregular waves may be calculated with much less 

computational time and storage size. The numerical model developed is applied 

to calculate the wave field, nearshore current, and bottom topography change 

around a detached breakwater on a uniform slope. 

1Tokyo Electric Power Co., Ltd. 
2Dept. of Civil Eng., Univ. of Tokyo, Bunkyo-ku, Tokyo 113, Japan 
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2     A time-dependent mild-slope equation for 

random waves 

A time-dependent mild-slope equation for random waves (Kubo el al, 1992) 

is given by 

V(aV??) + «V ^lf + k2a(l + ifD)fj + t7(l -f ifD)-^ = 0 (1) 

a = CCg (2) 

C \ 
fj = -f[_2(l-n) + ?-(2n-l){l - (2n - 1) cosh2kd}} (3) 

re 2ra 

7 = reCpn + — (2n - 1){I - (2rc - 1) cosh2fcd}] (4) 
2n 

n = (1/2)(1 + 2fcd/ sinh2re<i) (5) 

where (7 is the wave celerity, Cg the group velocity, k the wave number, d the water 

depth, t the time, V the horizontal gradient operator, i the unit of imaginary 

number, and fo an energy absorbing coefficient. The symbol denotes quantities 

at the representative frequency Co. The relation between fj and the temporal water 

surface variation // is : 

r, = Re[fje-iQt] (6) 

3     Improvement of boundary condition for in- 
cident waves 

3.1     Layer boundary method 

In the numerical solution of horizontal two-dimensional problems, we introduce 

the incident waves at the offshore and side boundaries. In addition, the outgoing 

waves should propagate out at the boundaries without reflection. 

Kubo et al. (1992) presented a method that satisfies the above conditions, 

whereby the incident waves are introduced through a layer boundary. This tech- 

nique is illustrated in Figure 1. The energy of the outgoing waves is absorbed in 

the energy absorbing layer of a sufficient width, and the incident irregular waves 

must be prescribed as an excitation force at all grid points in the layer by a su- 

perposition of component waves. Consequently, the method requires considerable 

computational time and large storage, and therefore the number of component 

waves is restricted to about 200.    Also, as seen from results of computations 



274 COASTAL ENGINEERING 1994 

performed by Kubo et al. (1992) and the authors for multi-directional irregular 

waves around a detached breakwater, the distribution of the wave height was 

asymmetrical due to the statistical variation. 

Offshore 

Side 

3g|Incident and outgoing wavesfcy. 
»_» » *==g=*-Jirtit»«^j»«^-«*»Ktt«»«T**»-g~ 

****** •! • -•-i3«a£«-!i°«^*di 

Side 

Onshore 

[jjjjjl Wave incidence domain 

|«^| Energy absorbing layer 

^d Incident waves 

<^ 1 Outgoing waves 

Boundary condition 
V = Vin      . . 

Boundary condition 

#2 
9x 

_   1   §3. 

Fig.l:  Method for introducing incident waves through a. layer boundary (Kubo 
et al, 1992) 

3.2     Line boundary method 

The incident wave boundary condition is improved in the present study by 

introducing the incident waves through a line boundary as shown in Figure 2. 

The incident wave potential is only specified along the line boundary, which 

significantly reduces computational time and storage. With the new method wave 

transformation can be calculated for irregular incident waves even with as many 

as 1,000 components, whereas the previous method has a practical limit of about 

200 components. As a result, the deformation of multi-directional irregular waves 

can be calculated with a much higher accuracy because the statistical variation 
is reduced. 

The method is summarized in the following. First we set up a line boundary 

where the incident waves are introduced. Inside the line boundary, incident and 

outgoing waves are to be dealt with, whereas only outgoing waves exist outside 

the line boundary as shown in Figure 2. For this purpose, we only have to adjust 

the incident wave component f\in in the finite difference equation for which the 

central grid point is located adjacent to the line boundary. The incident waves 

are introduced into the calculation domain through this operation. 
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Detached Breakwater 

Side 

Onshore 

fggsi  Wave incidence domain 

I'.'J   Energy absorbing layer 

<^HH  Incident waves 

\——I Outgoing waves 

Fig.2: Method for introducing incident through a line boundary 

To describe the method in more detail, we apply it to a horizontal two- 

dimensional problem. The ADI method is employed in the numerical calculations 

to solve the present equation. The calculations are carried out alternately in the 

x and y directions, implying that the application of the present method must be 

considered separately for each direction. Figure 3 shows the application in the x 

direction. For a horizontal two-dimensional model on a uniform slope, the finite 

difference equation of the time-dependent mild-slope equation for random waves 

in the x direction is written 

"i+l 

+     CCi 

2/S.x 
f.t+1 

'h+1,3        'h-\,3 

"2Ax 

V£lj - ^tT+vtth ^ %j-i - 2C + C-+i 
Ax2 + 

Ay' 

+   i- 

+   0i 

A+i - A-i / (filth ~ nth) ~ (nil,* - vlu) 
2Ax        { 2AxAt 

(vlth -ifiiy + vlih) - (fji-u - K3 + VJ+u) 

+ (fit 

Ax'At 
~t-\ 

j-i n,3 + fih+i) - (€,h - 2C + vlj+i) 
Ay2At 

+     k2Oi{l+ifD) 
vty+vh 

+ *7i(l+*/r>) 
m. • ih 0 (7) 

2 ' ""v" ' "JLJ'      At 

By rearranging the equation under the condition that Aa: = Ay = A/, the left- 

hand side contains only unknown values (time step t + l) and the right-hand side 
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Fig.3:   Illustration of the method of introducing incident waves through a line 

boundary for the case of calculation in the x direction 

only known values (time steps t and t — 1), and the above equation can be written 

AUffcl; + A2irj\? + ,43.^+1, 

=   BUfjUj + 52,-JjfJ, • + BditjUj + B4>€,-i + B^h+i 

+Cl^,?J-i + C2-C1 + C^C+i (8) 

where (i, j) is the grid number in the (x, y) coordinate system,  t the time, 
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/11,;~ A'i,, Bli~ Bbi and Cl,~ C3,: the coeflicients determined by a,-,fin7.; etc. 

Equation (8) includes grid points indicated with a double circle in Figure 3. There 

are three such points at time t + 1, five points at time t and three points at time 

t, — 1 around the central grid point (i, j).   These grid points are divided into 

two types according to their position relative to the line boundary.  In the first 

type incident and outgoing waves coexist, and these grid points are shown with 

solid circles. In the second type only outgoing waves exist, which is indicated by 

empty circles. As an illustration, let us consider region A. The point(i, j + 1) at 

times t and t — 1 are points including both incident and outgoing waves whereas 

the double circle points are points with outgoing waves only. Hence, we apply an 

operation which subtracts the incident wa.ve term ??' ,     •„, rfr1   •    from pointf?, 1 v/+nm     t..j+1,111 x 

j + 1) at times t and t — 1. For this particular case, the finite difference equation 

(8) applied to outgoing waves may be written 

Al^If,., + A2iijty + Ai,f^3 

=   Bhrjl^- + B2ri, + B34+h3 + B4,-^._1 + #5^<J+1 

+CMIA + c^C1 + C3^Cii 

In regions B to E, the incident waves are introduced along the line boundary 

using the same method. In the case of the y direction, the position of the double 

circles at i + 1 and t — 1 time step should be reversed. 

The computational time required by the present method was compared with the 

previous method for the case of a calculation region with 80x100 grid points, 100 

component waves, and 3000 time steps. Multi-directional irregular waves were 

expressed using the single summation method. In this case, the computational 

time required by the present method was one-third that of the previous method. 

4      Improvement of open boundary condition 

4.1      One-dimensional open boundary condition 

The boundary condition at the outer edge of the energy absorbing layer used in 

the numerical calculations presented by Kubo et al. (1992) is shown in Figure 1. 

The one-dimensional Sommerfeld radiation condition is employed at the onshore 

boundary with the celerity C approximated by the long wave celerity in the same 

way as Ohyama et al. (1990). This condition is motivated by the fact that 

the wave direction becomes perpendicular to the onshore boundary due to wave 

retraction.   The condition at the offshore and side boundary is that the water 
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surface elevation is equal to that of the incident waves. This condition is based 

on the assumption that the outgoing waves are absorbed perfectly in the energy 

absorbing layer. In the numerical calculation presented by Kubo et al. (1992), a 

wide energy absorbing layer was needed to achieve perfect absorption. 

In the present study, a new open boundary condition is derived from the 

Sommerield-type boundary condition by applying a Taylor expansion in terms 

of the angular frequency and wave direction. The aim is to reduce the energy 

absorbing layer. We present the result for the one-dimensional case first and then 

for the two-dimensional case. 

The new open boundary condition for the one-dimensional case may be written 

i](xb, t + At) = r)(xb - CAt, t) 

,/=!/-,      -\ A  rdri{xb —CAtA)       -   , 
+C(1 - n)At[   /v  Li _ ikri(Xb __ CAM)] (10) 

where rj(xb, t + At) is the water surface elevation at the outer edge of the energy 

absorbing layer, and C, n and k the wave celerity, shallowness factor and wave 

number at the representative frequency, respectively. 

Equation (10) consists of coefficients which are independent of the frequency of 

component waves as a result of applying the Taylor expansion to the wave celerity 

C, which is a coefficient in the Sommerfeld-type boundary condition. Equation 

(10) is, therefore, applicable to irregular waves. The physical meaning of equation 

(10) is illustrated in Figure 4. 

Open boundary 

Correction" 
value 

CnAt 

CAt 

O     _. m,7> i 
Vn(x,,,t + At) = t]n{xb - CAt,i) 

+(c„ - c)A<~a''"^;CA''') 

••Vn(«H-CnAt,t) 

:I(n(l(-CAI,() 

,T)n(xb,t + At) •• 

tyt-Vn{Xb,i + At) •• 

-rin(x,t + At) = rjn(x-CnAt,t) 
-r)n(x,t + At) = r)n(x - CAt,t) 

•Vn(x,t) 

Fig.4:  Physical interpretation of the improved Sommerfeld-type boundary con- 

dition for the one-dimensional case 

The first term on the right-hand side of equation (10) expresses that the water 
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surface elevation of the wave at time t and at a point which is CAt a.way from 

the outer edge of the energy absorbing layer is equal to that at the outer edge 

after At, because the wave moves to the outer edge. C is the wave celerity at the 

representative angular frequency, however, the wave celerity of irregular waves 

is different from C. This is because irregular waves consist of many component 

waves with various angular frequencies. The second term on the right-hand side 

is a correction for the phase of the water surface elevation at the outer edge of 

the absorbing layer clue to the difference in wave celerity. 

Equation(lO) is derived as follows. First we have 

v(xh, t + At) = r,n(xb - CAM) - (Cn - gj/^d^-CAM)        (u) 
ox 

Expanding Cn into a Taylor series of Aw„ and truncating the series at the first 

order gives 

Cn = C+ (~) Acon (12) 
dio 

where ij^j and Aui,a are written 

dC\       1 /        f 
d*J = k I1 " n) (13) 

^j) Afc„ = hCAkn (14) 

Next, we assume that r]n(x, t) in equation (11) is expressed as r}n{x, t) = anel^knX~"nt^ 

and differentiate r]n(x,t) with respect to x. Expanding kn in r]n(x,t) into a Taylor 

series and truncating it at the first order gives 

dVn(x -CAt, t) = .(- + AkMx _ gAt; t) (15) 

Substituting equations (12) to (15) into the second term of equation (11) and 

neglecting second-order terms of the resulting equation yield 

- (Cn - C)AtdVn(-X ~d^
At— = iC{l - n)AtAknVn{x - CAt, t) (16) 

Equation (15) is rewritten as 

dn (r — CAt t) 
iAknVn(x - CAM) =   Vn[   Qx      ' ' - ihn(x - CAM) (17) 

Substituting equation (17) into equation (16) gives 

.%,(*-CAi,i) -{Cn - C)At- 
d X 

=   C(l - n)At [ dr,n[x dx°At,t) ~ %~kvn{x - CAt,t)) (18) 
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Equation (18) consists only of coefficients that are independent of the frequency 

and hence determined only by the representative frequency. Superposition of 

equation (18) for an infinite number of component waves gives the second term 

on the right-hand side of equation (10). The present open boundary condition 

combines equation (10) and the energy absorbing layer where the energy absorb- 

ing coefficient fo is increased linearly towards the outer edge of the layer in the 
same way as Ohyama et al. (1990). 

In the present study, we determine the width of the energy absorbing layer 

and the coefficients C, n, and k in equation (10) as follows. The width is given 

as 0.6Li, where L\ is the longest wavelength in the irregular waves. This width 

is chosen because reflection clue to friction of the energy absorbing layer begins 

to increase rapidly at a width of 0.61/ for a regular wave with wavelength L as 

obtained from the numerical calculations. Moreover, the coefficients C, n, and 

k in equation (10) are determined from the component wave having the longest 
wavelength. The energy absorption in the layer is the lowest for this component 

wave, implying that the energy at the outer edge of the layer is the highest. The 

behavior of the open boundary condition is shown in Figure 5.    fomax is the 

K r   0.10 

fDmax/nu 
A-i 1.00 
A-A 0. 50 
o-o 0. 25. 
*-• 0. 10 

Fig.5:   Reflection coefficient for the improved open boundary condition in the 

one-dimensional case 

maximum value of the energy absorbing coefficient, given at the outer edge of 

the layer. Figure 5 displays the reflection coefficient for component waves in an 

irregular wave field at a water depth of 10m that has a representative period of 6s 

and a longest period of 12s. It is seen that if B/L is greater than 0.6 and a proper 

value of fomax is selected, the reflection coefficient becomes sufficiently small. The 
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previous method needed a width of 1L for a, regular wave of wavelength L. Thus, 

a significant improvement is achieved with the present method. 

4.2     Two-dimensional open boundary condition 

In the horizontal two-dimensional case, it is necessary to approximate both the 

wave angle and the angular frequency by expanding them in Taylor series. For 

the two-dimensional case, equation (10) is written 

=    ?/„(:(• - CAt cos 9n, y - CAt sin 9n, t) 

8r]n(x - CAt cos 0n, y - CAt sin 0n,t) 
+C(1 -n)Atcos0., 

+(7(1 -n)Atsin0, 

dx 
di]n(x — CAt cos 6n, y — CAt sin 0n,t) 

8y 
-iC{l - n)Atkr]n(x - CAtcos0n,y - CAt sin 6n,t) (19) 

The wave angle 9n is expressed as the sum of a representative angle 6 and a 

deviation A()n : 

0n = 9 + A9n (20) 

We then substitute equation (20) into equation (19) and apply the additional 

theorem. Neglecting second order terms gives 

At cos 0n = At cos 0 (21) 

Atsin0n = At sin 0 (22) 

Substituting equations (21) and (22) into equation (19) gives an equation in which 

the coefficients are independent of component angular frequencies and wave an- 

gles. Superimposing the equation gives an improved Sommerfeld-type boundary 

condition for the two-dimensional case. 

r](x,y,t + At) 

=   TJ(X - CAt cos 9, y - CAt sin 0, t) 

-r)i](x - CAt cos 9, y - CAt sin 0, t) 
+C(1 -ri) At cos 6 

+(7(1 -h)AtsinO 

dx 
di](x - CAt cos 0, y - CAt sin 0, t) 

dy 

iC{l ~ h)Atkrj(x - CAtcos0,y - CAtsm9,t) (23) 
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where the representative wa.ve angle 0 is determined from the gradient of the 

water surface elevation in the x and y directions at the outer edge of the energy- 

absorbing layer : 

S = tan- (8ghJb<m) (24) 
\dri(x,y,t)/dx) l    ; 

5     Calculation of wave field, nearshore current 

and bottom topography change 

With the boundary conditions developed above, we carried out the calculation 

of deformation of multi-directional irregular waves around a detached breakwater 

on a uniform slope. The waves consisted of 958 components and were given 

by the single summation method. Also, the nearshore current and the bottom 

topography change were calculated by using the results of the calculation of the 

wave field. These results were compared with calculations for regular waves. 
The method of calculating the nearshore current and the bottom topography 

change was similar to that of Kubo et al. (1992). Figure 6 shows the distribution 

of wave height for multi-directional irregular waves ((i71/3)0 = lm, T1/3 = 6s, 

($P)O =0 ° ) around the breakwater, and Figure 7 shows the distribution for reg- 

ular waves (H0 =0.706m, T=6s) which has the same wave energy as the irregular 

waves. In the results for regular waves, a node and antinode occur in front of 

the detached breakwater, but for the multi-directional irregular waves, the vari- 

ation in the wave height is small except just in front of the breakwater. This is 

because the multi-directional irregular waves consist of component waves with 
various wave direction and frequency, which affects the position of the node and 

antinode. Furthermore, the unreasonable value on the wave height due to the 

statistical variation that can be seen in the front of the breakwater in the results 

of Kubo et al. (1992) does not appear in the results of the present study. Figures 

8 and 9 show the calculation results for the nearshore current under the above 

wave field. Overall, the current shows almost the same tendency, but the current 

velocity due to the multi-directional irregular waves is smaller than that due to 

the regular waves. This is because the radiation stress gradients become smaller 

around the average break point due to the variability in the break-point location 

and the large width of the surf zone for multi-directional irregular waves. In 

addition, in front of the breakwater the variation in the wave height, and hence 

the radiation stress, is large, however, a current does not occur since the gradi- 

ents of the radiation stress and the mean water level are balanced here. Figure 

10 shows the result of the calculation of the bottom topography change after 24 

hours, computed by using the wave field in Figure 6 and the nearshore current 
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field in Figure 8 as a steady external force. Figure 11 shows the result of the 

calculation of the bottom topography change after 24 hours for regular waves. 

By comparing these two figures, it is seen that the bottom topography change 

due to multi-directional irregular waves is smaller than that caused by regular 

waves with equal energy. This is because the bottom wave velocity and nearshore 

current are smaller for the multi-directional irregular waves. 

6     Conclusion 

A new incident wave boundary condition which is more efficient than that pro- 

posed previously is presented. In addition, the width of the energy absorbing 

layer is reduced by improving the non-reflective boundary condition for irregular- 

waves. As a result, the accuracy in predicting the wave height distribution was 

considerably improved by reducing the statistical variation of the wave charac- 

teristics. The numerical model developed was applied to calculate the wave field, 

nearshore current and bottom topography change around a detached breakwa- 

ter on a uniform slope. The results from calculations with regular and irregular 

waves were compared. 
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CHAPTER 22 

Time-dependent mild-slope equations 
for random waves 

Masahiko Isobe1 

Abstract 

Linear and nonlinear governing equations are derived to calculate the time 
evolution of random waves subject to refraction and diffraction. 

In the lineal' theory, the frequency-dependent coefficients in the mild-slope equa- 
tion (Berkhoff, f 972) are approximated by a rational function of the frequency, and 
then a time-dependent and frequency-independent expression of the mild-slope 
equation is derived. The resulting equation is applicable to simulate the transfor- 
mation of random waves in the nearshore zone. Results of numerical calculation 
agree well with experimental results for random wave shoaling in the offshore zone. 

A set of nonlinear governing equations is also derived to simulate the nonlinear 
wave transformation. The velocity potential for the wave motion is expressed as 
a series in terms of a given set of vertical distribution functions. Then, the La- 
grangian is integrated vertically and the variational principle is applied to yield 
a. set of nonlinear, time-dependent, two-dimensional governing equations for the 
nonlinear random wave tranformation. Comparison between the results of numer- 
ical calculation and flume experiment shows good agreement for the random wave 
shoaling near the breaking point and for wave disintegration due to a submerged 
breakwater. 

1 Introduction 

The mild-slope equation derived by Berkhoff (1972) has widely been used in the numer- 
ical calculation of refraction and diffraction of regular waves. However, the randomness 
of sea wa.ves has a. significant effect on the wave transformation especially due to refrac- 
tion and diffraction. In this paper, linear and nonlinear governing equations are derived 
to calculate the time evolution of random waves subject to refraction and diffraction. 
In the linear equation, a term for the energy dissipation due to breaking is added to 
simulate the random wave field in the near shore zone. Results of numerical calculations 
are compared with those of laboratory experiments in wave flumes. 

2 Linear Theory 

2.1     Derivation 

2.1.1     rational approximation 

The mild-slope equation derived by Berkhoff (1972) is written as 

V(ccgV?/) + k2ccgr) = 0 (1) 

Dept. of Civil Eng., Univ. of Tokyo, Tokyo 113, Japan. 
285 



286 COASTAL ENGINEERING 1994 

where f\ is the complex amplitude of the water surface elevation, c the wave celerity, cg 

the group velocity and k the wave number, and V denotes the differential operator in 
the horizontal two directions. To simplify the equation, the transformation by Radder 
(1979) is employed: 

4> = V/Vccg (2) 

Then, within the accuracy up to the first order in the bottom slope, the resultant 
equation becomes a Helmholtz equation: 

V2<£ + £:2^ = 0 (3) 

The time-dependent quantity, cj>, corresponding to c/> is expressed as 

4> = h-iut (4) 

where w is the angylar frequency and t the time. For the random wave analysis, (j> is 
composed of an infinite number of component waves and the angular frequency differs 
from component to component; however, a unique value must be chosen to express cf> 
of random waves. Thus a slowly varying amplitude, <f>, is defined from <j> as 

<j> = h~iG,t (5) 

where Co is a certain representative angular frequency such as the average frequency. 
Comparison between Eqs. (4) and (5) gives 

4> = h~iwH (6) 

where u>' is the deviation from the representative frequency and defined as 

u/ = u;-w (7) 

Equation (6) implies that <^> is a slowly varying function of time. 
Since the Helmholtz equation (3) is independent of time, the governing equation for 

4> has the same form. When an energy dissipation term which is expressed in terms of 
the energy dissipation coefficient, /D, is added, the equation is expressed as 

V2^ + A:2(l + i/D)^ = 0 (8) 

Equation (8) cannot be used to calculate <f> of random waves directly since the co- 
efficients included vary with the frequency. Linear approximation (Kubo et ai, 1992) 
and parabolic approximation (Kotake et ai, 1992) to the coefficients were employed in 
the previous studies. To improve the accuracy of approximation, a rational function is 
used in the present study. 

Consider the following approximation to Eq. (8): 

V24> - *«iV2(||) + (6o + ico)4> + i(bi + ici)^ - &2§ = 0 (9) 

where the coefficients a1; b0, &i, 621 Co and c\ are constants and independent of the 
frequency. Theoretical consideration on stability condition requires that the highest 
orders of approximation for b and c should be second and first, respectively. The order 
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for a is lower than that for b so that the ADI method may be available in the numerical 

calculation. 
For monochromatic progressive waves expressed as 

2 _       i(kx cos 9+ky sin 0-uj't) 

Eq. (9) becomes 

- k2 + aifcV + (b0 + ic0) + (&x + ic^u' + b2u>12 = 0 

from which the approximated dispersion relation is obtained as 

P = (&0 + bito' + b2u'2)/(l - aiw') 

(10) 

(11) 

(12) 

The values of the coefficients should be determined so that the error in the approxima- 
tion (12) may become minimum without causing numerical instability. 

2.1.2     determination of coefficients 

Equation (11) can be solved for ui' as 

J = {-(oiP + 6i + id) ± \J{a^ + 61 + iCl)
2 - 4&2(-fc

2 + 60 + »co)}/(262)     (13) 

To avoid numerical divergence, Im{oj'} < 0. This requires that the magnitude of the 
imaginary part for J should not exceed c\. Let the real and imaginary parts in the 
J     be denoted by X and Y, respectively, then the condition is written as 

X > 0 (ci = 0) (14) 

X > (y/2Cl)
2 - c\ (ci > 0) (15) 

The above condition should be satisfied for an arbitrary k, which yields 

b\ - 4b0b2 > 0,    c0 = 0       (ci = 0) 

A2-(h>(^)<0        (c1>0) 
ci b2    c\ o2 

(16) 

(17) 

Within the above restrictions, we take the equal sign for the sake of convenience. Then, 

bi = 2s/b^b~2 (18) 

ci = (2b2/b1)c0 (19) 

By considering the above two equations, independent parameters are a\, bo, b2 and CQ- 

When we determine the values of these parameters, we compensate for the error 
included in the finite difference form of the equation. For waves progressive in the 
s-direction, the central finite difference expressions for each term in Eq. (9) are related 
with the corresponding derivatives as 

dx2 

dt 

u2/3o 
F.D. 

dx2' dx2 ldt ' 

= A df dt2 

F.D. 

F.D. 
a2^W2im}> IF.D. •M 

(20) 
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where  |p.rj, denotes the finite difference expressions and 

Po = (2/3) cos a/Ai + (lv3), ft = {(sinuMi)/(w'At)} 

are correction factors. Then, instead of Eq. (11), the finite difference equation for Eq. 
(9) implies 

- a2Pft> + aia2P/W + b0/30 + &iftw' + b2p2J
2 = 0 (22) 

for Co = ci = 0. Three independent parameters can be determined from three sets of 
u)' and k which satisfy the dispersion realation exactly: 

- b*2a2k?p0 + ala2kfprJ, + ?Po + 2&M + P2Jt
2 = 0    (/ = 1,2,3) (23) 

where b*2 = l/62,  f = 7W^,   oj = 0l/62 (24) 
Since Equations expressed by (23) are linear in 62 

and ai; these parameters can be 
eliminated to yield a parabolic equation in terms of £. After solving for £, we can 
determine 62, 60, aj and &! by Eqs. (18) and (24). 

2.1.3 breaking wave model 

Breaking wave model used is the same as Isobe (1987). First, the relative wave ampli- 
tude is defined by 

7 = \v\/h (25) 
The critical relative amplitude, 71,, for breaking of an individual wave in the random 
wave train is given as 

7b = 0.8 x 7b (26) 

7b = 0.53 - 0.3exp(-3v
/ftyio) + Stan3/2/? exp{-45(v

//},/Z0 - 0.1)2}        (27) 

After breaking, the energy dissipation coefficient is introduced as follows: 

fn = h3,npJj-J^^ (28) 
2 V k°hV 7s - 7r 

7S = 0.4 x (0.57 + 5.3 tan P) (29) 

7r = 0.135 (30) 

From /D determined at the representative frequency, CQ = k2:/rj and c\ is calculated 
by Eq. (19). Thus all the coefficients in Eq. (9) are determined and <fi can be calculated. 

2.1.4 water surface elevation 

In Eq. (2) which determines the water surface elevation from the calculated 4>, the 
coefficient ^/cc^ is also a function of frequency but can accurately be approximated by 
a second-order polynomial function. Therefore, Eq. (2) is approximated by 

77 = d0j> + dx— + d2-^ (31) 

where the constants, do, di and d2, are determined from the values of ,/ccg at three 
different frequencies: 

d0 + drfru'i + d2p2J? = (1/v^)/    (I = 1,2,3) (32) 
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2.2     Error evaluation 

Since l/Jccl is constant for low frequency and proportional to the frequency for high 
frequency, the second-order approximation has a high accuracy. On the other hand, 
since k2 is proportional to to2 and u>4 for low and high frequency, respectively, even the 
rational approximation may not have a sufficient accuracy. 

Figure 1 shows the interval from wlnin to wmax within which the relative error of 
k2 is less than 1%. The three frequencies for determining the coefficients are denoted 
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Figure 1: Frequency intervals within which the maximum relative error of k2 is 1% 

by tinim, w and wmax, and therefore u[, u'2 and W3 in Eq. (23) are (b^^ — Q, 0 and 
(imH - w, respectively. The horizontal axis is the nondimensionalized representative 
angular frequency uiy/h/g (h: the water depth; g: the gravitational acceleration). Lines 
are drawn for various relative grid size As/X (X: the wavelength at w). Figure 2 shows 
the same interval for various relative errors. From these figures, the interval becomes 
narrowest at about oj^h/g — 1.4. Finally, Fig. 3 shows the narrowest interval as a. 
function of the relative error. The relative grid size, Ax/L, is assumed to be 0.1 but 
does not have much infhience. 

From Fig. 3, if the relative error of k2 is permitted up to 10%, most of the energy 
in random waves will be included in the interval and therefore the transformation of 
random waves can be analyzed by Eq. (9). This may usually be the case because the 
wave energy at the frequency far different from the representative frequency is usually 
small. However, for random waves with a very wide banded spectrum and a small 
relative error of fc2, the frequency interval ha,ve to be divided into several sections and 
the results of calculation for each section are superimposed. 
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2.3     Sample calculations 

Once the representative frequency and the grid size are fixed, the gird size to wavelength 
ratio may become large for high frequency. Figure 4 examines the effect of grid size 
for analyzing wave shoaling on a uniformly sloping bottom. The angular frequency, ui, 
of the waves analyzed is 0.8u> for which the error of k2 becomes almost maximum. In 
the upper figure, the agreement with the analytical solution is very good. Even in the 
lower figure for which the relative grid size is as large as 0.321, the agreement is not 
bad, which may be acceptable in analyzing far side frequency band component. 

(o) Ax/L0 = 0.04, At/f-= 0.1       {w/G> = 0.8, w^/w = 0.6, aw/w = 1.4) 
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Figure 4: Effect of grid size and time interval on the accuracy 

Figure 5 compares calculated and measured water surface elevation due to shoaling 
random waves. The incident wave profile which is shown in the upper figure was mea- 
sured on a horizontal bottom with water depth of 40cm. From the point, a horizontal 
bottom with 0.4m in length, a 1/10 slope with lm, and a 1/30 slope are installed. The 
onshoreward measuring point is located 2.6m from the beginning of the 1/30 slope and 
the water depth there is 21cm. The frequency interval was divided into four sections 
in the numerical calculation. The agreement is seen to be very good. However, near 
the breaker zone where nonlinearity of waves is strong, steepening of wave crests can 
not be reproduced by the present linear theory, even though energies of wave groups 
are fairly well reproduced. This implies that the present linear theory can be used to 
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meas. 

Figure 5: Comparison between calculated and measured water surface elevation in 

shoaling water 

predict the distribution of integral properties such as the wave energy and radiation 
stress. To predict the wave profile in the nearshore zone, nonlinear theory must be 

employed. 

3     Nonlinear Theory 

3.1     Derivation 

3.1.1     definition of Lagrangian 

A Lagrangian L which is euivalent to the basic equation and boundary conditions for 

water surface waves is given as follows (Luke, 1967): 

/•te r r   rv 

JJAJ-h 
L[^r,] ^ + ^ + l(^)2

+9z}dzdAdt (33) 

where unknown functions are the velocity potential <j> and the water surface elevation 
7], and h and t2 denote the beginning and end of time, A the area of concern in (x,y) 
plane, h the water depth, g the gravitational acceleration, V = (|j, j|) the differential 
operator in the horizontal directions, (x, y) = x the horizontal coordinates, z the vertical 

coordinates, and t the time. 
The variation of L due to small variations of (j> and i) is obtained from Eq. (33): 

SL 
d2<p 

+^S+v??w" £}* |+{v»w+5f 
;=-h 

dAdt 
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+  f2f   f" ^Scj>dzdsdt+ (I [n M'2 dzdA (34) 
Jti JcJ-h on .iJAJ-h L    J'i 

where C denotes the boundary of A. To terminate L for small variations of <j> and i] in 
an arbitrary point, all the integrands in the above equation must vanish. The Laplace 
equation for 4> can be obtained from the first integral, and the dynamic and kinematic 
free surface boundary conditions and the bottom boundary condition, respectively, from 
the first, second and third terms in the second integral. Therefore the application of 
the variational principle to L results in the basic equation and boundary conditions for 
water surface waves. The third and fourth integrals are, respectively, related with the 
lateral and initial conditions which are given in each specific problem. 

3.1.2     vertical distribution functions 

Wave equations such as the mild-slope equation and Boussinesq equation are two- 
dimensional equations which are obtained by integrating vertically the govering three- 
dimensional equations. For the integration, vertical distribution functions are intro- 

duced theoretically or a priori. Massel (1993) derived an extended mild-slope equation 
by introducing a vertical distribution function of hyperbolic cosine type and integrating 
the governing equation. A clear and generalized consept of this procedure was proposed 
by Nadaoka and Nakagawa (1993) and Nadaoka et al. (1994) in deriving a strongly- 
nonlinear, strongly-dispersive wave equation by applying the Galerkin method to the 
Euler equations of motion. Nochino (1994) used another set of vertical distribution 
functions to derive a nonlinear dispersive equation. The present theory also intro- 
duces vertical distribution functions and integrate the Lagrangian to yield a nonlinear 
mild-slope equation. 

First, the three-dimensional dependent variable, cf>, is expanded into a series in terms 
of a certain set of vertical distribution functions, Za(z), given a priori: 

JV 

4>(x, z,t) = £ Za(z\ Kx)) /a(x,t) = Za fa (35) 
a=l 

where the function, Za, may change according to the water depth h, and fa is the 
coefficient for Za and a function of x and t but not of z. The summation convention 
will be applied hereafter. 

Then, after substituting Eq. (35) into Eq. (33), the integration is carried out in the 
vertical direction: 

L^^=CIl(U"d-t^)dAdt (36) 

*(/«, ?£,n, §) = ftf - ^) + zp^f + \AlPvf^fp + \B^}P 

+C7/3/7V//3V/> + ^DMfttyh? (37) 

where 

Za dz (38) 
h 
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/v 
ZaZ/3 dz 

•h 

" dZa8Zp 

'a0=L 
•jap=/_ 

dz   dz 

•i dZ, 

dz 

dh 
Zpdz 

" dZa dZfj 

h  dh   dh 
dz 

(39) 

(40) 

(41) 

(42) 

The above coefficients, Za, Aap, Bap, Cap and Dap, are obtained from given vertical 
distribution functions and then the Lagrangian is expressed by Eq. (36) as an integral 
in the horizontal two-dimensional plane. 

3.1.3     variational principle 

Application of the variational principle to Eq. (36) in terms of rj and /„ yields Euler 
equations which are expressed in general forms: 

JO. 
dfc 

d di 

d£    d 

ld(dfa/dt) 
+ v 

+ v 

dt 

d(yn) 

(43) 

(44) 
dr,     dt [d(dr]/dt). 

Substituting Eq. (37) into Eqs. (43) and (44), a set of nonlinear partial differential 
equations is obtained for analyzing nonlinear water wave transformation: 

Z"m+ V(AaPVfp) " Bapfp + VCP°ff>•) ~ C«^fpVh - Da0f0(\7h)2 = 0    (45) 

7ndfp 9v + z}^ + -z«z;vf,vfp + - 
1 dZ? dZ\ I 
2 dz   dz 

dZ!> 
f-rfp + -Q^ZpfyVfpVh 

1 dZl> dZ} 
'2 dh   dh +r-£-"-£-ww • 

where 
Zl 

(46) 

(47) 

The above equations includes terms up to the second order in the bottom slope; 
however, vertical distribution functions given will usually be consistent only with a 
horizontal or mild-slope bottom. Therefore, on assuming that the bottom slope is 
mild, the terms of the second order are neglected to yield a set of nonlinear mild-slope 
equations: 

TV ?R Jadt 

dzl 
+ V(AapVfp) - BaPfp + (Cpa - Cap)VfpVh + —fZ2fpVVVh = 0       (48) 

dh 

2 

1 8ZH dZ2 7 W"P dZl m + zy-£ + jz^vf^ + izjji^JL-M0 + --iz}wuvh = o      (49) 
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The total number of equations is (N + 1) since Eqs. (48) and (49) contain 1 and 
N components, respectively. On the other hand, the total number of unknowns, 77 
and /„ (a = 1 to N), is (N -f 1). Therefore, with appropriate boundary conditions, 
the equations can be solved numerically. Then, the velocity is obtained through the 
velocity potential expressed by Eq'. (35). 

3.2     Sample vertical distribution functions 

A set of vertical distribution functions should be selected so that the velocity potential 
may accurately be expressed by Eq. (35) with a small number of terms. As understood 
from the small amplitude wave theory, hyperbolic cosine functions may be effective for 
deep to intermediate water, whereas polynomial functions for very shallow water. Here, 
for the sake of simplicity, polynomial functions are chosen and analytical expressions 
for the coefficients are shown. 

As inferred from shallow water wave theory, we select a set of even-order polynomial 
functions: 

Z„ = I ~- ) (50) 

Then, Eqs. (47) and (39) to (41) give 

21 = C2"1 

where 

(51) 

^ = h2^TMTT (52) 

Ba
0 = -   h     2(a1+/3l)-l 

(53) 

/•2(ai+/3i)+l X2(ai+ft) 
Cag=-2a   „>     ,   „ ,     .-± -^ (54) 

(55) 

(56) 

(57) 

To check the effectiveness of the polynomial functions, the dispersion relation of 
the linearized equation is examined for a horizontal bottom. In the linear theory, the 
coefficients expressed by Eqs. (51) to (53) are evaluated at z = 0 instead of z = £. 
By denoting the quantities at z = 0 by superscript °, the following equation can be 
obtained by eliminating r\ from the linearized forms of Eqs. (48) and (49) on a horizontal 
bottom: 

£2(ai+/3i)+l £2(ai+ft) 

_2(ai+/3i)-l 2(ai+/3i) 

C = (h + z)/h 

a>i = a — 1 

Pi = P ~ 1 

(58) 

where from Eqs. (51) to (53) 

*a/3 

Z°a = l 

h/{2(«i+/8i) + l} 

(59) 

(60) 
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For progressive waves, 

B°aP=4a1/31/[h{2(a1+13^-1}} (61) 

(62) 

By substituting the above expression into Eq. (58), the following homogenious equations 
are obtained: 

'.)-lJ0/5~fc2£2(«i + /3i)T 
ap (63) 

For a given w, k2 is obtained as an eigenvalue which gives a non-trivial solution to 
the above equations. At least up to Ar = 4, it was confirmed numerically that only one 
eigenvalue is positive and the others are negative. A positive value of k , i.e., a real 
value of k, corresponds to progressive waves, and a negative value to evernescent waves. 
The relationship between the frequency and wave celerity of the progressive waves is 
shown in Fig. 6 for various N. As can be seen, agreement with the linear wave theory 
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Figure 6:  Dispersion relation for vertical distribution functions of even-order polyno- 
mials 

is good for shallow to deep water even with small N. 
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3.3     Sample calculations 

Figure 7 compares calculated and measured water surface elevation ij and bottom ve- 
locity Mb in shoaling water. Even for Case 2-2 in which nonlinearity is strong at the 
measuring point, agreement is good for the bottom velocity as well as the water surface 
elevation. 

Figure 8 compares calculated and measured water surface elevation around a sub- 
merged breakwater. Nonlinearity and dispersion are significant on the breakwater and 
on the horizontal bottom, respectively. Agreement is good even with a small number 
of N (N = 3). 
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Figure 7:  Comparison between calculated and measured water surface elevation and 

bottom velocity in shoaling water 
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4    Conclusions 

A time-dependent mild-slope equation for random waves is derived from the mild-slope 
equation by approximating rational function to the frequency-dependent coefficients. 
This equation allows to simulate the time evolution of short-crested random waves in the 
nearshore area. Agreement between calculated and measured water surface elevation 
in the offshore zone is good because wave nonlinearity is not essential. 

A nonlinear mild-slope equation is derived by expanding the velocity potential into 
a series in terms of vertical distribution functions and then applying the variational 
principle to a Lagrangian. Comparison between calculated and measured quantities 
confirms the validity of the theory even for a strongly nonlinear and dispersive wave 
field. 
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CHAPTER 23 

Modelling Moveable Bed Roughness and Friction for Spectral Waves 

Kaczmarek, L.M.1, Harris, J.M.2, O'Connor, B.A.2 

Abstract 
The present paper is concerned with the simulation of turbulent boundary layer 
dynamics over a moveable seabed in random waves. A new theoretical approach for 
the evaluation of moveable bed roughness in spectral waves based on the grain-grain 
interaction idea is presented and tested against data from the laboratory and field. The 
new approach is combined with the methodology which assumes that the spectral wave 
condition can be represented by a monochromatic representative wave. Good results 
have been obtained, although further testing against data gathered in the North Sea is 
required. 

1. Introduction 

For a moveable sandy bed, one may distinguish three general seabed conditions due to 
the action of surface gravity waves: a flat bed, rippled bed and sheet flow. If we 
consider the latter condition, the need to study sediment transport under wave-induced 
sheet flow conditions is necessary in the understanding of beach profile changes in the 
surf zone. The understanding of nearbed sediment dynamics is also of great 
importance for the mathematical description of cross-shore sediment transport. 
To understand the effect of changing bed roughness by the hydrodynamic forces 
requires knowledge of the dynamic behaviour of sand grains in the collision- 
dominated, high concentration nearbed region. At high shear stresses and sediment 
transport intensities, the nearbed sediment transport appears to take place in a layer 
with a thickness that is large compared to the grain size. It is therefore not possible to 
properly describe flow in this layer by conventional engineering models which assume 

1   Polish Academy  of Sciences,  Institute  of Hydro-Engineering,  IBW  PAN,  7 
Koscierska, 80-953, Gdansk, Poland. 

2 Department of Civil Engineering, University of Liverpool, Brownlow St., P.O. Box 
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that bed load transport occurs in a layer that has a thickness of the order of one or two 
grain diameters. 
The present paper is concerned with developing an iterative procedure for the 
estimation of the effective bed roughness for a monochromatic wave, as characterised 
by the roughness parameter fc , and extending this to the case of a spectral sea. The 
nearbed sediment dynamics are modelled in two regions with continuous profiles of 
stress and velocity. Namely (i) a granular fluid region and (ii) a wall bounded turbulent 
fluid shear region. 
In sheet flow conditions it is assumed that the external drag produced by the boundary 
layer flow is related to the particle interactions within the sub-bed layer and hence to 
the effective roughness at the boundary. 

2.        The sheet flow model 
2.1       Formulation of the problem 

A typical velocity distribution with depth of a rough bed is supposed to be 
characterised (Kaczmarek & O'Connor 1993a,b) by a sub-bottom flow and a main or 
outer flow, as shown in Figure 1. 
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Figure 1:        Definition sketch of turbulent flow over a moveable bed. 

The velocity distribution is supposed to be continuous. Its intersection with the nominal 
bottom is the apparent slip velocity ub . The downward extension of the velocity 
distribution in the outer zone of the main flow yields a fictitious slip velocity, u„ at the 
nominal bed, which is necessarily larger than ub because of the supposed asymptotic 
transition in the buffer layer between the sub-bed flow and the fully turbulent flow in 
the turbulent-fluid shear region. 
The velocity distribution in the roughness layer depends on the type of geometric 
roughness pattern and the bed permeability. There must be some transition between 
both parts of the velocity distribution bridged by the buffer zone. However, for present 
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purposes it is assumed that the velocity distribution in the turbulent-fluid shear region 
can be determined by parameters dependent on the geometric roughness properties of 
the bed and the outer flow parameters, such as the free-stream orbital velocity. It is 
proposed to extend the sub-bed granular-fluid flow region to the matching point with 
the velocity distribution in the turbulent-fluid shear region. Thus, shear stress velocities 
in the two layers are set equal at the theoretical bed level, as it is shown in Figure 1, 
point A. 
The sub-bed flow region has a high sediment concentration. For sheet flow conditions 
in this layer, chaotic collisions of grains are the predominant mechanism. In this case 
water does not really transfer shear stresses at all. The dynamic state of such a mixture 
is characterised by stresses ou which are the sum of dynamic a*a and plastic a°v 

stresses. 
The first problem, therefore, is to determine the velocity profile distribution in the 
upper turbulent layer, which means determining the effective roughness height of the 
bed ks as well as the lower grain-fluid flow. The intersection of these two profiles will 
determine point A (See Figure 1). 

2.2       Mathematical description of flow in the turbulent upper region 

It is assumed that flow in the upper layer is governed by the simplified equation of 
motion: 

^ = ^ + A* (2.1) 
dt      dt     p dz 

in which u(z,t) is, in general, a combined wave-period-averaged "steady" current and 
wave velocity and U(t) is the free-stream wave velocity at the top of the wave 
boundary layer. 
The present work uses an eddy viscosity model, which is an extension of Kajiura's 
(1968) and Brevik's (1981) model. Thus the eddy viscosity over the flow depth is 
assumed to be given by the equations. 

vt(z) = KUfmaxz for    ^-<zA + -^ (2.2) tV ) fmax 3Q 4       30 V 

vt(z) = KUf    f^
1^-!   for   ^+^<z<28m+^-        (2.3) 

tv )        fmax^ 4     30J 4     30 30 

in which K is von Karmen's constant; uMm is the maximum value of bed shear velocity 
(uf(cot)) during the wave period that is max [uf(cot)]; 8m is the maximum value of 8i and 
82 , that is, max (81 , 82 ) where 81 and 82 are the boundary layer thickness at the 
moments corresponding to maximum and minimum velocity (of the combined wave 
and current flow) at the top of the turbulent boundary layer. 
The quantities Uanax , 8m are determined from the solution of the integral equation 
derived from equation (2.1) as used by Freds0e (1984): 
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^_^=_rfei(u_u)dz (2.4) 
P     p     %  St*     > 

Freds0e (1984) assumed a logarithmic velocity profile in the boundary layer 

-^lln^ (2.5) 
uf    K     ks 

The solution of equation (2.4) using Freds0e's (1984) approach enables the value of 
Uim» to be determined, if k, is specified. Equation (2.1) can then be solved to provide 
the velocity distribution in the wave boundary layer. 

2.3       Mathematical description of the flow in the granular-fluid region 

Particle interactions in the shear-grain-fluid flow are assumed to produce two distinct 
types of behaviour. The Coulomb friction between particles gives rise to rate- 
independent stresses (of the plastic type) and the particle collisions give rise to stresses 
that are rate-dependent (of the viscous type). We assume the co-existence of both 
types of behaviour and the stress tensor is divided into two parts. 

a,=a»+o; (2.6) 

Where a? is the plastic stress and a"tj is the viscous stress. 

For two-dimensional deformation in the rectangular Cartesian co-ordinates x' and z' 
the Coulomb yield criterion is satisfied by employing the following stress relations: 

a°,x, =-c'(l + sinq>cos2v|/) (2.7) 
aL = -<*'(1- sin(pcos2\|y) (2.8) 

a°,z, = -a'sin<pcos2v|/ (2.9) 
Where (p is the quasi-static angle of internal friction, while \|/ , denoting the angle 
between the major principal stress and the x'-axis is equal to: 

y=*-^ (2.10) 
4    2 

For the average normal stress: 

we employ the following approximate expression (Sayed and Savage 1983). 
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a =a 
c-cf (2.12) 

where a" is a constant and c0 and cra are the sohd concentrations corresponding to 
fluidity and closest packing respectively. 
The viscous part of the stress tensor according to Sayed and Savage (1983) is assumed 
to have the following form: 

<v =<v =->o+m)l 

°xv =czV =n. 
du 
dz' dz' 

(2.13) 

(2.14) 

in which the viscous stress coefficients LI0 , |ii and LI2 are functions of the solids 
concentration c: 

lii 0.03 

PA2 (cm-cy- 
Ho +m 0.02 

M2       (C.-C)1 

(2.15) 

(2.16) 

Considering steady fully developed two-dimensional shear-grain-flow, the balance of 
linear momentum according to Kaczmarek & O'Connor (1993a,b) yields: 

a 
c-c„ 

sin(psin2\(/ + (j.] 
du 
dz' 

2 = puf (2.17) 

(l-sin(()cos2\|;) + (La.0 +^2) 
da 
3z' 

|io+^2 pu?+(ps-p)gjcdz 
(2.18) 

where p is the density of the fluid. 
Eliminating (du/dz') from equations (2.16) and (2.17) allows the calculation of the 
profiles of the sub-bed sediment concentration c and velocity u in relation to known 
maximum shear stress (p ujmax) at the theoretical bed level (z'=0). 
In Kaczmarek & O'Connor (1993a,b) equation (2.18) was solved for c as a function 
of depth (z') by using an iteration method in conjunction with numerical integration. 
Integration started at the theoretical bed level (z'=0) with c=C(,. Proceeding downwards 
at each step the iteration method was used to evaluate c. The integration was stopped 
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when c was equal to c„„. For the calculations the following numerical values were 
recommended for the various sand beds. 

1; c0 = 0.32 ; cm = 0.53 ; cms = 0.50 ; q> = 24.4° 
Psgd 

3. Results for monochromatic waves 
3.1       Plane bed 

The above procedure was used to compare computations for the model with the 
experimental results of Horikawa et al. (1982). The conditions for Horikawa et a/.'s 
test 1 were used for the model calculations: d = 0.2mm,   s = ps /p = 2.66, cp = 24.4°, 
T = 3.64s and U = 127 cm/s. A value of k, = 7.3mm was found for the roughness 
parameter. 
Having obtained the roughness parameter it is then easy to obtain the instantaneous 
profiles both in the turbulent layer and the sub-bottom flow zone without reference to 
empirical formulas of any kind. Knowing uf and solving equations 2.17 and 2.18 the 
velocity and concentration distributions at any time inside the entire sub-bottom layer 
can be found. 
The results are shown in Figure 2. A reasonable agreement is obtained between the 
model and the laboratory data. 
The model was then run for a range of conditions including those outside its range of 
application. The results of these tests are shown in Figure 3. The calculations were 
obtained using the simplified iteration procedure to determine ks by introducing a 
simple logarithmic distribution (2.5) instead of the numerical solution of equation 
(2.1). Such a simplification makes the calculations much more efficient. It is seen that 
the roughness parameter, k,, decreases with increasing dimensionless bed shear stress 
9ml« and k, is seen to attain its   greatest  value for small dimensionless shear stresses 
where 0 » 1 (the transition from plane bed to ripples). 
The trend shown in the present results, that is, that the roughness parameter increases 
drastically with decreasing dimensionless maximum shear stress, is similar to that 
shown by Nielsen (1992). Nielsen (1992) showed that the hydraulic roughness for 
equilibrium ripple formations is of the order 100d50 to 1000d!0. However, for artificial 
flat beds where measurements were taken before ripples had time to form Nielsen 
(1992) found that the hydraulic roughness decreased with decreasing grain roughness 
Shields parameter. 
Next, calculations were carried out for a moveable sandy bed ( d = 0.2mm,  s = 2.66, 
(p = 24.4° ) with a variety of wave heights with a mean water depth of 5.0m. The wave 
period was kept constant at T = 3.6s. The maximum shear stresses were calculated on 
the basis of equation (2.4) and using the simplified iteration procedure to determine k,. 
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concentration (b) below and above the bed. 



MOVEABLE BED ROUGHNESS 307 

The results of the analysis of friction for wave-induced sheet flow, shown in Figure 4, 
suggest that the present approach restricted to the sheet flow regime may be extended 
to lower flow regimes and on the basis of analogy used to investigate lower flow 
conditions involving bed ripples. 
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Figure 4: Calculation of maximum 
shear stresses 

3.2      Rippled bed 

Calculations for a rippled bed were performed for two different sediment sizes (0.2mm 
and 0.12mm diameter quartz sands). The calculations were carried out in two steps. 
Firstly, the values of the bed roughness kg were obtained using the proposed iterative 
scheme. Then, the friction factors were calculated on the basis of an adjusted version 
of the semi-empirical formula of Jonsson and Carlsen (1976) in order to include the 
effects of the vortices formed in the lee of the roughness element crest due to turbulent 
mixing. 
The theoretical results are shown in Figure 5. Presented alongside these results are the 
experimental results over a moveable bed reported by Madsen et al. (1990). The 
values of wave friction factor f„ are plotted against the representative value of a fluid- 
sediment interaction parameter, defined as: 

S. = (3.1) 

in which the skin Shields parameter is defined for a monochromatic wave as: 
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Moveable bed friction factors. 

The agreement between theoretical and experimental results appears quite reasonable. 
It therefore appears that the sheet flow model can be used to investigate rippled bed 
conditions. 
If the model can be used to investigate rippled bed conditions then it might also be 
possible to extend the analogy to include spectral wave conditions. 

4 Spectral sheet flow model 
4.1       Introduction 

In the real world the Sea's motion is a random process. To describe a real sea it is 
usual to use spectral methods. However, it is possible to simplify the process by using 
appropriate representative values for the spectral components (See O'Connor et al. 
1992). 
The effect of random waves on bed roughness needs to be studied, since it is known 
that the bed friction changes between mono-frequency and random wave conditions. It 
is hypothesized by Madsen et al (1990) that the larger waves in a spectral simulation 
shave off the sharp ripple crests thereby causing the observed reduction in dissipation 
and friction factors for spectral waves. In an attempt to explain this reduction of 
spectral wave friction factors a new theoretical approach for predictive evaluation of 
moveable bed roughness for spectral waves is proposed. The new approach is based on 
the methodology which assumes that the spectral wave condition can be represented by 
a monochromatic wave and is combined with the theoretical grain-grain interaction 
ideas. 
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4.2       Modified iterative method 

Following on from the iterative method used for monochromatic waves, a modified 
iterative procedure to evaluate the moveable bed roughness under spectral waves is 
proposed as shown in Figure 6. 
Representative values are used in the calculation routine for the free stream velocity 
and the angular frequency. Previously for monochromatic waves, the maximum value 
of shear stress was the maximum value of shear stress during a wave period. For 
spectral waves the maximum value of the random shear stress time series is used: 

3T. 

4i 
= 3cr (4.1) 

The choice of this maximum value of the random shear stress time series was checked 
using the simple Rayleigh Method as well as a through running a more sophisticated 
one dimensional through depth (1DV) k-e boundary layer model. 

4.3       Spectral shear stress 

Using the Rayleigh method, it is possible to quickly determine a value for the shear 
stress for a random time series. Assuming a Rayleigh distribution then: 

: [ln(N)p = R (4.2) 

Tz /sec 10 10 10 
Time /min 10 20 40 

N 60 120 240 
R 2.02 2.18 2.34 

The assumed value of R is: 
3A/2 = 2.12 

The 1DV k-8 boundary layer model provides a method to directly simulate a random 
from shear stress from a known random velocity field. The method is based on the 
previous work of O'Connor et al. (1992) where a zero equation mixing length model 
was used to simulate a random sea. 
The two equation k-s model uses the standard equations to represent the momentum, 
the turbulent energy, k and the dissipation rate , s. 
Momentum: 

da 
di 

9uf da 
dz\ l dz. 

(4.3) 
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Determination of input parameters: 

Representative free stream velocity amplitude, UrmS, 
Representative angular frequency, a>r- 

Assumption of roughness ks 

Computation of bed shear stress xms  ,  using integrated 
momentum method, Freds0e(1984). 

Computation of probabilistic value t 

3T, 
T        = max 

rms 

Computation   of   roughness   ksn=ksn(xmax)   using   model   of 
Kaczmarek & O'Connor (1993). 

Checking whether ks=ksn 

No Yes 

Correction of ks 

END 

Figure 6:        Modified iteration scheme for spectral waves. 
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Turbulent Energy, k: 

9k     d ( v, dk]        (dux 

dt     dz\Gk dzj        \dz. 
+ v,m   -E (4.4) 

Dissipation Rate, e: 

de     d (v. dz] ,      e    fduV e2 ,. ,. 
¥ = U^J+Cl*kv'U -°-T (4-5) 

Turbulent Eddy Viscosity, vt: 

v, =c,— (4.6) 
s 

The upper boundary condition for the k-s model is given by :- 

2M„   » 
r 

N   „., 

K>„ 

sinh(knd)J ».(t) = -ihf-S: ^?£-A H-»nt + 8n) (4.7) 

Results from the model appear to indicate that the shear stress time series is not 
necessarily Rayleigh in its distribution. A typical model value for R was 2.6. 

5.        Results 
5.1       Spectral bed roughness 

The ability of the present iteration procedure, shown in Figure 6 to evaluate moveable 
bed roughness, k„ under spectral waves was checked for a sandy bed: s = ps /p = 2.66 
<p = 24.4° with different grain size and various wave conditions. The results of the 
computations plotted in Figure 7 are for both irregular and regular waves. 
In an attempt to explain the reduction of spectral wave friction factors the present 
theoretical approach was compared with Madsen et al. (1990) laboratory data. The 
results are shown in Figure 5 with the previous results for a monochromatic wave. The 
parameters are defined as before except that for spectral waves as the skin Shields 
parameter is given by: 

9'=     "*\     =      """ (5.1) 
(s-l)gd    p(s-l)gd 

The calculation of the friction factors were carried out in two steps. First, the values of 
the bed roughness ks were obtained using the modified iterative scheme (Figure 6) with 
Fredsoe's (1984) model used to determine the bed shear stress, Tm». Then the friction 
factors were calculated on the basis of adjusted the semi-empirical formula of Jonsson 
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& Carlsen (1976) , as for monochromatic waves, in order to include the contribution 
of vortex formation in the lee of the roughness crests on the shear stress. Here, 
Jonsson & Carlsen's (1976) formulae were proposed for the calculations of both the 
friction factors and the dimensionless skin shear stresses. 

—i 1 1 1 1 
0.00 1.00 2.00 3.00 4.00 5.00 

Shields  Parameter 

Figure 7:        Results of sheet flow model for regular and random waves. 

Similarly as for monochromatic waves, the calculations were performed for two 
different sediments (0.2mm and 0.12mm diameter quartz sands). Again the agreement 
between theoretical and experimental results appears quite satisfactory. 

6.        Conclusions 

The sheet flow model appears to produce reasonable results for the conditions tested. 
However further testing is required. 
The use of the model for a range of flow conditions and grain sizes produces a trend of 
large bed roughnesses at low flow regimes. According to this trend it is suggested that 
the sheet flow model provides a simple method, or rather an analogy, for the 
investigation of rippled bed conditions. 
Using i• to represent mono-frequency waves and w to represent spectral waves 
produces a reasonable agreement with laboratory data. 
The simple model results for t / d may be of use in preliminary engineering estimates 
although further testing is required. The present findings can be summarized for both 
the plane and rippled bed by the equation: 

= F, U•,Tp,k. f| ^^,s,d 
& 

(6.1) 
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The subscripts 1 and 2 refer to the plane and rippled bed respectively. 
The function f is described by the proposed iterative procedure and may be represented 
by the approximating formula: 

log = -1.05 1og[9rmsl] + 4.00 (6.2) 

where the Shields parameter is calculated using Freds0e's (1984) model. 
The above approximation differs from that given for monochromatic waves due to the 
largest waves causing a reduction in the roughness parameter. 
To calculate the function F in the case of a plane bed, Freds0e's (1984) model is 
recommended (Fi -» Tmsi). For the rippled bed case, the empirical formula of 
Kamphuis (1975) or semi-empirical formula of Jonsson & Carlsen (1976) have been 
used (F2 —» Tm,^) in order to include the effects of the vortices formed in the lee of the 
roughness crest on the turbulent mixing. 
Based on experimental data, it was found that the representative period equals the peak 
period. It appears as though the proposed method of predicting bed roughness in 
spectral waves by using ideas derived for sheet-flow modelling and a representative 
design wave is capable of providing realistic values for effective bed roughness height. 
Further work is in progress on the application of the model to additional North Sea 
data. 
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CHAPTER 24 

Difference between Waves Acting on Steep and Gentle Beaches 

KazumasaKATOH1' 

Abstract 

The physical difference of beach erosions between on the steep and on the 
gentle beaches has been discussed, based on the field data and the theory of 
generation of the infragravity waves. As a result, it is shown that the incident 
waves are predominant in the wave run-up phenomena on the steeper beach, while 
on the gentler beach the infragravity waves are predominant. 

Dear Prof. Dalivmple. 

Based on the data obtained at the Hazaki Oceanographical Research Facility 
(HORF), I reported at the 23nd ICCE held in Venice, Italy, that the foreshore 
erodes under the action of infragravity waves of one to several minutes in a period 
(Katoh and Yanagishima, 1992). This conclusion, however, was distressed with 
the question made by one of participants, you Prof. Dalrymple, in the conference. 
Your question was; "There are many examples of beach erosion in experimental 
flumes with the regular waves, where the infragravity waves cannot exist. How do 
you explain away the experimental facts of erosion with your conclusion?". Your 
question was very excellent, because I could not answer on that time. 

Since then, I have been studying on the physical difference between the beach 
erosions in the experimental flume and in the field. Here, I am going to explain 
the advanced conclusion on the role of the infragravity waves in the process of 
beach erosion, in the following. 

1) Chief of Littoral Drift Laboratory, Port and Harbour Research Institute, Ministry 
of Transport, 3-1-1, Nagase, Yokosuka, 239 JAPAN 
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Critical Level of Foreshore Profile Change 

At the HORF which is located on the sandy beach facing to the Pacific Ocean, 
Katoh and Yanagishima(1990) carried out the field observations on the foreshore 
berm erosion and formation. By analyzing the small scale sand deposition on the 
higher elevation when the berm eroded (see Figure 1), Katoh and Yanagishima 
(1992) presented that the critical levels of foreshore profile change in the processes 
of both erosion and accumulation are expressed by the significant wave run-up 
level, Rmaxl 

Rmax= (n > + 0.96(/fe)o + 0.31     (m), (1) 

where (n )0 is the mean sea level and (HL)O is the height of infragravity waves at 
the shoreline, respectively, and the third constant term is considered to represent 
the run-up effect of incident wind waves. 

0,1 
> 

0 - 

Critical level of accumulation 

Critical level 
of erosion 

9/12/87 
9/14/87 
9/16/87 
9/18/87 
9/21/87 

H.W.L. 

-100 -50 0 50 
Offshore distance (m) 

Figure 1   Typical example of berm erosion. 

Equation (1) is the empirical relation which has been derived from the field 
data. The observation spans wide range of incident waves (offshore significant 
wave heights 0.39 -5.11 m and significant wave periods 4.5-15.6 s), (HL)O = 0.15 

-1.23 m, and (n )0 = 0.79 -1.88 m. There is, however, a serious problem due to a 
fixation of observation site, that is to say, the constancy of profile slope. Namely, 
the effect of beach slope is excluded from equation (1), which restricts its general 
application. 

For making up for this insufficiency of excluding the effect of slope, the 
empirical equation (1) has been compared with the previous results of experimental 
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and theoretical studies. As the comparison of the results of field observation at the 
HORF with the Goda's theory (1975) has been already done in regard to the wave 
set-up at the shoreline (Yanagishima and Katoh,1990), the run-up heights of 
incident waves and the heights of infragravity waves at the shoreline have been 
examined in this study. 

Run-up Heights of Incident Waves 

Mase and Iwagaki (1984) carried out experiments as to the run-up of irregular 
waves on the uniform slope ( 1/5 to 1/30 ). As a result, they showed the 
relationship between the run-up height and the Iribarren number £, or a surf 
similarity parameter, as follow; 

-^- = 1.378 e• (2) 

k = tan/3 /jHm/Lo    , 

where Rvs is the significant run-up height which is defined by the crest method, 
Hi/3 and Lo are a significant wave height and a wavelength in deep water 
respectively, and tan/? is a bottom slope. As Mase et al. used a still water level as 
a reference level for the wave run-up height, the effect of wave set-up is included 
in the run-up height in their analysis. On the other hand, as the reference level in 
equation (1) is a mean water level at the shoreline under the action of waves on 

beach, the wave set-up is included in (n )0, not in the wave run-up height. In 
short, a direct comparison of equation (1) with equation (2) is impossible. Then, a 

magnitude of wave set-up at the shoreline, U max, has been estimated from the data 
of offshore significant waves by using the Goda's theory (1975). In the 
calculation, the bottom slope is 1/60, which is the mean slope in the surf zone at 

the HORF. By adding u max to the third constant term in equation (1), the run-up 
height above the still water level, Rs, is evaluated as follow; 

R.S = 0.31  +   Tl max, (m) (3) 

Figure 2 shows the relation between the non-dimensional run-up height 
normalized by the offshore significant wave height and E,, where the bottom slope 
is fixed to be 1/60. The data plotted by circles and by triangles are obtained in the 
processes of berm erosion and berm formation respectively (Katoh and 
Yanagishima, 1993,1993). From this figure, we have a linear relationship between 
two parameters as 

it-2'50*' <4> 
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Figure 2   Relation between £ and run-up heights of incident waves. 

which is shown by a solid line closed to the equation (2). 

Equation (2) proposed by Mase et al. is the significant run-up height by the 
crest method, while equation (3) is the critical run-up height where the significant 
profile change occurs. Although the physical meaning are different each other, it 
can be said that both run-up heights depend on £. Here, I have to give a 
supplementary explanation concerning equation (4). Since the data plotted in 
Figure 2 do not include the effect of bottom slope which is fixed to be 1/60 in 
analysis, it must be properly said that the non-dimensional run-up height is 
inversely proportional to the square root of wave steepness. However, equation (4) 
is the similar form to equation (2) which is based on the experimental data 
obtained on the bottom slope from 1/10 to 1/30. By taking this similarity into 
account, it can be concluded that the non-dimensional run-up height is 

proportional to E,. 

It is recognized in Figure 2 that the data plotted by the triangles, in the process 
of berm formation, are scattered mainly above the solid line, while the circles in 
the process of berm erosion are below the line. The leading cause of these 
inclined properties is considered to be due to the disregard of the effect of bottom 
slope in the area from the shallow water depth to the foreshore. If we consider the 
profile changes in the processes of berm formation, being steeper, and berm 
erosion, being gentle, the data by the triangles are shifted to the right and the data 
by circles to the left.   As a result, all data will be plotted closer to the solid line. 
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Heights of Infragravity Waves at the Shoreline 

Statistics of infragravity waves 
In order to observe the waves near the shoreline, an ultra-sonic wave gauge 

was installed to the pier deck at the location where the mean water depth was 
about 0.4 meter in M.W.L. The wave measurement was carried out during 20 
minutes of every hour with the sampling interval of 0.3 seconds (Katoh and 
Yanagishima, 1990). By utilizing the wave profile data, the wave heights and 
periods of infragravity waves were calculated by the following equations based on 
the result of spectra analysis; 

HL = 4.0 Vrtio     , (5) 

TL = Vnio/mz  , (6) 
J'fc     n 

/ S(f)df, (7) 
o 

m 

where HL and TL are the wave height and the period of infragravity waves 
respectively, / is the frequency, S(f) is the spectral energy density, fc is the 
threshold frequency of 0.33 Hz. The wave height of infragravity waves at the 
shoreline where the water depth was zero, (HL)O, has been estimated by the 
following transformation equation (Katoh and Yanagishima, 1990); 

(//i)o=/feV( 1+h/Hm)  , (8) 

where h is the water depth at the observation point which can be evaluated from 
the bottom level and the mean water surface level. 

A statistical analysis has been done for the data obtained during 4 years from 
1989 to 1990, provided that some data have been excluded according to the 
following criteria; 
(a) The data obtained when the water depth was shallower than 0.5 meter should 
be excluded, because the sea bottom sometimes emerged when the waves ran down 
offshoreward. 
(b) The data obtained when the water depth was deeper than 1.1 meters is not 
preferable, because the relative distance from the observation point to the shoreline 
was large. 

Figures 3 and 4 show the frequency distributions of the heights and the periods 
of infragravity waves at the shoreline, respectively.   The highest frequency of wave 
heights is in the rank of 0.2 to 0.3 meter, while the mean height is 0.38 meter. 
The number of cases is 45 ( 4.1% ) for the waves higher than 0.8 meter, and 15 ( 
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1.4% ) for the waves higher than 1.0 meter. The maximum wave height is 1.34 
meters. The wave periods distribute in the range from 40 to 100 seconds, being 
62.4 seconds in average. 
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Figure 3   Frequency distribution of heights of infragravity waves. 
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Figure 4   Frequency distribution of periods of infragravity waves. 

Figure 5 shows the relation between the heights of infragravity waves at the 
shoreline and the offshore wave energy flux.   On the upper, the significant wave 
height is shown as an indicator for the case that the wave period is 8.2 seconds. 
Although there is a little scattering of data, by means of the least square method we 
have a following relation; 

<7fc)o = 0.23 Ef (9) 
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Figure 5   Relation between offshore wave energy flux and 
the height of infragravity waves at the shoreline. 

where Ef is the offshore wave energy flux. Yanagishima and Katoh(1990) reported 

that the wave set-up at the shoreline, n max, at the HORF can be well explained 
only by the offshore wave energy flux, 

0.4 
Tl max = 0.14 Ef 

0.6 

^0.5 

§"0.4 
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0.1 

0.0 

(10) 
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Figure 6   Relation between £ and height of infragravity waves. 
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By substituting equations (9) and (10) into the first and second terms of equation 
(1) respectively, the critical level of foreshore change is expressed only by the 
wave energy flux. This result corresponds to another result that the daily changes 
of shoreline position can be well predicted by the offshore wave energy flux 
(Katoh and Yanagishima, 1988). 

Figure 6 shows the relation between the non-dimensional height of infragravity 
waves at the shoreline, which are normalized by the offshore significant wave 
heights, and the Iribarren number £, provided that the mean slope in the area of 5 
to 8 meters in depth where the incident waves break in a storm is utilized, which is 
1/140. In this figure, the data obtained when the offshore significant wave height 
was larger than 2 meters is plotted. The closed triangles and the closed circles are 
the data which have been analyzed with respect to the berm formation and erosion 
(Katoh and Yanagishima, 1992). Figure 6 shows that the non-dimensional height 
of infragravity waves increases with E,. However, since the bottom slope is fixed 
to be 1/140 in the analysis, it must be properly said that the non-dimensional 
height increases with a decrease of wave steepness. 
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Figure 7 Relation between E, and significant vertical swash excursion 
of infragravity waves ( i, is defined with the foreshore slope, 
from Guza et al, 1984 ). 

In the same way, Guza et a/.(1984) analyzed the two sets of wave run-up data, 
which were obtained on the beaches facing to the Pacific Ocean and the Atlantic 

v 
Ocean.   Figure 7 shows their result, where   RstG   is the significant vertical swash 
excursion of infragravity waves.   We should remark that the foreshore slope was 
considered in their calculation of £.    Figure 7 shows that two data sets are 
systematically different in this parameter space.    While the data obtained in the 
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Carolina beach show a clear trend as shown by the best fit solid line, the data 
obtained in the California beach show no significant slope when £ is large. Guza 
et a/.(1984) said that the apparent discrepancy between the data sets lay in the 
rather arbitrary choice of a cutoff frequency for the infragravity band. However, I 
think as explained later that it depends on the difference of bottom slope in the 
wave breaking zone. 

Effect of bottom slope on the infragravity waves 
As the dependence of infragravity waves at the shoreline on £ is different from 

beach to beach, the theory on the generation of infragravity waves by Symonds et 
a/.(1982) has been examined. They used the non-dimensional, depth-integrated, 
and linearized shallow water equations, that is, 

x   St        8x 2xdx 

St Sx 

a2X TT       2U 

(11) 

(12) 

f = 
2C' x' a' (13) 

3y2A-tan/?       '    X ~  X    '     ° ~ yXtartf   ' 

where o=2n / TR ; TR is a repetition period of wave group, x' is a distance 
offshore with the origin at the shoreline, X is the mean position of break point, g is 
the gravitational acceleration, IT is the depth-integrated velocity, y is the ratio of 
the incident wave height to the water depth in the surf zone, f is the time, £' is the 
level of sea surface, and a' is the amplitude of incident waves. 

Nakamura and Katoh(1992) pointed out that the Symonds' theory overestimates 
the height of infragravity waves in comparison with the field data. They modified 
the Symonds' theory by taking a time delay of small wave breaking due to 
propagation into consideration, which well predicts the wave height of infragravity 
waves. According to the modified theory, the non-dimensional wave profile of 
infragravity waves at the shoreline, Co, is as follow ( see, Nakamura and Katoh, 
1992 ); 

Co = 22  CnSin( lit + En ), (14) 

where Cn are the coefficients which have been expressed in complicated forms, and 
£n are the phase lags. 
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In order to examine the characteristic of wave profile expressed by equation 
(14), relatively simple, but acceptable, assumptions will be introduced, although 
they make a little sacrifice of quantity. By assuming that the ratio of the wave 
amplitude to the water depth, y, is constant, we have, 

H 
X-^$     ' <15> 

where H is the mean wave height which is correlated with Hiri as 

Hi/3 = 1.6 H . (16) 

Next, let us assume that the height of incident waves in groups varies sinusoidally ( 
Nakamura and Katoh,1992 ), that is, 

H = H + 41 H\n cos( at)/3. (17) 

By utilizing equations (15),(16), and (17), the ratio of the amplitude of wave break 
point varying to X is 0.75 ( = A a ). 

Figure 8 shows the theoretical relation between Cn ( ; n=l to 4 ) and x , which 
have been obtained based on the above assumption. In Figure 8, the amplitude of 
infragravity waves at the shoreline is also shown, which is calculated by means of 

V 2 (£o)tms from the wave profile composed by equation (14) for n=l to 4. 

In regard to % , an interesting rewriting will be possible. By referring the 
empirical relation between TR and TIB (TR = 9.247V3, Nakamura and Katoh, 1992), 
we have 

3 

^Amplitude 

x 

\X< 
0.1 X 10 100 1000 

Figure 8   Relation between % and Cn or amplitude of 
infragravity waves at the shoreline. 
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1 

325 

In 
a = 

Lo 
(18) 

9.24 TIB 9.24 

Then, by substituting equations (15),(16), and (18) into equation (13), we have 

0.023     Hv3 / Lo        0.023 

tan2/? V? 
(19) 

that is to say, % is the function of £.    Furthermore, another relation in equation 
(13) can be rewritten for the condition at the shoreline as follow; 

4l   (Co)r, 
(my, 

3y2Ztan/? 

According to the parameter definitions, we have 

H = 2yXtan/? . 

(20) 

(21) 

By substituting equation (21) into equation (20) and taking equation (16) into 

account, we finally have 

HORF I      tanP     ( for    Hl'3 /L° = °M ) 

0.002 1 0-01 °-05       0.1        0.2 
0. 
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Figure 9   Relation between £ and height of infragravity waves 
at the shoreline ( theory ). 
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(HL)O      3y 

3.2 #1/3 
V2 (Co), (22) 

By utilizing equations (19) and (22), Figure 8 can be represented by using new 
parameters. 

Figure 9 is the transformed relation between new parameters, by assuming y 
=0.3. On the upper side, a scale is marked for the bottom slope when the mean 
value of offshore wave steepness at the HORF, 0.04, is adopted. The mean 
bottom slope in the area of wave breaking in a storm is 1/140 at the HORF, which 
is indicated by an arrow on the upper side. In a range of bottom slope up to 0.01 
(=1/100), the non-dimensional wave height increases with £, of which tendency is 
the similar as that shown in Figure 6. On the other hand, it decreases with E, in a 
range of bottom slope steeper than 0.01. 

In the analyses by Guza et a/.(1984), they defined E, by the foreshore slope, not 
by the bottom slope in the wave breaking area. Then, I have inspected the bottom 
slopes of two beaches in literature. The mean bottom slope in the area from -2 to 
-6 meters is 1/127 in the North Carolina beach (Holman and Shallenger,1985), 
which is too much gentler than the foreshore slope. The bottom slope in the 
Torrey Pines Beach, California, is almost constant up to the water depth of 7 
meters, being 1/45 (Guza and Thornton,1985). By utilizing these slopes, the 
values of £ have been calculated, provided that the foreshore slopes are 6 degrees 
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Figure 10   Relation between E, and significant vertical swash excursion 
of infragravity waves ( £ is defined with the mean bottom 
slope in the wave breaking area ). 
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in both the beaches. Figure 10 is the result of calculation, in which the data are 
rearranged to give the qualitative agreement with the theoretical relation in Figure 
9. 

Discussion and Conclusions 

Figure 11 shows the result of present study. A thick line is the theoretical 
relation between the non-dimensional height of infragravity waves at the shoreline 
and £, which has been qualitatively verified with three sets of field data. The 
linear relationship between the non-dimensional run-up height of incident waves 
and £, equation (4), is superimposed on this figure by a thin line, which is curved 
in a semi-log space. There is an intersection of two lines, which is roughly 
corresponding to the bottom slope of 1/25 when the wave steepness is 0.04. In the 
right-hand side from the intersection, on the steeper beach, the incident waves are 
predominant in the wave run-up phenomena, while on the gentler beach the 
infragravity waves are predominant. 
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Figure 11   Dependences of infragravity waves and incident waves on E,. 

Almost all of the model experiments were conducted on the model beach 
steeper than  1/30,  probably  due  to  the  limited  length  of flume.    Under this 
condition, the dominating external force for profile changes is the incident waves. 
Then, the foreshore erodes even though only the incident waves are reproduced in 
the experiment.    On the other hand, the infragravity waves exist on the gentle 
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beach in the field. However, the evidences which show the cross relation between 
the beach erosion and the infragravity waves are scarce. One of reasons is that 
many field observations in connection with the wave run-up were carried out on 
the steep beach ( according to literature survey by Kubota ;1991). Another reason 
is that many field observations were done in the relatively calm wave conditions. 
The smaller waves break closer to the beach where the bottom slope is steeper 
because the profile of nearshore topography is usually concave upward. In short, 
the development of infragravity waves is weak when the incident waves break on 
the steep bottom. Therefore, in order to have quantitative information on the 
relation between the infragravity waves and the beach erosion, the further field 
observations are required concerning the phenomena on the gentle beaches in 
storms. 

Finally, the author is grateful to Mr. Satoshi Nakamura, a member of the littoral 
drift laboratory, for his courtesy in using the computer program which he 
developed to predict the height of infragravity waves in the surf zone. 
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CHAPTER 25 

Wave Breaking under Storm Condition 

Yoshiaki Kawata, M.ASCE1 

Abstract 

The effects of strong wind on wave breaking were discussed with the field data. At 
around U =23m/s the maximum wave steepness of 0.034 was obtained. At the wind 
velocity of more than 23m/s, the wave steepness becomes small once because reformed 
waves which were already broken at the offshore were measured. This corresponds with 
the changes of the ratio of wave breaking. The relationship between the mean period of 
SIWEH and significant wave period was made clear. It was found that pulsating behavior 
of undertow influences wave breaking in a shallow water. 

Introduction 

In spite of many trials to explain the mechanism of wave transformation and wave 
breaking, in a shallow water, we have still obscure phenomena in the nearshore zone. 
For example, under high wind, it is very difficult to predict the location of breaking 
points of incoming waves. Most of coastal structures have been designed to avoid 
impulsive shock pressure due to wave breaking, but usually breaker index has been 
developed on the basis of experimental data conducted under no wind condition. Some 
coastal disasters have been generated by underestimation or miscalculation of wave 
forces due to wave breaking. 

On a mild sloping beach, high waves under strong wind break two or more times in 
the crosshore direction. In the shoaling process, we observed frequently that a lower 
wave just after a higher wave breaks easily. This mechanism was not well understood yet. 
Moreover, at the wind velocity of more than 20m/s, the applicability of breaker index 
and plausible maximum wave steepness have not made clear due to lack of field data. 
Moreover, high wind waves usually come to the shore in accompany with high wind. 

The effects of strong wind on wave breaking were discussed with some traditional 
methods. Firstly, changes of wave steepness and ratio of wave breaking with wind 
velocity were studied. Secondly, applicability of breaker index was investigated. In order 
to make clear the effect of undertow on wave breaking, the relationship between the 
dominant period of SIWEH and significant wave period was also justified. The 
measurement was conducted on 18 November, 1981 on which developing low pressure 
moved eastward in the Japan Sea and high wind blew around the coast. 

1 Professor, Disaster Prevention Research Institute, Kyoto University 
Gokasho, Uji, Kyoto 611, Japan 
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Field Observation Site and Method 

The field experiments were conducted on the Ogata coast which is a straight sandy 
beach of 20km long facing the Japan Sea. At the measuring site (water depth:7m, 
bottom slope:l/130, offshore distance:200m), capacitance wave gauges were installed as 
shown in Fig. 1. Two wave gauges were set respectively in the crosshore direction at the 
distances of 12.9m landward and 19.6m seaward from the measuring site. A unit of data 
is each 100 sec in length and 40 units were analyzed as every averaged data. VTR 
systems focused on sea surface at Ch. 1 Wind characteristics were measured with the 
anemometer installed at the 35m offshore from Ch. 1 and its height was 15m above 
mean sea level (tidal range is about 30cm). At the observatory, the anemometer was 
installed at the height of 10m above ground level. Dominant wave direction was 
determined through the analysis of directional spectra with the data obtained by eleven 
wave gauges. The undertow was measured with the ultrasonic type current meters at the 
height of lm above the bottom. 

Observation Results 

Firstly, we analyzed the data with surf similarity parameter £? to divide into breaking 
and non-breaking waves. The wave length was calculated with small amplitude wave 
theory and second-order Stokes wave theory. Figure 2 shows one of the results in which 
r)d means the distance between mean sea level and wave trough. From this figure, it was 
found that it is impossible to clarify breaking and non-breaking with the traditional 
expression. In the similar expression such as Vu / Wd ( Vu: distance between mean sea 
level and wave crest), H I rjdT (T : wave period), the combination of and the variables 
defined here can not express the criterion of breaking and non-breaking. In these 
relationship, we introduced the wind velocity as the parameter, but we could not get good 
results to explain wave breaking phenomena. 

F.ffects of High Wind on Wave. Rreaking 

In this chapter, we firstly tried to justify the applicability of breaker index and 
changes of wave steepness and rate of wave breaking with wind velocity. On the Ogata 
coast, wind waves develop in accompany with the movement of low pressure and the 
wave direction changes from west, northwest to east sequentially.    It is generally 

50m 
_i 

Observation point 

Ch. 3        Ch. 2 

distance 12.9m 19.6m 
dePth     7.05m       7.15m        7.30m 

Fig. 1 Observation pier and point on the Ogata coast 
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Fig. 3 Changes of wind characteristics 

recognized that wave height increases until wave direction becomes northwest. After this 
stage, waves change to swell. 

Figure 3 shows an example of sequential changes of wind characteristics. Every point 
is 10 min. averaged data. At the pier, we had very high wind and wave breaking with 
spilling type frequently occurred. Figure 4 shows the changes of the wave steepness 
HILo and ratio of wave breaking R with wind velocity U. Wave steepness was measured 
at the point of Ch. 3. Individual wave steepness is calculated and averaged in the period 
of 10 min. The ratio R is defined as the number of wave breaking divided by the total 
wave number. In the case of (a) (wind direction :WSW) the increase of wave steepness 
with wind velocity is clear and also the increase of R show same tendency. On the 
contrary, in the case of (b)(wind direction:WNW), the following results were observed: At 
around t/ =23m/s the maximum wave steepness of 0.034 was obtained and at the wind 
velocity of more than 23m/s, the wave steepness becomes small once because reformed 
waves which were already broken at the offshore were measured. Furthermore, more 
than 26m/s, the reformed waves also begin to break. The difference of wind velocity of 
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Fig. 4 Changes of wave steepness and ratio of wave breaking with wind velocity 

only 3m/s is correspondr to the enlargement of width of breaker zone. The effect of 
wind direction on the changes of wave steepness is reflected the difference not only fetch 
and duration of wind waves but also of wave refraction characteristics. For example, the 
westerly waves changes from long crested to short crested waves due to wave refraction. 

The changes of the rate of wave breaking is similar to that of wave steepness as 
follows: 

a) wind velocity is less than 23m/s, the ratio R increases up to 0.5 
b) 23 to 25m/s, R decreases to 0.4. 
c) more than 25m/s,.R =0.5 

They correspond well with the changes of wave steepness under high wind conditions. 
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Fig. 5 Changes of ratio of wave breaking and wave steepness 

Figure 5 shows the relationship between wave steepness and ratio of wave breaking. 
The following remarks were observed: 

a) wind velocity is less than 22m/s, ratio of wave breaking 
increases with wind velocity. When wave steepness be- 
comes more than 0.04, ratio of wave breaking keeps 0.16. 

b) wind velocity ranges from 22 to 24m/s, ratio of wave 
breaking slightly decreases. 

c) more than 24m/s, waves whose steepness is more than 0.04 can not be found. 
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Figure 6 shows the applicability of breaker index proposed by Goda(1970). The data 
were recorded at U =26.7m/s and R =0.457. It was found that the breaking height was 
classified into some groups in each wave age and the breaker index was the upper limit 
of the field data. 

Effect of Undertow on Wave Breaking 

In the field, a following lower wave behind a higher wave is sometimes prone to 
breaking. The following mechanism may be related with the wave breaking phenomena 
on a mild slope in a shallow water: 

a) high waves have low trough level, therefore, following low waves may break. 
b) undertow due to high wave breaking promotes breaking of following waves. 

Under storm wave condition on the Ogata coast, wave grouping is clearly formed and 
trough level of carrier waves is almost constant in every storm conditions as shown in 
Fig. 7. This may be only applicable to the shallow water at the depth of 7m, but the If 
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hypothesis a) is inadequate. Secondly, we discuss about the plausibility of hypothesis b). 
If we assume the control volume whose rectangular frame includes one wave length in 
the crosshore direction and one wave height above the bottom with moving coordinate, 
the bore model gives undertow due to energy dissipation at the moment of wave 
breaking. In this case, local water level changes due to changes of radiation stress and its 
gradient. However, a shoreline is the fixed boundary and flow structure can not be 
described without consideration about conservation of momentum or energy. Moreover, 
time scale in the analysis has to be comparable to spatial scale of width of nearshore 
zone. Therefore, formation of wave grouping and its related phenomena are focused on 
explanation of wave breaking. 

As already pointed out, traditional methods can not predict the wave breaking. The 
reason of the pulsating occurrence of wave breaking is firstly discussed. If the pulsation 
exists, the oscillation of wave energy level with nearly same period should be found. 
Figure 8 shows the changes of wave height along Chs. 1, 2 and 3. The increase of wave 
height depends on wave transformation or existence of reverse flow. The averaged data 
show that the increase of wave height is larger than that predicted by wave 
transformation with small amplitude theory (in the calculation, wave height of 2m and 
wave period of 8s). In order to make wave height twice, it is necessary to add the reverse 
flow at the velocity of 2.75m/s. This is very large, but in the field the breaking 
phenomena is unsteady and the increase of wave height due to breaking also exist, this 
result suggests that the reverse flow may influence the wave breaking process. 

T.nng Period Fluctuation of Current Velocity 

Figure 9 shows the power spectrum of current velocity in the Northwest direction (it 
is almost in the crosshore direction) at the height of lm above the bottom (water depth is 
about 6m)(Tsuchiya et al., 1989). In this figure, the first peak with the frequency of 
about 0.1Hz responds to that of incoming dominant waves. In the low frequent range, it 
is found to be some primary peaks. 

5. 

Ch.l Ch.2 Ch.3 

Fig. 8 Changes of wave height in the crosshore direction 
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Figure 10 shows the long period fluctuation of the current velocity in which the 
higher frequent component were cut off with the low pass filter of 0.03Hz. The current 
was recognized with the amplitude of 50cm/s. By this pulsating fluctuation, bursting of 
the bottom sediment were observed as shown in Fig. 11. The optical suspended 
sediment sensors are mounted in a vertical steel pipe of 3cm in diameter by 4m long. 
The lowest sensor was set at the height of 10cm above the bottom.(kawata et al., 1989). 
This bursting occurred at the moment of the concurrence of undertow and maximum 
water particle velocity in the offshore direction. The results reveals the importance of 
undertow to control bottom sediment concentration. 

Frequency      (Hz) 

Fig. 9 Power spectrum of current velocity in the crosshore direction 

fc> 

200 300 
Time     (sec) 

Fig. 10 Long period oscillation of undertow 
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rnrrp.spondp.nr.e nf Undertow and Wave Breaking 

It is necessary to make clear the generation mechanism of undertow whose period is 
several to around ten times of those of incoming waves. Firstly, we checked the wave 
energy levels of wave grouping on the Ogata coast. Figure 12 shows that the mean 
period of SlWEHis proportional to that of significant wave period. This figure shows 
that the increase of wave period well correlate to the long period variation in wave 
grouping. Secondly, we checked the relationship between the time variation of undertow 
and the occurrence of wave breaking. The procedure is as follows: 

a) In every 200 waves recorded at Chs. 1, 2 and 3, significant wave 
height and its period are calculated. We get a series of them during 
600 waves. 

b) In every breaking wave, the period Tsh ( the period of SIWEH in 
Fig. 12, given by 5.81 Tj/3 +1) is shifted behind it and check the 
certain wave breaking or not. 

c) This checking is applied to every individual 30 waves. 

^r- Breaking wave 

Turbidity 

Fig. 11 Suspended sediment bursting due to wave breaking 

E-f 

Fig. 12 Relationship between mean period of SIWEH and significant wave period 
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Figure 13 shows the relationship the ratio of correspondence and the ratio of wave 
breaking. It was found that the increase of the former is roughly predicted by the 
increase of the latter. Therefore, it was concluded that wave breaking in a shallow water 
is well depend on the pulsation of the energy level of wave grouping. 

Conclusions 

The effects of high wind on wave breaking in a shallow water were discussed with the 
field data. In rough sea state under strong wind, the wave breaking conditions in the 
nearshore zone can not be predicted with some traditional expressions. At around U 
=23m/s the maximum wave steepness reaches to 0.034. At the wind velocity of more 
than 23m/s, the wave steepness becomes small once because reformed waves which were 
already broken at the offshore site were measured. This corresponds with the changes of 
the ratio of wave breaking. The relationship between the mean period of variation of 
SIWEH and significant wave period was made clear. It was found that pulsating behavior 
of undertow influences wave breaking in a shallow water. 
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CHAPTER 26 

APPLICATION OF MAXIMUM ENTROPY METHOD 
TO THE REAL SEA DATA 

Taerim Kim1, Li-Hwa Lin2, and Hsiang Wang3 

Abstract 

Two different versions of maximum entropy methods(MEM) were compared with 
two conventional methods for analyzing directional ocean wave spectra. The two 
MEMs were originally proposed by Lygre and Krogstad (1986) and Kobune and 
Hashimoto (1986), respectively, and the two conventional methods are the truncated 
Fourier series method(TFS) and Longuet-Higgins parametric model(LHM). The com- 
parisons included hypothetical idealized cases and actual measured data. For the 
hypothetical cases, the MEM by Kobune and Hashimoto clearly performed better, 
particularly for dual-peaked spectra. As for the comparisons from measured data, 
the MEM generally yielded narrower directional spreading than the two conventional 
methods but all methods gave nearly identical main direction information. However, 
this MEM does have occasional convergence problem in real sea data analysis. The 
problem is removed with the aid of an approximation scheme. This modified scheme 
is employed in the automated directional spectral analysis of measured sea data. 

Introduction 

In coastal engineering applications, directional ocean wave information becomes 
increasingly important owing to the advancement of technology and the demand of 
better design information. In order to acquire more accurate information of the di- 
rectional sea waves, much efforts have been devoted to the development of measuring 
system and the method of analyzing the data. There are several different measuring 
systems utilized today. For instance, a heave/pitch/roll buoy has been used in the 
open ocean while wave gage array or pressure transducer and bi-axial current meter 
are often deployed in coastal water to collect directional wave data. Since ocean waves 
can be treated as random signals in both time and space, the information derived from 
all these measuring systems are truncated partial statistical properties, such as in the 

1Graduate Assistant,2Research Scientist,3Professor, Coastal and Oceanographic Engineer- 
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form of moments or in the expression of a finite number of Fourier coefficients. Based 
on the limited information, different methods have been developed to estimate the 
true ocean wave properties which were often expressed as directional ocean wave 
spectra. The most direct method clearly is to express the directional spectrum by 
a finite Fourier series presentation known as truncated Fourier series (TFS) method. 
However, this method is found to often produce the unreasonable results of negative 
energy components in the directional domain. When this situation occurs, the esti- 
mate is evidently badly biased. For other methods which were developed to analyze 
directional spectrum, the Longuet-Higgins' parametric model(LHM) is presently the 
most popular one owing to its concise form and the guaranteed non-negative spectral 
values. However, the model always gives symmetrical single-peaked directional distri- 
bution for each frequency band. Hence, LHM is not suitable for waves with frequency 
bands containing multi-directional peaks. The maximum entropy directional spec- 
trum estimator developed recently has a major improvement. The method is capable 
of showing both multiple peaks and asymmetric distribution in direction (Kim, et al., 
1993). Therefore, the MEM is particularly useful for shallow water application where 
waves can be very asymmetric in nature. 

Two different entropy definitions have been utilized in finding the correspond- 
ing maximum entropy directional spectra. One is from Lygre and Krogstad (1986) 
who applied MEM under the assumption of a complex Gaussian, stationary process 
of directional waves and the other is from Kobune and Hashimoto (1986) regarding 
the directional distribution of wave spectrum as a probability density function. The 
maximum entropy estimator derived by Lygre and Krogstad was designated here as 
MEM I and the one by Kobune and Hashimoto as MEM II. Benoit (1992) compared 
twelve different methods for estimating the directional wave spectrum based on nu- 

merical simulations and showed that MEM II gives more reliable estimates but the 
computational time is rather long. Brissette etal. (1992) also compared several meth- 
ods and pointed out that MEM I often overpredicts the energy at the distribution 
peaks. Kim et al. (1993) tested TFS, LHM, MEM I, and MEM II using three differ- 
ent types of target spectrum and concluded that MEM II is more reliable than the 
other methods compared. They also suggested an approximation scheme of MEM II 
to avoid the occasional problem in MEM II and, hence, to significantly reduce the 
computational time for the practical use. Up to the present, most of the tests for the 
reliability of the directional spectrum estimator were done based on either artificially 
simulated target spectra or just one sample set of data. However, simulation test 
of different directional methods may also be influenced by the target spectra chosen 
and, therefore, does not provide sufficient evidence for the better method. 

In this paper, MEM II was compared and evaluated with two classical methods, 
TFS and LHM, using two sets of real time series data. The comparisons include the 
spectral pattern and statistical parameters of dominant frequency peak direction and 
mean direction, which are important for many different applications in the coastal 
and ocean engineering. 
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Methods Estimating Directional Spectrum 

Mathematically, a true directional spectrum E(a, 4>), with a and <j> denoting the 
frequency and direction, respectively, can be expressed in terms of an infinite Fourier 
series as 

A   (   \ °° 
E(a, <f>) = ^P + 52[M°) cos(n0) + Bn(a)sin(^)],     \4>\ < x, 

Z n=l 

where A0, Ai and Bn are the frequency dependent Fourier coefficients, which can be 
determined based on the measured or simulated sea data. Although several different 
techniques analyzing the directional spectrum have been developed in the past, only 
two classical and two versions of MEM methods are discussed here. The two classical 
methods are the truncated Fourier series (TFS) and the Longuet-Higgins' parametric 
model (LHM). The two MEM methods (MEM I and II) have different entropy def- 
initions. To be consistent, the four methods are summarized below based upon the 
first five Fourier coefficients, Ao, A\, B\, A%, and B^. 

(l)TFS (truncated Fourier series) 

The directional estimator expressed by the truncated five-term Fourier series is 

E(<r,4>) = ^- + £[An(<r) cos(n<j>) + Bn(<r) sin(n<£)]     |^| < TT. 

(2)LHM (Longuet-Higgins parametric model) 

The parametric model proposed by Longuet-Higgins (1963) is 

E{*,f) = Eiof'1 ^ + V cos2' ^,,     l^o| <«-,«> 0, 

where T denotes the Gamma function, s = s(a) and 4> = <f>0(o') are the directional 
spreading parameter and the symmetric center direction, respectively. As a first order 
approximation, the parameters s and 4>o can be determined from 

Cx        .      .    ,1Bl     _      y/Aj + Bj s = -nrs ^ = tan v Cl = —4o— 
(3)MEM I (Maximum Entropy Approach, Method I) 

By defining the entropy of directional sea as 

/•2ir 

= - [ *\v.H{a,<j>)&4>. 
Jo 

M 
Jo 

and maximizing M, Lygre and Krogstad(1986) showed that 
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with 

Ai     .Bx A2     .B2 (ci - c2cp 

where H(a,<f>) is the directional distribution function and the asterisk indicates a 
complex conjugate. 

(4)MEM II (Maximum Entropy Approach, Method II) 

By maximizing the entropy denned as 

r2n 
M = -        H{<j,4>)\n H(CT, (j>)A4>, 

Jo 

Kobune and Hashimoto (1986) showed that 

4 

H(a,<j>) = exp[- £ A^ff)**^)], 
j=o 

where a0(4>) — 1, a\{<j>) = cos<£, a2{4>) = sin<£, a3(<f>) = cos2</>, a4(<^) = sin2^, and 
A/s are the Lagrange's multipliers. The A/s are determined by iteration method 
solving a set of nonlinear equations: 

[*M<r) ~ ««(*)] • exPt- £ *j{*)<*i{4>)W = 0, » = 1,2,3,4 

with 

r     4 
A0 = ln{ /    exp[^ Aj(ff)«i(^)]d^}, 

where /?i(cr) = Ai/A0, /?2(<T) = Bi/A0, /?3(o-) = A2/A0, and /34(<T) = B2/A0. It is 
noted here that, based upon the first five Fourier coefficients measured, the directional 
spreading function H(cr,4>) determined from both MEM I and II can have at most 
two directional peaks, which can be understood by taking 8H/d(j> = 0. Using the 
maximum entropy technique to estimate the directional spectrum is also attractive in 
that the wave spectrum computed does not have to be symmetrical in direction. This 
certainly indicates a better approach than the conventional LHM method of which the 
directional distribution is modelled by a symmetrical function. On the other hand, 
the TFS is known to often yield a biased estimate to the directional spectrum and 
the computed directional spectrum may have negative energy components. 

Fig. 1 displays several comparisons of four methods shown above for the simulated 
directional spectra which include unimodal, bimodal, and asymmetric distributions. 
It is seen that TFS can result in non-positive spectral densities, LHM always gives a 
symmetric, single-peaked distribution, and MEM I generally produces two peaks and 
overestimates the peak. The overall comparisons show that MEM II generates the 
closest estimates to the target spectra for all cases tested. 
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WAVE DIRECTIONAL SPECTRUM 
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Figure 1: Comparison of simulation results with target spectra. 
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Application of MEM II 

In general, there are no difficulties in computation of directional spectra based 
on TFS, LHM, and MEM I. However, when MEM II is applied, a nonconvergence 
problem may occur due to numerical iterations. This problem can be overcome by 
using an approximation scheme for solving the Lagrange's multipliers. It can be 
shown that by expanding the exponential term appearing in the nonlinear equations 
solving for A;'s to the second order as 

I [/3,(CT) - ai{4>)} • {1 - 2^ \j(<j)aj{4>) + —J- } = 0, 
Jo 

an approximation of solutions of A;, i — 1,2,3,4, can be obtained as 

4 4 

Ai = 2/Ji& + 2/32/?4-2/31(l + £/3?),  A2 = 2&/J4 - 2/?2/33 - 2/?2(l + £>?), 
.'=1 i=l 

4 4 

A3 = Pi - Pi - 2/?3(i + £ #). A* =2&A - w + £ #)• 
«'=1 i=l 

This approximation scheme is designated as MEM AP2 in the present paper. Fig. 2 
shows some numerical simulations comparing the original MEM II and MEM AP2 
spectra along with the target spectra. Although the MEM AP2 is not identical to 
MEM II, it generally yields reasonably good result to the unimodal, bimodal, and 
asymmetric target spectra. 

Extended MEM II 

As an extension of the MEM II based on the five Fourier coefficients measured, 
the directional distribution function may be also estimated by combining the first and 
any J-th directional modes as 

H(o, <f>) = exp[—Ao — oi cos(<^ — <j>\) — aj cos J(<f> — <j>j)]. 

For example, when J = 3, 

H(a,4>) — exp[—Ao— Ai cos(<^) — A2 sin(<£) — A5 cos(3<£)— A6sin(3<£)]. 

The solution of A/s from the above equation can be obtained either by iteration 
method or from an approximation scheme as followings: 

2 Etx Pi + 2.5Eti ff - (Eti Pi)2]2 

PI+PI+2pxp2p4+pip3 - p\p3 
Al   -   ~Pl       Vj.fHi.lfLfl.tt.j.fflA.-tVfl-        '     A2 - AlWft. 

,    _   M3/% ~ Pi) ~ Ws - P2P4)    .       HPl-Wl) -4(fl,ft + PiP*) 
2(Pl + Pj) 'A6_ 2(0?+#) 

The above approximation scheme is designated here as MEM AP3. Fig. 3 shows 
some comparisons between the MEM II and MEM AP3 with the target spectra. It 
is seen that MEM AP3 can still generate good estimate to the target spectrum and 
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Figure 2: Comparison of the MEM II and MEM AP2 with target spectra. 
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Figure 3: Comparison of the MEM II and MEM AP3 with target spectra. 
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sometimes show better result than MEM II depending on the target spectrum tested. 
However, similar to MEM II, the extended model combining the first and limited 
higher directional modes can result false, although small, side lobe(s) in directions. 

Real Sea Data Analysis 

Although MEM II shows attractive advantage in simulation test over TFS, LHM, 
and MEM I, it is more important to see how the method corresponds when applied 
to the real sea data. The effort here was to test MEM II for the measured time series 
sea data and compare the results with those from TFS and LHM. Two sets of real 
data representing two different sea states near coast were chosen for the test. One 
is a typical storm event of high wind and large waves. The other is for an event of 
combined swell and local waves due to moderate wind. Both data sets composed of 
two-day time series. In addition to the wave data, the wind information was also 
collected from the nearby coastal weather station. In most cases, the computations in 
MEM II converged rapidly after about five iterations. When they did not converge, 
the approximation scheme of MEM AP2 automatically took over the calculation. 

Fig. 4 shows the computed results of directional spectra for the large wind and 
wave event which occurred at the Perdido Key, Florida, in the Gulf of Mexico from 
January 16th to 17th, 1994. The results displayed that new short waves were de- 
veloped in the beginning when small wind started over the calm sea. As the wind 
strengthened, the waves were seen to grow steadily and, meanwhile, extend the spec- 
tral pattern toward the low frequency region. During the high wind stage, the waves 
appeared to have reached a state of equilibrium as the spectral pattern remained 
nearly stationary. As the wind gradually died out, spectra exhibited energy dissipa- 
tion near the high frequency end. The spectral estimates for this case mostly have 
single directional peak. The estimates from TFS and MEM II occasionally yielded 
asymmetric distribution with two peaks, but mostly in frequency bands with little 
energy content. In terms of the directional dispersion, the directional spectra com- 
puted by MEM II displayed much narrower distribution than the results from TFS 
and LHM methods. Since the MEM II is deemed to predict better directional proper- 
ties than TFS and LHM, the narrow distribution of directional spectra as estimated 
by MEM II shall be more representative to the real sea waves. 

Fig. 5 shows the results for the event of combined swell and moderate wind 
waves. The measurement was taken at Cape Canaveral on the Atlantic coast from 
December 20th to the 21st, 1993. In this event, westbound sea swell was observed 
throughout the two-day time data used in analysis. At first, only small short waves 
in scattered directions were observed as the wind was nearly absent. Later on as a 
moderate southerly wind started, local waves were rapidly developed heading to the 
north. It was noticed that although local wind waves and existing swell have different 
directions, as the local wind waves grew, the directions of wind waves and swell began 
to merge in the middle frequency region. This result seems to suggest that interaction 
took place between wind waves and swell in this frequency range. Again, the general 
pattern of directional distribution is narrower as obtained from MEM II than the 
other two methods. 

Ideally, if both wind waves and swell are present at sea, there may be good chance 
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Figure 4: Comparison of MEM II, TFS, and LHM with real time series sea data 
measured at Perdido Key, Florida (contours in log scale). 
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to have two peaks in directional distribution at the same frequency. However, based on 
the results of real sea data from MEM II, two directional peaks at the same frequency 
were rare events, excluding the cases with false secondary peak which usually occurred 
in the opposite direction of the main peak direction. One possible explanation is the 
interaction between wind wave and swell components in the same frequency band. 
However, outside the main energy content range where spectral energy is relatively 
low, a few cases with two directional peaks were found. A few examples with the 
presence of directional spectra with dual peaks or asymmetric distribution from the 
combined wind sea and swell event are shown in Fig. 6. 

In order to compare the different methods more specifically for real sea data 
analysis, three statistical parameters, namely, the peak direction, the mean direction, 
and the standard deviation at the dominant frequency, which corresponds to the 
largest spectral energy in frequency domain, were computed. Figs. 7 and 8 show the 
three parameters computed for the two sets of real sea data tested earlier. For the peak 
direction at the dominant frequency, all the LHM, TFS, and MEM II results are almost 
identical. For the mean direction at the dominant frequency, the LHM gives the same 
direction as the peak direction but both the TFS and MEM II show different directions 
from the peak directions because of the asymmetry of the directional distribution. In 
terms of standard deviation, the MEM II exhibits much narrower distribution than 
both LHM and TFS. In other words, wave energy is more concentrated around the 
main peak direction as resulted by MEM II. 

Conclusions 

Four different methods analyzing directional wave spectrum were compared using 
numerical simulation and actual measured sea data. The four methods include the 
Truncated Fourier series(TFS), the Longuet-Higgins parametric model(LHM), two 
different maximum entropy methods (MEM I and II) that utilize different definitions 
of entropy. The numerical simulation consisted of a variety of target spectra with 
different properties. And the test results showed that the maximum entropy method 
with the entropy defined as a statistical probability density function, named here as 
MEM II, is clearly performed better than the other methods in estimating the target 
spectra. From the real sea data analysis, it is also concluded that MEM II is most 
suitable as the method could differentiate dual peaks in the same frequency component 
and detect the evolution of directional interactions of each frequency component. 

The specific findings from the study were summarized below: 

(1) For the four different methods compared as candidates for analyzing the measured 
directional waves, the LHM is restricted to a symmetrical single peak distribution, the 
TFS has the disadvantage producing negative energy component, the MEM I often 
overestimates the peak, and the MEM II may have a convergence problem. 

(2) For applications to both simulated and real sea data, the MEM II is considered 
superior to the other methods compared in the paper. The convergence problem 
of the MEM II in numerical iterations can be overcome by using an approximation 
scheme. 
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Figure 6: Examples of bimodal and asymmetric directional spectra computed by 
MEM II along with those from LHM and TFS, based on measured real sea data. 
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(3) Applying TFS, LHM, and MEM II to the real sea time series data shows similar 
patterns of directional spectrum. The TFS, LHM, and MEM II are all seen to result 
almost identical peak direction for the dominant frequency component. However, they 
all yield different mean directions for dominant frequency component. This is because 
LHM produces symmetrical directional distribution whereas TFS and MEM II give 
asymmetrical distribution of directional spectrum. The MEM II, in general, produces 
narrower directional distribution than the other two methods. 

(4) Even with the presence of both local wind waves and swell, it is generally rare 
to have two distinguished directional peaks at the same frequency. It appears that 
in the mid frequency range that contains most of the wave energy, the directional 
components from wind waves and swell tend to merge. 

(5) With the aid of an approximation scheme, the MEM II can be programmed for 
practical applications such as automated directional spectrum analysis from real time 
data with significant reduction of computational time. 
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CHAPTER 27 

Probability of the freak wave appearance in a 3-dimensional 
sea condition 

Akira Kimura1 and Takao Ohta2 

Abstract 

In this study, the appearance probability of the freak 
waves is theoretically introduced applying the definitions 
by Klinting and Sand (1987). Their three conditions are 
formulated theoretically applying the probability 
distributions for the run of wave heights (Kimura,1980) and 
the distance of a mean point of the zero-crossing wave crest 
and trough from mean water level (Kimura and Ohta, 1992b). 
Its appearance probability in a uni-directional irregular 
wave condition is studied first, the theory is extended then 
to the 3-dimensional wave condition, and the definition is 
discussed in terms of the probability in the last. 

1. Introduction 

The term "freak waves" may be used to express a huge 
wave in height. Freak waves have been seen and reported in 
many places in the world. Many fishing boats, even a man of 
wars have been destroyed by exceptionally huge waves. And 
the possibilities have been pointed out that the recent 
disasters on break waters at port of Sines (Portugal), 
Bilbao (Spain), (per Bruun, 1985) are also due to the freak 
waves. Although a common recognitions "what is the freak 
wave" may not have been established yet, it may have 
following properties as described by per Bruun (1985). 

It is a single "mammoth" short crested wave with, 
apparently, little relation to its neighboring waves. It has 
a high crest but not necessarily a corresponding pronounced 
trough. It does not stay long but break down in small waves. 

In 1987, clear definition was made by Klinting and 
Sand as, 

• Professor and 2 Research associate of the Faculty of Eng. 
Tottori Univ., Koyama Minami 4-101, Tottori, 680, Japan 
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(1) it has a wave height higher than twice the significant 
wave height, 

(2) its wave height is larger than 2 times of the fore-going 
and the following wave heights, 

(3) its wave crest height is larger than 65% of its wave 
height. 
Recently, only the first condition may be used for the 

definition (Sand, 1990). However very large appearance 
probability is given if only the first condition is used. 
Furthermore the idea that there is a big jump in wave 
heights, is not realized in the recent definition. The 
present study applies three all conditions by Klinting and 
Sand theoretically in the cases of uni-directional and 
directional random sea conditions. The importance of the 
conditions is compared and examined through the individual 
probability. 

2. Definition for freak wave 

Three conditions given by Klinting and Sand (1987) are 
as follows. 

If we have a following time series of wave height, 

H 
j-i' Hj' H: i+i' 

and if H5 is the freak wave (Fig.l), the definition by them 
is expressed as, 

(1) 
(2) ^  -   rj_,   , 

and   H, > 2H 
(3) 

Hj    >    Hl/3' 

H,   >   2R, 
3   -     -"j+i   ' 

Tij  >   0.65H., 

(Condition 1 ) 
(Condition 2A) 
(Condition 2B) 
(Condition 3 ) 

H 

2H./3 

H./3 

/\ 

j-i       J       M 

Fig.l Time series of wave heights. (H. is the freak wave) 
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in which H1/3 is a significant wave height and r^ is a crest 
height of Hj. 

3. Probability distribution of wave heights 

The wave height distribution for the zero-crossing deep 
water irregular waves agrees well with the Rayleigh 
distribution. However the agreement of data and distribution 
in a very large part of wave height has not been sufficiently 
investigated yet. Goda (1985) reported the measured data 
show slightly larger probability of appearance than the 
Rayleigh distribution in a large part of the distribution. 
Kimura (1981), Mase (1986) reported that increasing non- 
linearity on wave profiles brings narrower wave height 
distribution. However Yasuda (1992) showed the non-linearity 
brings about no significant difference on wave height 
distribution when the waves are those of fully saturated in 
a deep sea condition. 

If a physical mechanism in which the freak waves are 
brought about differs from other wind waves, there is a 
possibility that the freak waves do not follow the statistical 
law for irregular wave heights. Per Bruun (1985) pointed 
several phenomena such as orthogonal crossing of waves, 
overtaking of waves. However numerical simulations for the 
waves from two separate wind wave sources showed no significant 
difference in the wave height distribution from the Rayleigh 
distributions. Therefore we apply the Rayleigh distribution 
for the wave height distribution in this study. Further 
assumption used in this study was that waves are those of' 
fully saturated in deep water condition. 

4. Formulation of the condition 2A and 2B by Klinting and 
Sand 

If the time series of wave height, 

 '   Hj-i>   Hj' Hj+i'   

forms a Markov chain and its transition probability is given 
by the normalized 2-dim. Rayleigh distribution (Kimura, 
1980), the probability for the condition 2A is given as 
follows. 

The probability of the first "jump" from H^ to Hi (Bi 

>  2H.J.!) is given as 

rHjl 2 rHj+dH 
dHA p(HhH-,)dHo 

pu(H,) dH= , (1) 
^ lI     •> l-Hj + dH 

p{H{) dH, 
JH

J 

in which p(HlfH2) is the 2-dim. Rayleigh distribution and 
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pfHj) is the Rayleigh distribution which are given by 

piH.Mr) = 
4(1-K) 

H^exp 

and 
V 

•^Ff^ °2(1-KV 

p(Hl) = ~H,exp[-~H; 
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(2) 

(3) 

H is a normalized wave height by the mean wave height. 
Correlation parameter ( K) between R1 and H2 is correlated 
to the wave spectrum (Battjes and van Vledder, 1984) as, 

/ 2 i 2\ 1/2 / 
K =(p +K ) I m0 , (4) 

where 

p = =  ('" S(f) COS (231 (/-/J 
Jfd               V 

Tm)df, 

x = --(/uS(f)sm(2n(f-l) 
Jfd               v 

Tm)df, 

L = milma  , 

Tm = 1 If., 

mn =     f"S(f)df, 
Jfd 

k 
fu 

= ( -0.186/ r+ 0.735) fp 

= (1.61 lr+ 1.62) fp 

:(4sr< 
:(4sr< 

20) 
20) (4)' 

in which S(f) is a power spectrum, fp is its peak frequency, 
r is a shape factor of the spectrum. 

S(f) = (///,rexp {i-W4} (5) 

Narrow integration range from fd to fu instead of 0 and 
co respectively, in the calculations for p, A, and n^ is used to 
improve the value of correlation parameter (Kimura and Ohta, 
1992a). 

The probability of the second jump from n. to Hj+1 (E- > 
2Hj+1) is also given by 
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p21(Hj)dH'- 

(Hj I 2 rH, + dH 

Jo      dH2J p(HxJtJd dHx 

l-Hj + dH 

JH, 

(6) 
)dH1 

in which P(HlfH2) and p(HJ are given by eqs.(2), (3) 
respectively. Combining eqs.(1) and (6), the condition 2A 
and 2B is given as 

pfi(H)dH = ptt(H)dHp21(H). 

5. Formulation of the condition 3 

(V) 

Two waves in Fig.2 have the same zero-down-cross wave 
height and period but different crest heights. To clarify 
the difference between these two waves, Kimura and Ohta 
(1992b) introduced the new parameter : the mean point 
between wave crest and trough (Fig.2). Applying this parameter, 
the condition 3 is formulated as, 

dIH, >0.15 , (8) 

in which d is a distance from the mean water level to the 
mean point between wave crest and trough, H, is a wave 
height. 

/   H* 

^\        i 

H* 
2 

X7 

4  1*   •• 

d 
• f  N.                                    i . 

• v y \    ri* 
/ -d 

T 

r y 

. 
1* 

H* 
2 

Fig.2 Zero-crossing waves with the same wave height and 
period but different crest heights. 

Probability of eq.(8) is theoretically given as 
follows. Putting E = d/H,, combined distribution of e and H 
is given as (Kimura and Ohta, 1992b), 

p(e,H): -exp 
2s \ 3t//(l-4e0 

2(1-Kh" 

JtK2/f(l-4e
2) 

(9) 
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in which H is the normalized wave height with its mean 
(H=H4/Hm). The condition 3 (eq.8) is also expressed as 

Jo.15 
(10) 

in which p(e| H) is determined as 

p(z\H)=p(e,H)lp(H)  , 
where 

p\H)=\    piA^dA,  , 
Jo 

(11) 

(12) 

and 

P&tM = —rz—r—exP 2(1-K.) 

tt{A1 + (2g-A,)
zj I UKM2H-A^ 

4(1-K^)    P   2(1- KJ)  , 

(13) 

In eqs.(9) and (13), K2 is the correlation parameter. This 
value is calculated using the values 0, °o and Tm/2 instead 
of fd, fu and Tmrespectively in eqs.(4), (4)'. 

Solid line in Fig.3 shows the calculated p£2 (for a 
fully saturated sea condition, for example, r=5). 
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non-linear 
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108- 
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10-io_ 
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r 

Fig.3 p£2 with non-linearity (dotted line) without 
non-linearity (solid line) 

If we take the non-linearity of wave profile into 
account, p£2 increases considerably as follows. 

In a deep sea condition, the 3rd order wave profile is 
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given as, 

i^-a cos f 2JI91 + ——cos (4nflJ + —cos (6JI6 1 , (14 ) 

in which 6 is a phase, L is a wave length and the relation 
between wave height H, and a is given by 

H. = 2a + 3~a3  . (15) 
L2 

Wave  steepness of  a  significant wave  for  fully 
saturated wind waves is about 0.04 - 0.05 (Goda, 1975). 
Since H£ > 2H1/3 (Hf : freak wave height), wave steepness of 
the freak wave may be larger than 0.1, and d/H, may be 
approximately, 

naz/LH,-nl4-HIL  . (16) 

Putting H/L in eq.(16) equals to 0.1, we obtain e to be 
about 0.08. Therefor taking the non-linearity into account, 
the condition 3 may be able to change as, 

Jo.i 
p(E\H)de   . (17) 

6. Formulation of the condition 1 

Assuming the conditions 2A and 2B and the condition 3 
to be independent, the condition 1 together with 2A, 2B and 
3 is formulated as, 

Pf=f°     Pjl(H)Pn(H)dH (18) 

7. Result of the calculation 

Result of the calculations are listed in Table-1. If we 
apply eq.(10) for the condition 3, p£ is about 0.155x10"" 
when r=5 in eq.(5). Narrower spectrum brings far smaller 
value for pf. The effect of non-linearity on the condition 3 
is compared in Fig.3. Broken line show p£ from eqs.(17) 
instead of eq.(10). p£ with non-linearity gives a far larger 
value. 8 does not distribute widely when wave height is very 
large (Kimura and Ohta, 1992b) and large waves have non- 
linearity on their profiles, the condition 3 may not be 
important. 

Furthermore, the second jump (H. > Hj+1) in the 
condition 2 may not be an important also. To realize only a 
hazardous property of the freak wave, consecutive wave 
height after the freak wave may not be important. 
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Table-1 Appearance probability of the freak waves 

Conditions uni-directional directional 
considered 

1 0.321 x 10" 3 0.477 x 10" 3 

(1/3,100) (1/2,100) 

1, 2A, 2B, 3 0.155xl0"4 

(1/65,000) 
" 

1, 2A, 2B 0.106 x 10" 3 

(1/9,400) 

- 

1, 2A 0.198 x 10" 3 0.278 x 10" 3 

(1/5,000) (1/3,600) 

The calculated result is listed in Table-1 when the 
conditions 2B and 3 are neglected. 

8. 3-dimensional sea condition 

If we use a single wave gauge in the measurements, the 
wave gauge can not always record the local maximum in a 
directional sea condition as shown in Fig.4. If wave gauges 
can selectively record wave profiles at the local maxima of 
short crested waves, we may have larger appearance probability 
of large waves, in this section, the change in the appearance 
probability of the freak wave is introduced when the maximum 

Wave gauge 

Direction of 
wave propagation 

-\- 

Fig.4 Short crested wave and wave gauge 
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wave height within a certain distance from a fixed point is 
applied. 

We place a plane Q which is vertical to the horizontal 
still water plane (x1- y') and is perpendicular to the 
dominant wave direction, x' is taken in the dominant 
direction of waves and y' is taken on Q. Figure 5 shows 
schematically a wave envelope for the cross section of short 
crested wave profile on Q at a certain instance. A wave 
gauge is placed at point A and this point is taken as an 
origin (x'=0,y'=0). Using the Taylor series expansion, the 
envelope R(y') is expanded around A as, 

R(y ') = RA + RA(y ') + RA (y T' 2 + • • (19) 

RA' and RA" are the first and second derivatives of R at 
point A. Since we only discuss the wave height in the 
vicinity around A, we apply three terms in eq.(19) : R is 
approximated with a quadratic function around A. The value 
of R at the local maximum (RB) is given as 

Rn={2RARA-RA I2RA (20) 

Ay 
< • J 

<s*~*r~l AR 

•\t 
RB RA     \ 

\R 
\ r           ] r       V                 * * y' 
B   A  ~ 

Fig.5 Wave envelope on Q 

A distance from A to B is given as 

&y = \RJRAl (21) 

The probability that the value RB-RA exist within AR 

AR+dR is given by 

: ( P(R',R"; RA) dR' dR" (22) 
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in which P(RA', RA"; RA) is the conditional probability 
distribution of RA' and RA" for the given value of RA. S is 
the region of integration. Figure 6 shows the region S 
schematically. Solid lines shows the relations, 

AR = -RA/2RA 

and 

(23) 

AR=-R. l2R.+dR A A 
(24) 

respectively where AR=RB-RA. Dotted line shows the relation, 

Ay = \RA'/RA" I = const. (25) 

eq.(24) 

Fig.6 Region of integration S 

If the shadowed part is taken as a region S, eq.(22) 

gives a probability of RB-RA= AR - AR+dR within a distance 

Ay on Q from A. 
P(RA', RA"; RA) is introduced as follows. The combined 

distribution of RA, RA', RA" 
theoretically by Rice(1945) as 

?(V/ RA), is derived 

P(R ', R\ R") = 2a ( 
Jo 

exp L'  4 Y<t> "# • (26) 



in which 

a = 
R2 

(2Jt) ̂ ' 

P = --BJR2 I2B2, 
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exp { - -^(BJi2 - 2B2RR" + B2ZR 
2 + Bfi" 21, (27) 

IB I 

where 

Y = (B22R
2 - 2BARR + 2B1R

1) I (2B1), 

B = b<p2b4 + 2blb2b3-b\-b<p2
3-bAb\ (28) 

B0=(b2b4-bl)B, Ba=(bJ>4-b$B, J3) u, is22—\is0v4      u2j 

Bx = -ibfo-bjbj B,       B2 = (blb3 -bl)B, 

B3 = -{b,b3 -bjbj B,       B4 = (b0bz -b$B. 

bL  (i=0,l,2,3,4)   is given as  follows, 

i2x       ,,2 
bo = (O =(0 . *i = VJsz) =(Ui) , (29) 

.2.        ,,1 
*i = (Q =(Q' b3 = (ijc3) =(ijs3), 

= (£)=(&, 

where 

/fl = ^  C„cos (ux -umx + 6„ 
n = I 

and 

(30) 

/C2 = (W .    k = tf,i).   ** = (W ,    ',3 = fti) • (31) 
()'   and   ()"   are  the   first  and  the   second  derivatives,   Cn is 
calculated by the relation   (Longuet-Higgins,1957), 

u + du, v + dv Q1 

2       -r- = E («,v) du dv , (32) 

where E(u, v) is the directional wave spectrum in which u 
and v are the wave number of component wave in x' and y' 
directions respectively. 2 means to take the total of Cn

2/2 
in the region u - u+du and v - v+dv. The conditional 
distribution P(RA', Rs"; RA) is given as, 

P{R\R»;RA) = P{R\R\R) I p{R)\ , (33) 
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in which p(R) is the Rayleigh distribution. 
Rice (1945) gave a theoretical expression for eq.(26), 

the integration was made numerically, for the simplicity. 
In the calculation of E(u, v), Bretschneider-Mitsuyasu 

spectrum with the significant wave of H1/3 =5.5m, T1/3 =10s is 
used. For the directional function, Mitsuyasu type directional 
function (Goda,1985) with Smax =10 is used. When the sea is 
in a fully saturated condition, above value for Smax is 
recommended (Goda,1985). The power spectrum and the directional 
function is multiplied and transformed into E(u, v), applying 
the dispersion relation of component waves. Above power 
spectrum brings same statistical properties of freak waves 
when r=5 in eq.5 and directionarity is ignored. 

Figure 7 shows the probability that RB exceed 2 times 
of R1/3 (1/3 highest amplitude) in terms of RA/(2R1/3). 
Considerable probability exists in the region RA/(2R1/3) > 
0.85. 

If we take the waves of RA < 2R1/3 but RB > 2R1/3 into 
account as freak waves, appearance probability of the freak 
wave can be calculated as follows. 

When only the condition 1 is used for the freak wave 
definition, 

P=r' pFP(H)dR, 
Jo 

(34) 

in which 

1.0-| 

0.8 

0.6- 

0.4- 

0.2- 

0.5 0.6 
~i r~ 
0.7 0.8 

R/2R1/3 

0.9 1.0 

Fig.7 Appearance probability of the freak wave 
within the vicinity 0.1 L1/3 . 
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I pF :0<R <2RV3 

Pt 
1     : R>2Rl!3   , (35) 

pF is given by eq.(22). 
If the conditions 2B and the 3 are neglected, the 

appearance probability is given by, 

P=jo pFpn(H)dH (36) 

Equation (35) is also applied in eq.(36) for pF. 
The results from eqs.(34) and (36) are also listed in 

Table-1. If we take the directional property of waves into 
account, the appearance probability increases about 45% when 
the sea condition is fully saturated and the condition 1 and 
2A are applied in the freak wave definition. 

9. Conclusion 

If only the conditions 1 and 2A given by Klinting and 
Sand are applied, the appearance probability of the freak 
wave is about 2.78xl0~4. This means a freak wave appears 
once every 3,600 waves on the average. Considering the 
extremely disastrous properties of this wave, this is 
slightly too frequent. We may have to use a higher wave 
height for the freak wave. We also have to continue looking 
for the possibility that freak wave may not follow the 
ordinary statistical law but comes from other physical 
mechanism. 
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CHAPTER 28 

On the Joint Distribution of Wave Height, 
Period and Direction of Individual Waves 

in a Three-Dimensional Random Seas 

J.G.Kwon1 and Ichiro Deguchi2 

Abstract 

A theoretical expression for the joint disribution 
of wave height, period and direction is derived based on 
the hypothesis that sea surface is a Gaussian stochastic 
process and that a band-width of energy spectra is 
sufficiently narrow. The derived joint distribution is 
found to be an effective measure to investigate 
characteristics of three-dimensional random wave fields 
in shallow water through field measurements. 

I. Introduction 

A variety of studies has been conducted on the 
sediment transport in shallow water regions and a lot of 
formula has been proposed on the rate of sediment 
transport. However, these formulas do not always predict 
the same estimation of the rate of sediment transport 
even under the same conditions. This discrepancy can be 
explained by the following reasons: i) the dynamics and 
kinematics of sediment movement are not fully understood 
yet and each formula contains empirical coefficients 
which have to be fixed through experiments or field 
measurements, and ii) the accurate measurement of 
sediment transport rate is extremely difficult. In the 
case of applying these formula to the sediment transport 
in the fields, further difficulties such as how to take 
into account the effect of irregularities in wave 
heights, periods and directional spreading of incident 
waves arise. 

On the other hand, a wave transformation including 
wave breaking in the shallow water reigion is a 

i 
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non-linear and discontinuous phenomenon. Therefore, a 
so-called individual wave analysis (or a wave-by-wave 
analysis) rather than spectral approach seems to be 
adequate to investigate the wave transforation in such 
regions. 

In this study, a joint distribution of wave height, 
period and direction of zero-down crossing waves which 
is required in the individual wave analysis in the 
shallow water region is derived theoretically. The 
applicability of the derived joint distribution, which is 
hereafter referred to as H-T-6 joint distribution, to 
the shallow water waves in the fields is examined 
through fields observations. 

II. Derivation of H-T-9  Joint Distribution 

2.1 Expression of Waves in Three-dimensional Random Seas 

In a deep water region where a dispersive property 
of wave is strong, three-dimensional random seas waves 
are expressed by a directional spectrum. A transformation 
of irregular waves is also analyzed as the 
transformation of directional spectrum. While wave 
transformations in the shallow water region, where a 
significant sediment transport takes place, are usually 
investigated by applying the individual wave analysis (or 
the wave-by-wave analysis) of zero-down(or up)-crossing 
waves due to the non-linearity and discontinuity caused 
by wave breaking. The applicability of this approach has 
already been verified through experiments in 
two-dimensional wave tanks (for example, Mase et al., 1982). 

The authors aim at applying the individual wave 
analysis to the three-dimensional random sea waves in 
shallow water with directional spreading. To do so, the 
joint distribution of wave height, period and direction 
of individual zero-down(or up)crossing waves has to be 
given. 

Theoretical investigations on the joint probability 
density functions of H-T and H- 6 have been conducting 
assuming that the band width of the frequency spectra of 
surface displacement v (t) is sufficiently narrow so that 
v (t) can be expressed by the envelope function. In this 
paper, referring to these results, the joint distribution 
of H-T-6 is derived from envelpe functions of surface 
displacements v (t), bi-directional water particle 
velocities u(t), v(t) and time derivatives of surface 
displacements ??(t). 

The  surface  displacement  in  three-dimensional 
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random sea is usually expressed by the sum of an infinite 
number of sine-waves of amplitudes a#  and periods T{ , 
each of which has different wave direction 6; , in the 
following form : 

CO CO 

V(t)     =       EE    dyCOS^ij (l) 
!= 1;=1 

<j>ij —  kiixcosdj + ysindj) — 2zf{t — ey (2) 

where k{ are the wave numbers and /,• are the frequencies, 
both of which correspond to the periods TV , dj are the 
wave directions and £,>• represent the phase differences 
of the waves whose amplitudes are a# . A coordinate 
system used in this study is shown in Fig.l . 

^Y 

Fig. 1  Coordinate system 

In the same way, water particle velocities in x- and 
y-directions u(t), v(t) are expressed as follows : 

u(t) 

v(t) 

2 2 bicosdjaycos^i 
i= 1 ;'= 1 

OO CO 

2 2 bt-sin 8jay cos 4>a 
i= 1 ;'= 1 

2Kfi sinhA,- h 

(3) 

(4) 

(5) 

where, z is the height from the bottom where water 
particle velocities were measured.. 

Besides these three time series, a time derivative 
of the surface elevation rj(t) which is expressed by 
Eg.(6) is required to obtain the H-T- 6 joint 
distribution. 
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CO CO 

bit) =   2 T,2KfiaijSm(j>ij (6) 
i- 1 j = 1 

2.2 Envelope Functions 

To express envelopes of time series of the 
quantities given by Eqs.(l), (3), (4) and (6), the phase 
function given by Eq.(2)^ is rewritten by using a 
representative frequency / as, 

cfn =   kiixcosdj + ysindj) — 2K (A — f)t — £„• (7) 

Substituting Eq.(7) into Eqs.(l) , (3), (4) and (6), the 
following envelope functions of time series ofrj(t), u(t), 
v(t) and bit) are obtained : 

vit)  =   Vcit)cos2n:ft+qs(t)sm2xft 

bit)  =   r)'c(t)co$2itJt + vsit)sm2xft 

uit) =  ucit)cos27cft+usit)sm27cft 

v(t)   =  vcit)cos2Kft+vsit)sm2xft 

(8) 

where, 

vdt) =   2 2 an cos 4>e 
J=l;'=l 

CO CO 

Vsit)  =22 a{i sin^y 
CO CO 

vdt) =   2 2 2Kifi - /) an sin <j>'u 
1=1.7=1 

CO CO 

Vsit)  =   2 2 27r(/i:- f) an cos ^ 
s=l;=l 

CO CO 

udt)  =   2 2 bi cos 0j atjcos 4>u 
i=ij—\ 

CO        CO 

Ucit)       = 2     2   b{  COS (9;   fly COS   <j>ij 
i= 1 ;'= 1 

CO CO 

usit) =   2 2 b{ cos8j aijsm<t>ij (9) 
t=lj— l 

CO CO 

vdt)   =    2 2 68sin^;«yCOS?5y 
«"= 1 ;"= 1 

CO CO 

^s(^)  =   2 2 bi sin(9y a(>sin $$ 
i= 1 ;'= 1 
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The amplitude of each carrier wave and the phase 
relation between carrier waves and water particle 
velocities are determined by these envelope functions. 

2.3 Joint Probability Density Function of Envelope 
Amplitudes 

As can be understood from Eq.(8), these eight 
envelope amplitudes are stationary Gaussian stochastic 
processes with zero mean by virtue of the central limit 
theorem. Therefore, the probability density function for 
eight envelope amplitudes is expressed as : 

P   (Vc, Vs, Uc, Us, Vc, Vs,  7)c,   Vs) 

1  T^• r   1 
(2xY   [M] m 

   1 

EXP [ E 2 Ma 
2   f^xPx   [M] ft&] 

(2TT) (m00 m^m^m^) 
*EXP [ - i A A t y'c2 + v? 

2*A *{AU(- mm 

+A22( 
2 I  2 

CC Q   I C€g 

m® 
)+Au(- 

m22 
^)+A^ 

^02 
•) + 

~ *    /   Vcuc + Vsus \      „ „    /   Vcvc+ VSVS x   , „ „    /   ucvc + u,vs. 
2A12(   jj ) + 2A13(   jj ) + 2A23(    j ^   _s    ) + 

(%% V~w%T»% V w% m20 

2AU(   j '* ) +2AM(    j [I ) +2A34(    j_  _"   c) ] 
V^00^22 fm^rn^ V ^22^02 

where, 
M0   0 

0   M0' 
Mn = 

m00 >»10 m01   0 
m10 W20 »«u w12 

m01 mn mm w21 

0    m]2 m21 m22 

(10) 

M,' = 
moo   »%>     »»oi 0 
w?10   m20     »% -w12 

m01   mu    w02 -m2l 

0   -»z12-w21 WZa 

is the determinant of covariance matrix whose elements 
<£,-, £,•> are defined as : 

< VcVc>  =  < 1sVs>   =  < i   > ,2 s  = »»00 < VcVc>  =  < ysvs>   =  < 91> >  = W01 

< Wc«c >  =  < z/st<s > < u > = w2o ,  < ucvcy = < usvsy = (uvy = mu 

 — - — - -U1) 
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< vcvcy = < vsvs> = < v2 > = m02, < v'cVc> = < ysn's> = < i2 > = ma 

< VcUc > = < 7sws > = < n u > = mw ,   ( uc7)s> = -~<usr]cy = mn 

< vc 7)'s > = -<vs7i'c> = m2i 

My is the co-factor of < £,-, £>> and 

^ =   (1   + 2rn 7i2 72i - ri! ~ 72i2 - rn - 7io - 2/oi /io /i2 72i 
+ 2/io 7oi 7n + 7io /2i2 + 7oi2 r?2 - Toi ) 

An = (l+2rnri2r2i~ri22-r2i-rii2  ) 

^i2 = (r2
2rio + /oi /n - rw - mYurn ) 

Ai3 = (no rn + ri22 roi - rio ri2 721 - roi) 

A14 = (ri0ri2 + roi r2i - riornr2i - roirnri2 ) 

-A22 = (1 - 72i - ri ) 

-A23 = (roi /10 + ri2/2i - rn ) 

^24 = (ru /2i + roi2 ri2 - ri2 - no roi r» ) 

^33 = (l - ri22 - rio2 ) 

Au = (1 + 2no roi ru - roi2 - nl - ri ) 

where, 

Ul) 

rio = •w/ fm^rn^ ,  y01 = m0i/ V mm ^02 ,   7n = ^11/ V w20 ^02 

ri2 = ^12/ V W«20 ^22 .    r21 = »&2l/ V W02 ^22 - 
 (12) 

Among these nine covariances from m0o to m2\ of 
preceding description, seven covariance except for mX2 

and m2\ can be directly calculated from the time series 
of surface elevation y (t) and horizontal water particle 
velocities u(t) and v(t). While, m]2 and m2\ can be 
calculated from the directional spectra s(f, 6)  as : 

m12= - 2xb(f)(f-f)cos0   s(f,d)dddf 
Jo J-, (13) 

^21 2xb(f)(f-f)sm8   s{f,6)d6df 
o •/—s 
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2.4 Joint Probability Density Function of Wave Height , 
Period and Direction 

To derive the joint probability density function 
for wave height, period and direction, the following 
series of variable transformation are carried out : 

1) Normalization of the envelope functions. 

Nc = Vcl^mw, Ns= VsliWo , Vc = vj]fm^, Vs = vjfm^ , 

Uc = udfm^, Us = ujyfm^ , Nc = vdtfmzz , Ns=  %/V^22 . 

2) Introduction of the amplitude R and phase angle S of 
carrier waves. 

Nc = R cos 8 ,    Ns= R sin 8 /15» 
iVe= RcosS-RSsinS ,   Ns = R sin 8+ R 8cos 8 
where,    R2 = N? + NS

2 . 8 = tan ~\N, / Nc ) (16) 

3) Transformation of the phase angle of water particle 
velocities so that the phase of the surface 
displacement becomes a standard and introduction of 
the polar coordinate system after defining the wave 
direction of each wave  0(after Isobe, 1987). 

Uc = UpCosS — UgsinS   ,    Us — utsm8 + u9cos8 iyj\ 
Vc = vtcos8 — vQsin8   ,      Vs = vfism8 + v^cosS 

d   = tan^ivp/Uj, ) (18j 
Up = Wcos 6 ,    vp = W/T sin 6 

After conducting these transformation of variables 
of Eq.(lO), the following joint probability density 
function for R , S and 0 is obtained by integrating with 
respect to uq ,vq , R , 8 and W which have nothing to do 
with H-T-6 joint distribution : 

P(R,d,8)  = 2J2#r *fl2*EXP l^*(An+Au b2+2Aua)]  * 

(f+*B.f.EXp{-gg).{l-Pr<-^,}, 

where, r = y mw/ m20  is a longcrestedness parameter and 
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A =     (A22 cos82 + A33sin02 /1* + 2A23cos6 sinfl/ D 
B = -(^412cos(9 + A13sin(9/r + A24 5cos6' + A34 5sin^/r) 

When the spectral bandwidth is sufficiently narrow, R and 
& in Eq.(19) can be related to the wave height H and the 
period T (Longuet - Higgins, 1975) as : 

R=H/2,   &=2x(f-f) = 2z(l/T-l/T) (20) 

By using these relations together with the zero-th and 
first special moments m0 and m1 , wave heights and 
periods are normalized as follows : 

r = Tl T_ = 2 K/(2xf-d)*m1/m0 (21) 

x  = HI H = 2R/(27cm0)
112 

Substituting, Eq.(21) into Eq.(19), the following joint 
probability density function for wave heights(x), period 
(r) and direction id)  is obtained : 

P(x,r,d)=   /J/^ *EXP [-J^*x\All+Aua\l-l/r)2 

+ 2Aua(l-l/r))]   * {^£ +^*^*x*^ (22) 

EXP{^),{l-Pt(-IT^,)}] 

where,     a = 2nm\ mQ and 
B' =    -{A12cos^ + ^413sin^/r + A24ff(l -l/r)cos0 

+ ^34^(1 -l/v)sin0/r) 

Akai et al.(1988) also derived the joint distribution 
of wave height, frequency and direction. They omitted 
cross correlation term( y2\) for influence of the 
asymmetrical property of directional spreading, but in 
our derivation, all correlation are taken into account. 
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III. H-T-6  Joint Distribution of Measured Waves in 

Shallow Water 

3.1 Field Observation 

Field observation were carried out at two coasts to 
verify the proposed joint probability density function 
for wave height, period and direction under the condition 
of wind waves in a winter. One observation site was the 
Keinomatsubara Beach located in the west coast of the 
Awaji Island and the other was the Nishikinohama Beach 
on the southern part of OSAKA Bay. These locations are 
shown in Fig. 2. 

20 km 

Fig. 2 Location of observation sites 
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Wave heights were measured by capacipitance type 
wave gages. Longshore and cross-shore water particle 
velocities were measured by bi-directional electromagne- 
tic current meters at the same place of wave gauges and 
about 25cm above the bottom to consist a so-caled 
3-element array. Analogue data from these installments 
were first recorded by an analogue data recorder and 
then digitized by an A-D converter at a sampling time of 
O.lsec for the data processing. Very small waves whose 
frequencies were greater than 4* ft {ft - peak frequency) 
were disregarded in the data processing. 

3.2 Characteristics of Measured Waves 

Before discuss the joint distribution, character- 
istics of measured waves are examined briefly. Table 1 
shows the statistical characteristics obtained from the 
time series in which more than 500 waves were recorded at 
the two coasts. In the following analysis, the x-axis is 
rotated to be the principle direction of incident waves. 

Table 1 Stat istical characteristics of measured waves 

Case Dep. no n>i ni n2 r2\ 7 Ur 
Ku- Skew. Qt 

No. (cm) rt. 

1-1 82 0.806 0.103 -0.004 0.042 0.204 0.305 21.4 3.19 0.162 2.37 
1-2 48 0.827 0.101 -0.021 0.148 0.717 0.257 30.7 3.14 0.193 1.84 
1-3 97 0.821 0.037 -0.015 0.003 0.412 0.301 6.0 3.27 0.048 2.04 
1-4 115 0.819 0.103 -0.020 0.051 0.632 0.392 2.6 2.94 0.023 2.32 
1-5 121 0.693 0.161 -0.020 0.019 0.163 0.317 4.6 3.36 0.052 1.90 
1-6 134 0.783 0.125 -0.012 0.066 0.680 0.355 4.3 3.07 0.033 1.89 
1-7 67 0.596 0.142 -0.022 -0.020 0.656 0.296 24.7 2.71 -0.251 2.72 
1-8 113 0.808 0.115 -0.009 -0.291 -0.009 0.299 9.4 2.95 0.016 2.22 
2-1 80 0.933 0.026 -0.003 -0.000 0.649 0.307 66.6 3.32 0.144 3.46 
2-2 1320 0.906 -0.006 0.000 0.276 0.433 0.431 10.0 2.99 0.107 2.39 

Results of Case-number from 1-1 to 1-6 and Case- 
number from 2-1 to 2-2 correspond to the data obtained at 
Nishikinohama Beach and Keinomatsubara Beach, 
respectively. r{j  in the table is the covariance defined 
by Eqs. (11) and (12), r is the longcrestedness parameter, v 
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is the band width parameter and QP is the peakedness 
parameter. Ursell number Ur is calculated by using the 
significant wave height and the period. The integration 
of the directional spetrum, which was estimated by 
EMLM(Isobe et al., 1984), was carried out between 0.5/^ and 3 

fp to obtain m12 and »% . 
It is found from Table 1 that a large part of 

measured waves has a significant non-linear property ( Ur 

=2.6-66.6 , Kurtosis=2.939-3.266 , skewness=-0.251-0.193) and 
had a wide directional spreading( 7=0.2565-0.4306). The 
value of r2i which represents asymmetrical property of 
directional spreading of incident waves is relatively 
large when compared with other covariances in the table. 
However, any correlation between parameters of 
directional spreading of incident waves ( r10 and y)  and 
those of asymmetry of directional spreading( r12 and rm) 
can not be seen. 

3.3 Joint Distribution of Wave Height, Period and 
Direction 

In this paper, Case 2-1 whose significant wave 
height and r2\ are relatively large and more than 1000 
waves were recorded is analyzed as an example to examine 
the applicability of theoretical joint distribution for 
H, T and 8  derived in this study. 

Figure 3 (a)~(c)  shows nondimensional scatter 
diagram of wave period( T/ T) and direction( 6) of measured 
1000 waves (Case 2-1) under the condition of wave height 
shown in the figure. The class bands of nondimensional 
wave heights and directions are 0.25 and 22.5' , 
respectively. Numerals in the figure show the frequency 
of zero-down crossing waves. In the figure, predicted 
isolines of frequency obtained from multiplying the 
integrated probability density (Eq.(21) between the range 
of wave height shown in the figure by the total number of 
measured waves(lOOO) are also illustrated by solid lines. 

Figure 4 is the joint distribution of 
non-dimensional wave ^height and directions under the 
conditions of 0.25< 77 7X0.75 (Fig(a)), 0.75< T/ T<1.25 (Fig(b)) 
and 1.25< T/ T<1.75 (Fig(c)). Solid lines in the figures are 
the predicted isolines of frequency calculated in the 
same way as those in Fig.3. 

In Fig. 3, the predicted isolines exhibit almost 
symmetric profile with respect to the direction when 
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(C) 1.2S< H/HK1.75 

Tl T Tl T Tl T 

Figure 3 Joint distribution of wave directions and 
periods 

(a) 0.25< Tl 7X0.75 
8 

0.5       1.0        1.5       2.0      2.5 

H/H 

(b) 0.75< Tl TK1.Z5       (c) 1.25< Tl T<1.75 

0.5        1.0       V5_      2.0       2.5 

HI H 

Figure 4 Joint distribution of wave directions and 
heights 

15 '< 0 < 45 ' 

Joint distribution of wave heights and periods 
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Tl T<0.75 . On the other hand, the predicted isolines in 
Fig.4 show asymmetry around the principle direction (8 
=0.0' ), ie, wave periods distribute asymmetrically around 
the principle direction. This difference is partly 
explained by the fact that wave refraction does not 
depend deeply on wave heights but mainly on wave periods. 
It is also found from Figs. 3 and 4 that the predicted 
isolines do not coincide well _with the jneasured 
frequency in the region where T/ T<QJ5   or HJJK0.5   or 
|0|>45\ However, in the region of H/H>0.75, T/ T>0.75 and 
|#|<15°, where a large part of measured waves is included, 
a relatively good agreement is seen. 

Figure 5 is a scatter diagram of non-dimensional 
wave heights and periods under the conditions of -45 '< 0 
<-15° (Fig(a)), -1S'<0<1S' (Fig (b)) and 15 °<0<45° (Fig(c)). 
Solid lines in the figures are the isolines of frequency 
calculated in the same way as the former two figures. In 
the region of -15 "< 0 <15 °, which is shown in Fig.(b), the 
predicted isolines coincide well with the measured 
frequency indicating the tail toward the origin in the 
regions of T/ T<0.75 andH/H<0.75 due to the correlation 
between the wave heights and periods. The correlation 
coefficient between wave heights and periods of Case 2-1 
is 0.57. 

Although the tail can be seen in Figs.(a) and (c), the 
agreement between the predicted and measured frequency 
is not good in these regions. It is also found that the 
joint distribution of wave heights and periods is not 
symmetrical with respect to the wave direction by 
comparing Figs.(a) and (c). 

IV. CONCLUSIONS 

Summing up the results of the study described above, 
the followings are the major conclusions: 
(1) The joint propability density function of wave height, 
period and direction is derived by using time series of 
surface displacement v (t), its time derive v(t), and 
horizontal two component water particle velocities u(t), 
v(t) assuming that y (t) is a Gaussian process with a 
narrow band power spectra. It is found that the marginal 
joint distribution of wave heights and direction has 
less influence of the asymmetrical property of 
directional spreading (directional spectra) than that of 
wave period and direction. 
(2) The derived joint distribution are compared with the 
measured joint distribution in the field of shallow 
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water. In the region where the appearance frequency of 
waves is high (ie. T/ 7>0.75 , H/H>0.75 , |0|<13l , a 
relatively high agreement is obtained between measured 
and predicted frequencies. Especially, the marginal 
distribution of wave heights and periods in the region 
of |0|<15° , the predicted frequency coincides fairley 
well with the measured one. However, in the region of low 
appearance frequency, both of them do not agree well with 
each other. 

The measured waves had a strong asymmetric property 
of directional spreading with respect to the principle 
direction. They also exhibited wide directional 
spreading and a little nonlinearity. 
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CHAPTER 29 

Spectral Wave-Current Bottom Boundary Layer Flows 

Ole Secher Madsen1 

Abstract 

Based on the linearized governing equations, a bottom roughness spec- 
ified by the equivalent Nikuradse sand grain roughness, fcjv, and a time- 
invariant eddy viscosity analogous to that of Grant and Madsen (1979 and 
1986) the solution is obtained for combined wave-current turbulent bottom 
boundary layer flows with the wave motion specified by its near-bottom 
orbital velocity directional spectrum. The solution depends on an a priori 
unknown shear velocity, u*r, used to scale the eddy viscosity inside the 
wave boundary layer. Closure is achieved by requiring the spectral wave- 
current model to reduce to the Grant-Madsen model in the limit of simple 
periodic plane waves. To facilitate application of the spectral wave-current 
model it is used to define the characteristics (near-bottom orbital velocity 
amplitude, U(,r, radian frequency, uir, and direction of propagation, 4>wr) 
of a representative periodic wave which, in the context of combined wave- 
current bottom boundary layer flows, is equivalent to the wave specified by 
its directional spectrum. Pertinent formulas needed for application of the 
model are derived and their use is illustrated by outlining efficient compu- 
tational procedures for the solution of wave-current interaction for typical 
specifications of the current. 

Introduction 

Over the past couple of decades several theoretical models for turbulent 
bottom boundary layers associated with combined wave-current flows have 
been proposed. In view of the vastly different levels of sophistication with 
which these different models represent turbulence, their end result, most 

1 R.M.  Parsons Laboratory,   Massachusetts Institute  of Technology, 
Cambridge, MA 02139 USA 

384 



BOTTOM BOUNDARY LAYER FLOWS 385 

notably their predicted effect of the presence of waves on the current, is 
surprisingly similar. Thus, in the absence of solid experimental evidence as 
to which of the many models is truly the best, choosing a particular model 
for applications becomes a matter of personal preference and convenience. 
However, since all existing wave-current interaction models have been de- 
rived for a wave motion corresponding to a simple periodic plane progressive 
wave, one additional choice - the choice of simple periodic wave character- 
istics to represent a wave motion which more realistically is described by 
its directional spectrum - must be made prior to model applications. 

The objective of this study is therefore to derive a simple theoretical 
model for turbulent wave-current bottom boundary layer flows for a wave 
motion described by its directional spectrum and to use this model to de- 
termine the characteristics of the periodic wave which, in the context of 
wave-current interaction, is equivalent to the directional sea. 

Theoretical Model 

The theoretical model for spectral wave-current boundary layer flows 
is based on the linearized boundary layer equation which, in standard no- 
tation, reads 

<9u 1 dp       d 

dt p dxi     dz 

du 
dz (1) 

in which the turbulent eddy viscosity, vt , is assumed to be scaled by an a 
priori unknown shear velocity, u*r, which inside the wave boundary layer, 
z < Swc, reflects the combined wave-current flow and outside the wave 
boundary layer is a function of only the average, i.e. the current, shear 
velocity, M*C. To keep the analysis relatively simple and because the uni- 
versally made assumption of a single roughness scale, the equivalent Niku- 
radse sand grain roughness, jfcjv, for currents and waves alone as well as for 
combined wave-current flows has been experimentally validated (Mathisen 
and Madsen, 1993) only for this model, we adopt the Grant-Madsen (1979 
and 1986) eddy viscosity 

v = f Ku*rz    for    z < 6WC ,_ 
4      \ KU*CZ    for    z > 8WC ^ ' 

Assuming u*r and therefore vt to be time-invariant, resolving velocity 
and pressure into their mean and time-varying components, i.e. 

u = u + u = uc + uw    ;    p = p + p = p + pb (3) 
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and introducing these expressions in the governing equation, two separate 
equations are obtained. One for the wave motion 

d(uw - ub) =  d_ 
dt ~ dz 

d(uw - ub) 
vt — dz (4) 

in which the relationship between pb and the near-bottom velocity Ub, 
predicted by potential theory, has been invoked; and another equation for 
the current 

vt~Q^ = Tc/P = vZc{cos<j>c,sm(/>c} (5) 

in which the law-of-the-wall arguments have been used, and <f>c denotes the 
current angle with the x-axis. 

Wave Solution 

For the wave solution only the eddy viscosity formulation assumed 
for z < 6WC is pertinent. Hence, the wave portion of the wave-current 
problem is completely analogous to the pure wave boundary layer problem 
discussed and solved by Madsen et al. (1988) for a wave motion described 
by its directional spectrum, i.e. the solution to (4) may be written as a 
sum of wave components, each being the real part of 

Uv 

ker2VCr^ + ikei2VC^ 

ker2yCno + ikei2vCn 
Ub„me^* (6) 

in which the velocity is related to the directional near-bottom orbital ve- 
locity spectrum, SUb(u},9), through, 

Ub«m = \/2SUb(u>n,9m)d9duj{cosOm,sm0m} (7) 

ker and kei denote the zeroth order Kelvin functions and 

Cn = ZOJn/(kll*r) (8) 

with Cno denoting the value of (n at z = z0 — kjv/30 where fcjv is the 
equivalent Nikuradse sand grain roughness of the bottom. 

Current Solution 

The solution for the current, obtained from (5) and (2), is for z < Swc 
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-In—{cos (f>c, sin <f>c} 
U/^ffii ZQ 

(9) 

and for z > Su 

uc = —-In—{cos<^>c,sin0c} 
K %oa 

(10) 

in which zoa - the apparent bottom roughness experienced by the current 
in presence of waves - is obtained by matching the currrent velocities at 
Z — Outc,   t" 6. 

£n VWC 

z„ (11) 

Closure 

In the preceeding analysis we have formally obtained the solution for 
the near-bottom turbulent flow associated with a wave motion described 
by its directional frequency spectrum and a superimposed steady current. 
However, the solution can be evaluated only when the value of the rep- 
resentative wave-current shear velocity, u*r, is known. To determine this 
unknow, i.e. to close the problem, we obtain the bottom shear stress for 
each wave component from 

Twnm — pK,U*rZ 
duv 

pKU* 

dz 

9(2 VQ u=u 

pK1l*r\J C,no ._— ^—      U\inrn& 
ke^y/uo  + ikei2VU 

(12) 

in which "prime" denotes the derivative of the zeroth order Kelvin function 
with respect to its argument, and Ubnm is given by (7). 

This equation may alternatively be interpreted as an expression for the 
directional spectrum of the wave-associated bottom shear stress 

sTm(u;,e) = K2(uJ)sUb(Lo,e) (13) 
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-ker'2-v^o - ikei2^0 

is a function of w since 

ker2VC^   + ikei2^ 
(14) 

Prom (13) we may obtain the representative amplitude of the bottom 
shear stress of a simple harmonic wave with the same variance as the spec- 
tral representation, i.e. the root-mean-square amplitude, 

r2 
wr 

PP /»00   /•27T 

2 // STa (w, O)d0dw = /    /     #3(«0 [25Ub (w, 0)] d6>dw        (16) 

with a direction given by 

tan^- JfSTw(w,e)coB9dwd0 {    ' 

In principle (16) and (17) may be evaluated if the bottom roughness, 
fcjv, and the near-bottom orbital velocity spectrum, SUb(ui,8), are known. 
This would lead to a representative wave-associated bottom shear stress 
amplitude vector 

Twr = rwr {cos 0wr, sin 9wr} (18) 

which depends on the unknown representative wave-current shear velocity, 

Final closure is obtained by requiring the spectral wave-current solu- 
tion to reduce to that of Grant and Madsen (1986) in the limit of simple 
periodic waves, i.e. 

,2 1, 
u^ - - r, 

P 
wr •7c | (19) 

The bottom shear stress in (12) is evaluated at z = z0 — hx/SO rather 
than by taking the limit z —•> 0, which was used in Madsen et al. (1988). 
For small values of £„ which, by (15), is seen to correspond to small values of 
the bottom roughness, this difference is of negligible importance. However, 
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for larger roughness values and hence larger values of (0 this difference has 
important implications that will be discussed in Appendix A. 

The Representative Periodic Wave 

Actual application of the theoretical spectral wave-current model as 
presented in the preceeding section would be extremely cumbersome, par- 
ticularly since the evaluation of the integrals in (16) and (17) presumes u*r 

to be known. For this reason a further simplification is achieved by intro- 
ducing the concept of a representative periodic wave which, in the context of 
wave-current interaction, is equivalent to the spectral wave representation. 

This representative periodic wave is characterized by its near-bottom 
orbital velocity amplitude, ut,r, radian frequency, u>r, and direction of prop- 
agation, 4>wr. To obtain the representative wave characteristics we start by 
writing (16) in the form 

/>2TT 

TZ   — 2 Twr ~ z 

Jo 

/   K2
(U) /   sUb{w,e)de<hj 

Jo Jo 

dK2 f'Z7T 

(w - uv) + • • •    /     2SUb{io,6)ddduj   (20) 
Jo 

K2(ur) + 
dco 

Neglecting higher order terms in the expansion of the transfer function 
K2(tu) around ui = uir, the expression given by (20) reduces to that for a 
simple periodic wave 

' wr — ' wm K(u>r)ui,r (21) 

in which rwm is the maximum bottom shear stress of the periodic wave 
with the representative wave orbital velocity amplitude given by 

ubr I Jf SUb(u;,0)du (22) 

and the representative wave radian frequency taken as 

JujSUb(u},0)dwdO 
L0r j sUb{w,e)dwde (23) 

Finally, the direction of propagation of the representative periodic wave 
may be obtained from (17) as 
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^V•- jSvh{u,t9)cOBe(kjdB W 

when it is assumed either that JK"(W) is sufficiently accurately represen- 
tated by K(uir) or that the directional spreading function for SUh(ui,9) is 
independent of radian frequency. 

For completeness it is noted that the expression for uir, (23), differs 
from that obtained by Madsen et al. (1988). Since Madsen et al. (1988) 
based their representative radian frequency on rather intuitive arguments 
whereas (23) is based on more rigorous considerations the expression given 
here should be considered the correct definition of wr. The effects of small 
variations of u)r on the predicted wave-current interaction are, however, 
insignificant compared to other uncertainties so this point is made primarily 
to avoid confusion. 

Application of Spectral Wave-Current Model 

Pertinent Formulas 

To illustrate the application of the spectral wave-current model we 
assume that the current is specified and that the characteristics of the 
representative periodic wave are known. 

We first define the angle between current direction, (f)c, and direction 
of wave propagation, </>wr, as 

4>cw ~(j>c~ 4>wr (25) 

With this definition, the representative shear velocity is obtained from (19) 
as 

u2   =- Twr{l,0} + Tc{cos(/>CUJ,sin0CT„} Cnu*wm (26) 

in which u„wm = yjTwr/p is the shear velocity based on the maximum 
representative wave-associated shear stress, 

CM = (l + 2/i|coS(/>cu,|+/x2)1/2 (27) 

and 

M = Tc/Twr =        (28) 
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expresses the ratio of current and wave bottom shear stresses; a ratio which 
generally is much smaller than unity and therefore results in values of CM, 
given by (27) , close to unity. 

To obtain the maximum wave shear stress, we introduce the wave 
friction factor concept in the presence of a current through the definition 

1 
Jwcubr (29) 

Introducing (14) and (15), with u> = wr, in (21) and using (29) with 
(26) to replace shear stresses and shear velocities lead to an implicit equa- 
tion for the wave friction factor in the presence of a current 

Iwcj^fi — KV^Sr 
—ker'2\/Cro ~ ikei'2-^/Cr 
ker2i/(^    + «kei2i/Cr 

(30) 

in which 

kNu)r (kNL)r)/(ubrC,j,) 

30«u.r      (30K/y/2)y/fwc/Cr 
(31) 

Written in this form clearly brings out the feature that the wave friction 
factor, in the presence of a current, is a function of the relative magnitude 
of the current shear stress, expressed through the factor C^ defined by (27) 
and (28), and the bottom roughness, (CA1U()r/wr)/fc^ = C^Abr/k^, relative 
to the representative wave near-bottom orbital excursion amplitude, Af,r = 
Ubrl^rt modified by the factor CM to account for the presence of a current. 
It is particularly interesting to note that (30) and (31) reduce to the pure 
wave case in the absence of any current since then CM = 1. Thus, (30) and 
(31) may be regarded as the generalized wave friction factor relationship 
valid both in the presence and absence of a current. 

To evaluate the wave friction factor as a function of relative rough- 
ness, series expansions for zeroth order Kelvin functions and their deriva- 
tives, given in Abramowitz and Stegun (1972, Chapter 9), are used to 
obtain y/fwc/Cfi. from (30) with von Karman's constant K = 0.4 for a cho- 
sen value of Cro. Once yf^JC^, is obtained from (30) the corresponding 
relative roughness, C^Ubr/(<^rkN), is obtained from (31). The resulting re- 
lationships between wave friction factor and relative roughness is shown in 
Figure 1, and may be approximated by the following explicit formulas 
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0.4 

C^ubr/{kNwr) 

Figure 1: Generalized Friction Factor Diagram for Waves in the Presence 
of a Current. Wave Friction Factor, fwc, (dashed line), Wave Energy Dis- 
sipation Factor, fer (full line), for the Representative Periodic Wave. 

= C„exvl7.02(^- fwc = L/'/i exp 

for 

-0.078 

8.82 

0.2 < C^ubr/{kNwr) < 102; 

(32) 

and 

/18c = C7Mexp^5.6l(^ 
-0.109 

for 

-7.30 

102 < C^ubr/{kNujr) < 104. 

(33) 

These expressions are accurate to within about 1% for the indicated 
ranges of relative roughness and are far superior to the approximate implicit 
friction factor equations that may be drived from (30) and (31) under the 
assumption of small values (ro, i.e. large values of (^^/(fcjvov). Thus the 
wave-current friction factor equation given e.g. by Madsen et al. (1988) is 
not only far more cumbersome to use but it is also less accurate than (33)! 
The author is indebted to Prof. Stephen R. McLean (U.C. Santa Barbara, 
personal communication) for pointing out the advantages of friction factor 
formulas of this type (originally suggested by Swart, 1974). 
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The Wave Boundary Layer Thickness, 6WC 

The matching level for the current profile, here referred to as the wave 
boundary layer thickness and denoted by 6WC, has up to this point not been 
defined in quantitative terms. 

Considerations of Swc as the level required for the wave orbital velocity 
to approach its free stream value within a certain percentage were used by 
Grant and Madsen (1979 and 1986) to arrive at 

Swc = a—— (34) 

with a-values in the range of 1 to 2. Madsen and Wikramanayake (1991) 
concluded from a comparison of current velocity profiles predicted by the 
Grant-Madsen model with limited experimental result as well as predictions 
afforded by more sophisticated turbulence closure models that reasonable 
agreement was obtained for a-values in the range of 1 to 1.5. 

If therefore one accepts (34) as the appropriate expression for 6WC one 
is faced with the problem of predicting a wave boundary layer thickness 
smaller than the equivalent Nikuradse sand grain roughness, fcjv, when the 
roughness is large. This apparent inconsistency of the wave-current theory 
may be removed by requiring that Swc should be at least some fraction of 
the Nikuradse roughness, UN- Choosing, somewhat arbitrarily, 8WC > k^ 
for the current profile matching level leads to a limiting value of (34) given 
by 

-^n = 30£ro < a (35) 

in which (31) was used. 

Choosing, in honor of Bill Grant, a = 2 use of (35) in (30) and sub- 
sequent use of (31) leads to a limiting value of the relative roughness for 
which 6WC is determined from (34), and results in the following definition: 

A     _ ( 2K,u*r/ujr    for    C^ubr/(kNujr) > 8 ,    . 
°WC~\kN for     CpUbr/ikNWr) < 8 W 

Whereas there is evidence in support of (34) for small relative rough- 
ness, the "prediction" of 6WC ~ kN should be regarded as tentative (at best). 
Since large roughness values, for naturally occuring wave-current flows over 
a movable bed, generally are associated with ripples and since fc^r ~ 4x 
(ripple height) for two-dimensional equilibrium-range ripples, e.g.   Grant 
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and Madsen (1982), the prediction from (36) of Swc = 4x (physical scale of 
two-dimensional roughness features) does, however, appear reasonable. 

Application 

Assuming the bottom roughness (fcjv = 30zo) and the representative 
periodic wave characteristics( uj,r, cjr, and <pwr) known the method of so- 
lution depends on the specification of the current. 

Current Specified by v%c and </>c. This specification may physically arise 
in near-shore waters with a strong wind-driven shore-parallel velocity. In 
this situation the bottom shear stress may be approximated by the shore- 
parallel wind stress. 

Obtaining <pcw from (25), solution is started by initially taking \i = 
£t(o) = 0 in (28), to obtain CM = C{°] = 1 from (27). With CM = CJ°] 

and known wave and bottom roughness conditions fwc = fw°c is obtained 
from (32) or (33), whichever is appropriate. Now, iwl and (29) provide a 
first estimate of ui°J,m, so that (28) may be revisited to obtain an improved 
estimate of \x= pM\ With p, = fi^ the procedure is repeated and iteration 
is terminated when fwc      = fwc within 1%. 

Convergence is generally achieved within a few iterations and from 
knowledge of utc and utwm the represenatative shear velocity, u*r, is ob- 
tained from (26). The current velocity profile may now be evaluated from 
(9) and (10) with 6WC specified by (36) and the apparent bottom roughness, 
zoa, may be determined from (11). 

Current Specified by 4>c and uc(zr) = ucr. This specification of the 
current corresponds to a current velocity and direction measured at a given 
elevation, zr, above the bottom. (It is assumed that zr > 8WC.) 

For this specification of the current the solution procedure is somewhat 
more cumbersome. Again, after use of (25) the iterations are started by 
H = fj,(°) = 0 in (28) and CM = c£o) = 1 from (27) resulting in fwc = 0 

from (32) or (33) and then M*TOm = ufj,m from (29) followed by u*r = ufj 
from (26). Since it is assumed that zr > Swc, the specified current velocity 
is given by (10), which with the aid of (11) may be written as a quadratic 
equation in the current shear velocity, u»c, 

Uc(zr) = ucr = ^£n^- + -^In^ (37) 

Since 8WC is given by (36) this equation, with K = 0.4, z0 — fcjv/30 and 
the latest value of «*r may be solved to give 
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_ u*r £n(zr/6wc) I 4n£n(8wc/z0)  ucr\ 
2   ln(8wc/z0) I V        (£n(zr/6wc))

2 urr 

For the initial iteration u*r = u°r' in (36) and (38) yields the first approx- 
imation for the current shear velocity u*c = ufj. With u*c = ufj and 
u*wm = u*°J,m the value of /j, may be updated by use of (28) and the proce- 
dure may be repeated until convergence is achieved (/i" = fwc within 
1%). Again, convergence is generally achieved after a couple of iterations 
and the current velocity profile is determined from (9) and (10) with the 
apparent bottom roughness obtained from (11). 

Discussion and Conclusions 

Based on the linearized governing equations and adopting a simple 
time-invariant eddy viscosity a solution for combined wave-current turbu- 
lent bottom boundary layer flows was obtained for a wave motion specified 
by its near-bottom orbital velocity directional spectrum, SUb(uj, 9). Closure 
was achieved by requiring the model to reduce the Grant-Madsen model in 
the limit of simple periodic plane waves. The spectral wave-current in- 
teraction model was used to determine the characteristics of a representa- 
tive periodic wave which, in the context of combined wave-current bottom 
boundary layer flows, was equivalent to the directional sea. This repre- 
sentative periodic wave is specified by Ubr, its near-bottom orbital velocity 
amplitude, 

Ubr fl' 2SUb(uj,e)dud0, 

i. e. the root-mean-square bottom velocity amplitude of the directional sea; 
u>r, its radian frequency, 

__ JwSUb(u),0)cL>d0 
Wr"   JSUb(co,e)dojd0 ' 

i.e.   the mean frequency of the directional sea; and <pwr, its direction of 
propagation, 

_ ff wSUb(u>, 6) sin 6dud0 
4>wr - arctan-p-^—^-^-, 

i. e. the mean direction of the directional sea. 
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Although based on the simple Grant-Madsen eddy viscosity formula- 
tion it is believed that the representative periodic wave characteristics de- 
termined here can be adopted with any wave-current interaction model to 
determine the effect of a directional sea on the near-bottom flow associated 
with a superimposed current. This transferability of the present results 
to any model that is based on a time-invariant eddy viscosity is assured 
on theoretical grounds and is not likely to seriously affect the practical 
significance of results obtained from elaborate numerical turbulent-closure 
models. 

The most severe limitation of the spectral wave-current model's abil- 
ity to predict current velocity profiles in the presence of waves is associated 
with the uncertainty in the determination of matching level for the current 
profile segments, i.e. the wave boundary layer thickness, Swc, for large val- 
ues of the equivalent bottom roughness. This limitation is not unique to 
the class of models presented here. It is inherent in all theoretical formu- 
lations of turbulent boundary layer flows that apply the turbulent no-slip 
condition at z = z0, and may, for large roughness, lead to the nonsensical 
result of a boundary layer thickness less than the physical scale of bottom 
roughness elements. Clearly, when 6WC is not large relative to the physical 
scale of the bottom roughness, assuming a horizontally uniform flow is a 
poor assumption. This issue is particularly important in the context of 
wave-current interaction in the coastal environment where wave-generated 
bottom bedforms (ripples) create a large bottom roughness. Theoretical 
and especially experimental studies are required to shed some light on this 
problem whose existence is acknowledged here by tentatively suggesting 
0WC > K]\f. 

In retrospect these characteristics of the representative periodic wave 
can hardly be considered surprising. The most important wave character- 
istic in terms of wave-current interaction is the magnitude of the bottom 
orbital velocity since this has the greatest effect on the bottom shear stress 
which, in turn, dominates the turbulence intensity within the wave bound- 
ary layer. Since the wave-associated bottom shear stress is proportional 
to the square of the near-bottom orbital velocity amplitude, u\m, with the 
"constant" of proportionality, the wave friction factor, being "essentially 
constant" it follows directly that the near-bottom velocity of a representa- 
tive periodic wave should be (u^m)1 > i-e. exactly the form of ut>r that 
we obtained through laborious, albeit theoretically rigorous, considerations. 
Despite the "intuitively obvious" nature of our rigorously derived expression 
for the representative periodic wave's bottom orbital velocity amplitude it 
is interesting to note that several investigators have chosen to represent 
a random sea by a "significant" bottom velocity amplitude, i.e. greater 
than our Ubr by a factor of \/2. The theoretically rigorous derivation of the 
representative periodic wave characteristics presented here therefore firmly 
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establishes the significance of the root-mean-square near-bottom wave or- 
bital velocity (and the insignificance of the "significant" velocity) in the 
context of combined wave-current bottom boundary layer flows. 
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Appendix A: Spectral Wave Energy Dissipation 

As mentioned earlier the effect of evaluating the bottom shear stress 
at z = z0(( = Cro) rather than by taking the limit z —> 0(£ —• 0) has pro- 
nounced effects for larger roughness values. Thus the wave friction factors 
predicted by (32) are significantly lower than those obtained if the limit 
z —> 0 were used to define the bottom shear stress. Furthermore, the phase 
difference, ipT, between bottom shear stress and free stream wave orbital 
velocity, which is important for the computation of wave energy dissipation 
in the wave bottom boundary layer, is extremely sensitive to the choice of 
definition , z = z0 or z —> 0, used to evaluate the bottom shear stress for 
large values of the bottom roughness. 

The phase difference, <pT, is given by the argument of the complex 
fraction of Kelvin functions and their derivatives in (12), (14) and (30). 
The phase difference, <pTr, for the representative periodic wave, obtained 
from (30), may be approximated by the explicit relationship 

4>°r = 33 - 6.0 log10 ^^    for    0.2 < Cu«6r/(fcjVwP) < 103        (39) 
KffU}r 

which is accurate within 1° for the range indicated. 

For each wave component the rate of energy dissipation in the bottom 
boundary layer, Dnm, is obtained from Kajiura (1968) with bottom shear 
stress given by (12) and free stream velocity by (6), evaluated for (n —» oo. 
The resulting formula is written in compact form by using (26) and (29) to 
express u*r and generalizing (30) and (39) for arbitrary choice of ui. The 
end result is 

J-'nm — Twnm ' luwnmj(„-+ oo —   . Pv Jwcy Jwc,n COS <pTnU5rU^nrri       (4UJ 

in which fwc,n an(i <Prn are obtained from (32) or (33) and (39), respectively, 
with tor replaced by wn and Ubnm is given by (7). 

Madsen et al. (1988) used the z —> 0 definition to obtain the wave 
friction factor and neglected the influence of the phase difference, ipT, in the 
evaluation of the energy dissipation rate. Strictly speaking this limits the 
applicability of their results to the range of relative roughness associated 
with (33). For this range fwc,n and cos(fTn depend weakly on u)n and 
may be replaced by their values for uin — UJT. In this way (40) becomes 
equivalent to Eq. (26) in Madsen et al. (1988) if their "/wr" is replaced 
by fer — "the representative wave energy dissipation factor" = fwccos(pTr. 
For small bottom roughness cos (prr ~ 1 and fer — fwc makes (40) identical 
to Eq. (26) of Madsen et al. However, as seen in Figure 1, fer may be 
significantly different from fwc for large bottom roughness. 
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TIME DOMAIN MODELLING OF 
WAVE BREAKING, RUNUP, AND SURF BEATS 

P.A. Madsen*, O.R. Sorensen* and H.A. Schaffer* 

Abstract 

In this paper we study wave breaking and runup of regular and irregular 
waves, and the generation of surf beats. These phenomena are investigated numeri- 
cally by using a time-domain primary-wave resolving model based on Boussinesq 
type equations. As compared with the classical Boussinesq equations the ones 
adopted here allow for improved linear dispersion characteristics, and wave break- 
ing is incorporated by using a roller concept for spilling breakers. The swash zone 
is represented by incorporating a moving shoreline boundary condition and radi- 
ation of short and long period waves from the offshore boundary is allowed by the 
use of absorbing sponge layers. The model results presented include wave height 
decay, mean water setup, depth-averaged undertow, shoreline oscillations and the 
generation and release of low frequency waves. 

Introduction 

Previous work on the modelling of surf beats and low frequency waves in the 
surf zone has mainly been based on the wave-averaged approach for the primary 
waves combined with linear or nonlinear equations for the long waves (Symonds 
et al., 1982; Schaffer, 1993; Roelvink, 1993). 

In the analytical work of Symonds et al. (1982) a sinusoidal variation of the 
break point was assumed corresponding to weakly modulated short waves. Inside 
the surf zone the modulation or groupiness of these waves was assumed to vanish 
and the wave height was taken to be a fixed proportion of the local water depth. 
The low frequency waves were described by the linear shallow water equations 
driven by radiation stresses according to linear wave theory. Incoming bound long 
waves and frictional effects were neglected. 

International Research Centre for Computational Hydrodynamics (ICCH). Located at the Danish 
Hydraulic Institute, Agern Alle 5, DK-2970 Horsholm, Denmark 
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Schaffer (1990, 1993) improved this analytical work in a number of ways of 
which the inclusion of the incoming bound long waves and their transformation on 
a sloping beach turned out to be most important for the results. He also considered 
different types of surf zone models for the incident modulated short waves: The 
first one was the saturation approach by Symonds et al. (1982), neglecting group- 
iness inside the surf zone. The second one assumed a fixed break point position but 
allowed for full transmission of groupiness into the surf zone. The model finally 
adopted was a hybrid between the two allowing the transmission of groupiness to 
be zero, partial, full or even to be reversed. 

Roelvink (1993) developed a numerical model using a nonlinear description 
of the low frequency waves based on the nonlinear shallow water equations includ- 
ing bottom friction and radiation stress terms. The primary waves were described 
by a wave energy balance equation including dissipation terms similar to the 
formulation by Battjes and Janssen (1978). 

As an alternative to the wave-averaged approaches Watson and Peregrine 
(1992) used the nonlinear shallow water (NSW) equations to resolve the short wave 
motion as well as the long wave motion. A shock-capturing method allowed for an 
automatic treatment of bores and shocks without the need for any special tracking 
algorithm. The drawback of this method is, however, the lack of frequency disper- 
sion, which forces the high frequency waves to move with shallow water celerities 
and to steepen into bores at a certain distance from the seaward boundary. Another 
problem is the prediction of the fluctuating surf zone width. It is well known that 
the NSW equations are not able to predict the break point position in regular 
waves. Hence it is unlikely that they should be able to give a good estimate of the 
time varying break point in wave groups and irregular waves. 

In the present work we have studied and modelled the nonlinear interaction 
processes described above on the basis of a special type of Boussinesq equations. 
The equations were derived by Madsen et al. (1991) and Madsen and Sorensen 
(1992) and have proved to incorporate improved linear dispersion characteristics 
and shoaling properties, which are important for a correct representation of the 
nonlinear energy transfer (Madsen and Sarensen, 1993). Incorporation of wave 
breaking is an essential part of the model complex and it is based on the concept 
of surface rollers following the formulation by Schaffer et al. (1992,1993). The 
model has proved to be able to represent a variety of processes such as the initi- 
ation and cessation of spilling wave breaking, and the evolution of wave profiles 
before, during and after wave breaking. 

The present paper presents a further extension of the Boussinesq model by 
including the swash zone and the moving shoreline. The new extension of the 
model makes it possible to simulate wave breaking and runup of irregular waves 
and to study the generation of surf beats and low frequency waves induced by 
short-wave groups. 

Only ID results will be presented in this paper, while the extention to 2D 
horizontal problems is described by S0rensen et al. (1994). 
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A Simple Model for Spilling Breakers 

The incorporation of wave breaking for spilling breakers in the Boussinesq 
model is based on the concept of surface rollers as described by Schaffer et al. 
(1992,1993). A brief summary of the concept will be given in the following. First 
of all it can be split up into two parts: 

• Determination of the spatial and temporal variation of surface rollers. 
• Determination of the effect of the rollers on the wave motion. 
The determination of the rollers is based on the heuristic geometrical 

approach by Deigaard (1989). First of all wave breaking is initiated when the local 
slope of the surface elevation exceeds a critical value, tan$. Due to the transition 
from initial breaking to a bore-like stage in the inner surf zone this angle, <£, is 
assumed to vary in time. Breaking is assumed to be initiated for an angle of 20 
Degrees, which then gradually changes (with an exponential decay) to a smaller 
terminal angle of 10 Degrees. Locally, the roller is defined as the water above the 
tangent of tan<£ and wave breaking is assumed to cease when the maximum of the 
local slope becomes less than taruj>. 

The determination of the effect of the surface rollers on the wave motion is 
inspired by the simple model suggested by Svendsen (1984). The basic principle is 
that the surface roller is considered as a volume of water being carried by the wave 
with the wave celerity and this is assumed to result in the vertical distribution of 
the horizontal particle velocity shown in Fig 1. Although this is a very simple 
approximation it allows for the description of some important physical phenomena: 

• It leads to additional convective terms in the depth-integrated momentum 
equations. This results in a conversion of potential energy into forward 
momentum flux immediately after breaking and while the wave height 
starts to decay the radiation stress may keep constant for a while. This 
leads to the well known horizontal shift between the break point and the 
point where the setup in the mean water level is initiated. 

• The inclusion in the mass balance of the net mass transport due to the 
roller has a significant effect on the time-average of the depth-averaged 
particle velocities and improves the prediction of the depth-averaged 
undertow in the surf zone. 

These two features are illustrated in the following by Fig 2, dealing with 
wave height decay and setup, and by Fig 3 dealing with wave height decay and 
undertow. 
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Figure 1      Cross-section and assumed velocity profile of a breaking wave 
with a surface roller. 
Definitions: S=elevation, d=total water depth, 8=roller thick- 
ness, c=wave celerity, Uo=particle velocity. 

Fig 2 shows a comparison with the measurements of test 1 presented by Stive 
(1980). In this test incident monochromatic waves shoal and break as spilling 
breakers on a plane slope of 1:40. The wave period is 1.79 s and at the seaward 
boundary the depth is 0.70 m and the wave height is 0.145 m. From the variation 
in wave heights wave breaking is seen to occur at a distance of 24.5 m from the 
wavemaker, while the setup in mean water level starts at 25.5 m. The numerical 
results obtained by the present Boussinesq model are slightly underestimating the 
last part of the shoaling, breaking occurs at 24.0 m and setup starts at 24.7 m. 
Except for the discrepancy near the break point the overall agreement with the 
measurements of wave heigth and setup is acceptable. 

a) 0.24 
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Distance (m) 
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Figure 2     Monochromatic waves on a mild slope 
a) Computed and measured variation of the wave height 
b) Computed and measured variation of MWL 
 Present model -— Kobayashi et al. (1989) 
• Measurements by Stive (1980) 

Kobayashi et al. (1989) solved the nonlinear shallow water NSW equations 
by using a dissipative shock-capturing method in which bores or shock fronts are 
frozen to cover only a few grid points. Due to the lack of dispersion this type of 
model will predict breaking to occur very near the seaward boundary. For this 
reason the NSW calculations were started very near the observed breaking point at 
a depth of 0.2375 m with an incoming wave heigth of 0.172 m. From Fig 2 we 
notice that for the computed results the positions of the break point and the start of 
setup coincide. Furthermore, the wave height decay is clearly underestimated 
initially. However, the overall performance of the NSW model is very good. 

Fig 3 shows a comparison with the measurements by Hansen and Svendsen 
(1984). In this test incident monochromatic waves shoal and break as spilling 
breakers on a plane slope of 1:34.25. The wave period is 2.0 s and at the seaward 
boundary the depth is 0.36 m and the wave height is 0.12 m. The Boussinesq 
model was started at the toe of the slope with a cnoidal input. The variation of the 
wave height is shown in Fig 3a. We notice that the position of the break point is 
quite well predicted, and also the rate of energy decay after breaking is satis- 
factory. However, again the maximum wave heights occurring just before breaking 
are underestimated in the simulation. The depth-averaged undertow is obtained by 
determining the time-average of the particle velocity Uo, defined in Fig. 1. In Fig. 
3b this is compared to the measurements of Hansen and Svendsen (1984). The 
agreement is seen to be much improved as compared with the NSW results by 
Kobayashi et al. (1989). 
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Figure 3     Monochromatic waves on a mild slope 
a) Computed and measured variation of the wave height 
b) Computed and measured depth-averaged undertow 
  Present model — Kobayashi et al. (1989) 
• Measurements by Hansen and Svendsen (1984) 

For this case measured wave profiles immediately seaward of the observed 
break point were not available, and consequently the NSW model was started at the 
toe of the slope. This position being quite far from the break point makes it a very 
difficult test for the NSW model. Clearly, the NSW model fails to predict the 
break point and the wave height starts decaying much too early. This generally 
leads to a significant underestimation of the wave height. Also, the undertow is 
clearly underestimated, partly due to the discrepancy in the wave height and partly 
due to the fact that the NSW equations do not include the important net mass 
transport in the rollers. 
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Swash Oscillations and Runup 

One of the difficult points in simulating runup of regular and irregular waves 
is the treatment of the moving shoreline. In the present work we have adopted a 
modified version of the slot-technique described by Tao (1983). A brief summary 
of this concept will be given in the following. 

First of all the computational domain is extended artificially to cover the 
solid beach by introducing narrow channels or slots in which the waves can propa- 
gate. The width of the slot will enter the depth-integrated mass and momentum 
equations in two ways: 

• Generally the water depth will be replaced by a cross sectional area 
which will include the slot area. 

• The time derivative of the surface elevation will be multiplied by the slot 
width. 

The artificial slots have to be very narrow to avoid a distortion of the mass 
balance and a disturbance of the flow in the physical domain. On the other hand, 
the numerical solution will break down when the width becomes too small. In 
practice the width is chosen in the interval between 0.01 and 0.001 times the grid 
size. An alternative way to interpret this technique is to consider the solid beach to 
be replaced by a porous beach with a very low porosity factor (the relative slot 
width). 

In order to make this technique operational in connection with Boussinesq 
type models a couple of problems call for special attention: 

• The Boussinesq terms are switched off at the still water shoreline where 
their relative importance is extremely small anyway. 

• The convective terms are treated by central differences in the physical 
flow domain and by upwind differences inside the slots. 

• An explicit filter is introduced near the still water shoreline to remove 
short wave instabilities during uprush and downrush. 

Some of the advantages of the method is that it works very well in combina- 
tion with implicit numerical schemes and it is quite easy to generalize and imple- 
ment in two horizontal dimensions. The drawback is that the method will always 
introduce minor errors in the mass balance and these will generally lead to an 
underestimation of the maximum uprush and downrush on impermeable slopes. 

To check the accuracy of the method we have tested the numerical model 
against the analytical solution for non-breaking shallow water waves on a sloping 
beach (Carrier and Greenspan, 1958). The analytical solution is based on the 
nonlinear shallow water equations, hence for this test case we have switched off 
the Boussinesq terms everywhere. 

The test case considered is an initial water depth of 0.5 m, a wave period of 
10 s, a slope of 1/25, and a wave height of 50% of the limiting value (giving 
breaking at rundown). Fig 4 shows the horizontal motion of the shoreline computed 
with three different values of the relative slot width (0.01, 0.005 & 0.001). The 
numerical solution is clearly converging towards the analytical solution, but even 
for a value of 0.001 the maximum runup is still underestimated by 8%. The reason 
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is that the upper part of the swash zone is containing only a thin film of water and 
this is quite sensitive to even small portions of water entering the porous beach. 

Further testing and a more complete description of the technique will appear 
in Madsen et al. (1995). 

Figure 4     Horizontal motion of the shoreline 
    Analytical solution by Carrier & Greenspan (1958) 
    Present model with a slot width of 0.01 
       -"- slot width of 0.005 
       -"- slot width of 0.001 

Low Frequency Waves in the Surf Zone 

The extension of the Boussinesq model to include wave breaking of spilling 
breakers and a moving shoreline formulation makes it possible to simulate the 
generation of surf beats due to shoaling, breaking and runup of irregular waves. 
The simplest possible study of this phenomenon can be made with a bichromatic 
wave group composed of a superposition of two sine waves with slightly different 
frequencies. 

For simplicity we consider a test case where linear boundary conditions can 
be applied at the seaward boundary. The bathymetry consists of a horizontal 
section of 40 m with a water depth of 2.0 m and a section of 75 m with a constant 
slope of 1/34.25 (Fig 5). Waves are generated internally and re-reflection of waves 
from the seaward boundary is avoided by using a 5 m wide sponge layer. As input 
we apply linear bichromatic waves with frequencies of 0.4 hz and 0.5 hz and with 
amplitudes of 0.03 m on both frequencies. This leads to a linear wave group in the 
horizontal section of the flume, and it has several advantages: One is that higher 
order boundary conditions are not neccessary and the other is that the determina- 
tion of the amplitude of the outgoing free low frequency wave due to the surf beat 
can be determined accurately by simple means. This is not the case if the seaward 
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boundary is placed in shallow water. In order to resolve the superharmonics in 
shallow water we use a grid size of 0.1 m and a time step of 0.02 s. 

0m 40m 115m 

Figure 5     Bichromatic waves on a mild slope. Sketch of model setup. 

Fig 6 shows the instantaneous surface elevation as a function of the distance 
from the seaward boundary. The individual waves can be seen to steepen and break 
in shallow water. The figure also contains two curves, showing the maximum and 
minimum elevation obtained during the last two wave groups of the simulation. 
The maximum curve has three spikes indicating three different break points. The 
outermost point is seen to be at 101 m and the envelope drops steeply landwards 
of this point due to the roller dissipation. The second break point occurs at 102.5 
m and a new steep descent follows. This pattern indicates that the highest waves 
decay to become smaller than the second highest waves before the latter start 
decaying. In other words, the modulation of the primary waves or the groupiness 
is reversed inside the surf zone. This phenomenon was also discussed by Schaffer 
(1993). 

Fig 7 shows the resulting surf beat obtained by low-pass filtering the surface 
elevation time series in each grid point with a cutoff at 0.1 hz. The envelope plot 
shows a combination of bound and free long waves running in the onshore direc- 
tion and reflected free waves running in the offshore direction. Furthermore, the 
stationary setup is included in the plot. An almost perfect nodal point is occurring 
at 94 m, but further offshore the nodes become more and more open indicating that 
the outward free long waves become dominant compared to the inward bound long 
waves. The overall picture for the long waves shows the same behaviour as the 
analytical solution by Schaffer (1993) for weakly modulated primary waves. 
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Figure 6     Bichromatic waves on a mild slope. Spatial variation of the 
surface elevation. 
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Bichromatic waves on a mild slope. Envelope of lowpass filtered 
surface elevations. 

Fig 8 shows the temporal variation of the shoreline and the spatial and 
temporal evolution of the individual rollers identified by the model. The outermost 
break point is again spotted at 101 m and we clearly see how the break point 
changes in time. The slope of the trajectories of the rollers indicate the local speed 
of the breaking waves and especially close to the shoreline this is clearly influenced 
by the swash oscillations. The temporal variation of the shoreline shows a low fre- 
quency variation superimposed by individual swash oscillations. Unfortunately, the 
use of the slot-technique for handling the moving boundary has the undesired 
effect, that the individual wave runups disappear too rapidly due to the thin film of 
water penetrating the porous beach. In reality we expect the shoreline motion to be 
less spiky because the thin film of water will stay on the slope until the next wave 
arrives. This aspect requires further investigation. 
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Figure 8 
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A time-space plot of the horizontal motion of the shoreline ( —) 
and the tracks of detected surface rollers (— ). 
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Figure 9 The amplitude of the outgoing free long wave as a function of 
the group frequency, Af. 

To investigate the sensitivity of the surf beat to the variation of the group 
frequency a number of simulations were made with different fully modulated 
bichromatic wave inputs: The first frequency was fixed to be 0.5 hz while the 
second was varied in the range of 0.36 hz - 0.48 hz, leading to group frequencies 
in the interval of 0.14 hz to 0.02 hz. Input amplitudes of 0.03 m on both frequen- 
cies were used in all cases. Fig 9 shows the amplitude of the resulting outgoing 
free long wave as a function of the group frequency, Af. A clear local maximum 
is obtained for a value of 0.07 hz indicating that the surf beat mechanism is indeed 
sensitive to the ratio between the surf zone width and the wave length of the low 
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frequency waves. The local maximum in the resulting amplitude occurs when the 
long waves reflected from the shoreline are in phase with the long waves generated 
to move in the offshore direction by the oscillating break point. This confirms the 
mechanism first described by Symonds et al. (1982). 

Further investigations and comparisons with e.g. the measurements by 
Kostense (1984) will appear in Madsen et al. (1995). 

Conclusion 

A Boussinesq type model with improved linear dispersion characteristics and 
with a roller concept for spilling breakers is extended to include the swash zone 
and the moving shoreline. The model is capable of representing a variety of 
processes such as the initiation and cessation of breaking, and the evolution of 
wave profiles before, during and after wave breaking. In this work we have 
concentrated on resulting wave-averaged quantities such as wave height decay, 
mean water setup and depth-averaged undertow. 

The new extension of the model to include the swash zone makes it possible 
to simulate wave breaking and runup of irregular waves and to study the generation 
of surf beats and low frequency waves induced by short-wave groups. The test 
cases presented is this paper are only first examples of what can be achieved by the 
use of the Boussinesq model. The results obtained so far are qualitatively correct 
and most promising. However, further work is necessary to quantify the accuracy 
of the results. 
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CHAPTER 31 

Orthonormal Wavelet Analysis for 
Deep-Water Breaking Waves 

Nobuhito MORI *  and    Takashi YASUDA t 

ABSTRACT 
This study aims to develop a method using wavelet transform to detect 

wave breaking event from temporal water surface elevation data. Sudden surface 
jump associated with breaking wave is regarded as shock wave and shock wavelet 
spectrum is defined to detect the occurrence of the surface jump. The visual 
observation of breaking wave crest shows that this method can almost completely 
detect the occurrence of breaking wave in random wave trains. 

1. INTRODUCTION 
Wave breaking plays important roles in numerous aspects of horizontal and 

vertical momentum transfer from surface waves to current and mixing of surface 
layer. Since breaking waves are associated with steep and giant waves, wave 
breaking is very important phenomenon to estimate their upper limit and the 
occurrence probability of their wave height. Furthermore, breaking waves exert 
the strong wave induced force, which occasionally bring about impact pressure 
to structures. 

A great deal of effort has been made on direct observations of wave breaking 

in the ocean. One of them is direct visual observation of white caps to detect 

the breaking waves[Holthuijsen & Herbers(1986)], because the wave breaking 
is related to some sort of instability near the crests. Since they required much 
efforts, the visual observations are not adequate to ordinary routine observation. 
Another approach is to detect the breaking events in the time series of surface 
elevation, directly. Longuet-Higgins & Smith(1983) observed breaking waves 
by using a surface jump meter.    Recently, Su & Cartmill(1993) developed a 

'Graduate student, Graduate School of Gifu University, Yanagido, Gifu 501-11, Japan. 
'Professor, Dept. of Civil Eng., Gifu University, Yanagido, Gifu 501-11, Japan. 
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new detection method of breaking wave by a void fraction technique. These 
direct measurement methods are quite well but require special and sophisticated 
instrument, so that they are not also in general use. Weissman et a/.(1984) 
measured energy backscattering of the high frequency components due to wave 
breaking with the running Fourier spectrum method. Their detection method is 
empirical and has not objectivity, nevertheless their method need not any special 
instruments. They use the Fourier spectrum analysis that is generally effective 

to analyze an energy change, periodicity and a power law of data. However, it 

is not suitable to use unsteady process such as breaking. The reason why the 
Fourier analysis has not temporally or spatially local information on data is that 

its integral basis consists of periodic function. 
Recently, a new method of aperiodic and unsteady data analysis which 

has a locally confined integral basis, so-called 'wavelet analysis', is getting well 
known[for example, Meyer(f99f) and Farge(1992)]. Shen et a/.(I994) studied 
local energy characteristics of wind generated waves using a. continuous wavelet 
transform. Since the continuous wavelets, however, have overcomplete basis 
which causes formal relations among expansion coefficients, they are not suit- 

able to analyze local energy properties. Meyer(1989) studied and formulated 
the orthogonal analyzing wavelet system. This orthogonal wavelet transform is 
known as adequate analysis of the local energy characteristics of the data[Mori 
et a/.(1993)]. 

In this study we make a rational breaking wave detection scheme to indicate 
and to measure small jumps and discontinuities in surface elevation associated 
with breaking waves. Further, we check the validity of the method by experi- 
mental data and analyze the local energy properties of breaking wave using the 
orthonormal wavelet analysis. 

2. PRINCIPLE OF MEASUREMENT 

2.1 Orthonormal wavelet expansion 

Since the kernel functions of continuous wavelet transforms are not mutu- 
ally orthogonal, we have the redundancy of wavelet coefficients independent of 

data. The excellent mathematical formulation of orthogonal analyzing wavelet, 
multi-resolution analysis, was developed by Mallat(1989). Accordingly, in this 
paper, we employ the orthonormal wavelet expansion to analyze a water surface 
elevation. 

The orthogonal wavelet expansion of an arbitrary function T](t) is written 

OO       CO 

^) = EE^(<),   U,kez) (i; 
3=1k=l 
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in which ahk{j, k G Z, where Z is the set of all integers) is an expansion coef- 
ficient and '0j,/t(i) € L(R2) is a complete orthonormal set of wavelets generated 
from an analyzing wavelet, which is sometimes called mother wavelet, by discrete 
translations k and is corresponding to temporal position of time k/23, and dis- 
crete dilations j corresponds to frequency. It is conventional to take the discrete 
dilation as 

^k{t) = 2^{2H-k),    {j,k£Z) (2) 

with the orthonormality condition. From the orthogonality, the wavelets allow 

us to obtain the expansion coefficient a,lk in Eq.(l) by taking the inner.product 

of i](t) and «/>*.jt(t) as 

«*,* =  I" ri(Whk(t)dt. (3) 
J—CO 

There are typically three types of the orthonormal analyzing wavelets as 
Meyer's, Daubechies' and Battle-Lemaries's. To investigate the complete re- 
lation to the Fourier analysis for the purpose of this study, we follow Meyer's 
method(1989) which has the properties that; i) xp(t) is a real analytic function, 
ii) ip(t) and its derivatives of any order are rapidly decreasing functions, iii) 
the moments of any order are zero, and iv) the Fourier transform of ?/;(£) has a 
compact supported in the Fourier space. 

We define the mother function 4>(u>) of analyzing wa,velet that is an infinitely 
differentiable real function satisfying the following conditions, 

fco>) > 0, 1 

a)      4,(u) = }{-u), (4) 

4>(u>) is monotonically decreasing for  u> > 0,  J 

h)      #«) = 1    (H<27r/3), 1 

= 0   (H>4^/3), J 

c)    {<£(w)}2 + {<J>{LO - 2TT)}
2
 = 1    (2TT/3 < M < 4TT/3) . (6) 

The conditions of a) to c) do not uniquely determine <^(w), so that we can make 

arbitrary functions 4>(LO), if <j>(uj) satisfies the above conditions of a) to c). We 

employ here the mother function <j>(ui) defined as 

(7) 

where 

9^   =    h{u- 2TT/3) + h (4TT/3 - o7)~, ^ 

{ exp(-l/a)2),    (w>0) 
ft(w)   =    \ V > (9) 

£H = \A-H<?(- -w), 

/*(4TT/3 -W) 

h [w - 

{ exp 

- 2TT/3) + h (4TT/3 

,(-l/^2),   (w> 

(w < 

-W), 

0) 

0) 
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Figure 1: Illustrations of Meyer's analyzing wavelet. 

which is the same definition of Yamada & Ohkitani(1990). 
From the conditions of a) to c) and Eqs.(7) to (9), the Fourier coefficients 

of analyzing wavelet ij>(ui) are defined as 

fa) = e<-^2VW(w/2)}2 - i^H}2- (10) 

Note that <j)(to) has a compact support in {u> | 27r/3 < \ui\ < 7r/3}. Therefore, the 
wavelet coefficient is directly connected to the Fourier coefficient. 

The inverse Fourier transform of ?/>(u;) gives the following desired analyzing 

wavelet, 

^(t) = — /     ip(uj)etutduj. (11) 

Fig.l shows Meyer's analyzing wavelet and its Fourier spectrum. The analyzing 
wavelet is very regular. However, it is not very well localized in physical space 
but is supported compact in the Fourier space. The fast algorithm for wavelet 

transform with Meyer's analyzing wavelet using FFT algorithm is formulated 

by Yamada k Ohkitani(1991). 

2.2 Relation between the wavelet and the Fourier spectra 

It could be worth pointing out that the relations between the wavelets and 
the Fourier spectra. Meyer's analyzing wavelet has a useful property that is 
the compactness of the support in the Fourier space. Eq.(6) shows that »/>(u;) 

is only included in [-2J+37r/3, -2-'+17r/3] U [2J+17r/3, 2->
+3

7T/3]. Since the square 
of wavelet coefficient is corresponding to the energy, the direct relation between 
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Figure 2: Illustration of breaking wave passing a wave gauge 

the wavelet and the Fourier spectrum is expected as 
CO 

E3 = £ hvcl2 ~ w5(w)    (w ~ 2>'+2*/3) (12) 

where u> is angular frequency, 5(0;) the Fourier spectrum and Ej the wavelet 
spectrum. Particularly, the relationship of a power law of the energy spectrum 
between the wavelet and the Fourier spectrum can be expressed as 

2-i(p-i) . E3 

Eq.(13) gives the relation that u;" 
2-i(p-!) m the wavelet spectrum. 

• S(u) ~ to-p. (13) 

p in the Fourier spectrum is equivalent to 

2.3 Local and shock wavelet spectra 

The purpose of this study is to detect jumps in water surface elevation 
associated with breaking. We suppose that the sea surface elevation r)(t) is 
measured as a function of time t with a discrete sampling time At at a fixed 
horizontal position as illustrated in Fig.2. The wave passing the sensor will 

generally show a smooth rise dr/fdt. But, if a just breaking wave passes the 

sensor, we can expect a sudden jump of the surface elevation. The magnitude of 

the sudden jump is associated with the scale of breaker type: i.e. for a plunging 
breaker this is relatively large and it is smaller for spilling breaker. 

The Fourier series of shock wave represented as 

At, t < 0.5, 
y(t)=<   ,„   ,,         (0<*<i) (14) 

A{t-1),   t > 0.5, 

where A is the height of shock is easily given by ]C(—4/n) sin(nwt). Therefore, 
a power law of the energy spectrum of the breaking wave with the sudden jump 
is expected to u>~2 or 2_J. 

To investigate the local energy information among the scale, we define the 
local wavelet spectrum LJ\J for the scale j > js as 

^,f =El«i,*|a.    (0<fc'<2^*) (15) 
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0.80 
1.00 

Figure 3: The local wavelet spectrum Lj^i of shock wave given by Eq.(14). 

where, js is minimum dilation mode of the local wavelet spectrum which de- 

termine the resolution and ]T denotes the special summation over k satisfying: 

{k/21' < k'/23 < (k + l)/2Js). The local wavelet spectrum Lhk' can analyze 

characteristics of microscopic or local energy properties for data. Besides, we 

introduce the shock wavelet spectrum to detect the surface jump of the shock 

wave described by Eq.(14). The shock wavelet spectrum M,hy is defined by 

following as 

M3:k,=2'xJ2Kk\2-    (0<fc'<2JS) (16) 
v 

Since power law of shock wave is 2~3 for the wavelet spectrum, that is cor- 

responding to power law of uj~2 for the Fourier spectrum, the shock wavelet 

spectrum detects the shock as a constant power whenever jumps observed in the 

surface elevation. 

Fig.3 shows the local wavelet spectrum(js=6) for the shock wave given 

by Eq.(14). The number of points to discretize the shock wave is 512. The 

local wavelet spectrum shows the energy distribution of time-frequency space 

and indicates existence of the high crest corresponding the time of shock at 

i=0.5. This result implies the effectiveness of the local wavelet spectrum for 

local energy analysis. To make clear the local energy properties of the shock 

wave, the shock wavelet spectrum(j.s=6) for shock wave of Eq.(14) is shown in 

Fig.4. We can easily detect the shock from the characteristic structures of shock 

wavelet spectrum Mhy both of the occurrence time and their magnitudes. 

To say nothing ol the accuracy of detection of shock depend on discretization 

oi data.  The relation sampling frequency At arid the local power law is shown 



418 COASTAL ENGINEERING 1994 

0.006 

.il 0.004 - 

time [sec] 

Figure 4: The shock wavelet spectrum Mhy of shock wave given by Eq.(14). 
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Figure 5: Comparison of the local power law of shock wave between the numer- 
ical and analytical one. 
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Figure 7: Spatial variation of the wave height statistics. 

in Fig.5, where H is the height of the shock wave and T is the wave period. The 

value of js is set equal to jmax—2 and the local power law of the wavelet spectra 

are calculating the scales between the j3 and js + 1. The error of estimating of 

power law is 2.7% for JV=256 to 4096, 4% for 7V=128, 25% for 7V=64 and 30% 

for N—32. We conclude that the number of point TV >64 or 128 per one wave is 

required to accurate estimation the jump from the data. Note that the accuracy 

of estimation is independent of the amplitude of the shock wave. 

3. EXPERIMENTS 

3.1 Experimental condition 

The experiments were conducted in the glass channel installed at Techni- 

cal Research & Development Institute of Nishimatsu construction Co.,Ltd. The 

channel is 65m long, lm wide, 2m high and was filled to a depth of 0.98m. 

Waves were generated by computer-controlled piston type wave paddle. The 

initial spectra of the surface elevations are composed of the Wallop type spectra 

with the band width m=10 and the peak frequency /p=lHz, giving a wavenum- 

ber fcp=4.072m_1 and characteristic water depth fcpfe=3.99, so that the waves 
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Figure 8: Water surface elevations of the random wave trains. 

were deep water waves. Water surface displacements were measured with twelve 
capacitance type wave gages as shown in Fig.6. The measurements were per- 
formed at a sampling frequency of 100Hz for over lOOsec. At the same, spatial 
surface profiles were recorded by video camera to examine the breaking event. 

Figure 7 shows the spatial variation of Hmax and #1/3. Although, the value 
of Hmax is fluctuated, the spatial variation of H1/3 shows that there is some 

energy dissipation due to the wave breaking. In the following, we only focus the 

surface elevations at P5. 

3.2 Local energy characteristics of nonlinear wave 

The values of skewness and kurtosis at P5 are 0.245 and 3.473, so that the 
waves are found to have weekly nonlinear characteristics. For comparison with 
the experimental data, we calculate artificial random phase wave data(linear 
waves) which is obtained by the inverse Fourier transform of the original sur- 
face elevations of P5 after randomizing their phases uniformly over[0,27r] with 
their amplitudes unchanged. The surface elevations of experimental data and 

simulated wave with randomized wave are shown in Fig.8, respectively. The two 
arrows in the Figure indicate the time when breaking event just occurs. 

Weissman et a/.(1984) developed the detection method of breaking wa,ves 

based on the singularities of the high frequencies, which is the intrinsic frequency 
of gravity-capillary waves, by a trial and error method with the running Fourier 
transform. The wave profile band-passed of high frequencies(10-12Hz) shown in 
Fig.8(a) is illustrated in Fig.9. The bursts of energy in the high frequency com- 
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Figure 9: Water surface profile of band-pass filtered wave with the high frequency 
components(10-12Hz) of Fig.8(a). 

0.0025 

—   0.0015 f 
gA o.ooiof 

0.0005 
0.0000 

-0.0005^ 

0.0<]20£J-1° 

—i—i—i—i—i—I—i—i—i—i—[—i—i—i—i—|—i—i—i   i—1~" 

^JU«X 

jSi 

1     i     •     i     i     I     i     •     I—I I I—I I—I—i I—I I—I—I 1—I—I—L_ 

10 20 30 60 40 50 
time [secj 

Figure    iO:        Temporal    distribution    of    the    square    value    of    wavelet 
coefficient, |a^,t|2, of the experimental wave 

ponents are indicative of breaking events. He detected wave breaking from burst 

of the temporal energy distributions in this frequency band. Fig. 10 shows the 

square value of wavelet coefficients a.hk at the scale j = 10 which is correspond- 
ing to about 8Hz. The distributions of square values of ah/,: clearly indicate 
the singularities of the high frequencies, which are corresponding to the time 
of breaking waves, in comparison with the result of the Fourier band filtered 
method(Fig.9). The same empirical method to detect the breaking waves can 
be applied by the wavelet analysis and will be given better result rather than the 
running Fourier transform, but let us then considered here the energy structure 
and energy cascade process among lower and higher frequency components. 

It was already shown that the local wavelet spectrum is effective to ana- 
lyze the temporal energy structures in previous section. Fig. 11 shows the local 

wavelet spectra with js~1 for the experimental wave and the simulated wave, 
respectively. The experimental data indicate that characteristic structure of 
energy distribution is shown running in parallel with the j-axis. Particularly, 
some big crests can be observed at the large scale into small scale. Although the 
Fourier spectrum is the same as experimental wave, there is no pattern or struc- 
ture in the local wavelet spectrum as the experimental wave in the simulated 
wave(b) and they seem to distributing uniformly. This implies that the high 
frequency components of experimental wave, nonlinear wave, are not constant 
in amplitude and that there are sharp peaks sporadically distributed along the 

time series. In other words, the high frequency components are intermittent in 
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Figure 11: Local wavelet spectra for the measured and simulated waves. 

the nonlinear wave. 

The sharp peaks and structures in wavelet space(j, k) are related with non- 
linear wave-wave interaction but we may leave the details to further studies. 

3.3 Detection of breaking wave 

The nonlinear waves have the local energy characteristics as already shown 
in Fig.ll. This will lead us further into a consideration of detection of breaking 
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Figure 12: Shock wavelet spectra for the measured and simulated wa,ve. 

wave by shock wavelet spectra. The shock wavelet spectra of experimental wave 
and simulated wave are shown in Fig.12. The sharp peaks are shown intermit- 
tently in the experimental wave, corresponding to the time when breaking wave 
passes. Therefore, we need some detector function to judge whether they break 

or not. Thus, we define the detector function a; is calculated as 

M. js-\-m,ki 

AT, i     h Js>Kt 

(17) 

where subscript i denotes temporal position (0  <  k'  < 27a), js is resolution 
of scale parameters and m is distance between the js.   The illustration of the 
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Figure 13: Illustration of wavelet space and relationship with parameters 

Table 1: Accuracy of the present detection method 

a\n i.=7 i.=7 i.=8 J>8 
m=l ra=2 771=1 m=2 

0.9 (-1) 2 1 3 2 
0.8 3 1 4 2 
0.6 4 1 5 2 
0.5 (-2) 5 1 5 3 

wavelet space and the relationship with parameter is shown in Fig.13. The 
experimental result of detection of the method for the experimental wave is 
shown Table l(js=7 is corresponding peak frequency of the spectrum). The 
actual number of breaking waves is two, therefore, j.s=8, m—2, a;=0.9 and 0.8, 
0.6 and js=l, m=l, ai=0.9 gives quite nice value when we selected. The fine 
resolution scale of js=8 accurately detect the breaking waves rather than js = 7 
and the m=2 gives more accurate results than m—1. The reason for this result 

is sampling frequency of shock and fluctuation of the local power law due to the 
external noise of data. 

It could be concluded that the present method can detect the breaking wave 
from the temporal water surface elevation data, if the adequate parameters a 

and m are selected as <Zj >0.8 and m—2. 
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4. CONCLUSION 
We applied the orthonormal wavelet expansion to the water surface eleva- 

tions of random waves and studied their local characteristics. It is found that 

the sudden surface jumps associated with the breaking waves were well reflected 

in the shock wavelet spectra. Thus, we developed the rational detection method 

of breaking wave as following procedure: 

l.The wavelet coefficients ahk of the surface elevations are calculated Eq.(3). 

2.The appropriate resolution with the scale js is selected. 

3.The shock wavelet spectra are calculated with Eq.(16). 

4.The local power law of the surface elevations are calculated Eq.(17). 

5.Breaking waves are expected to have the local power a law 2~J of the 

wavelet spectrum 

Furthermore, the sudden surface jumps can be well detected, if they are de- 

scribed by using sufficiently many discretized points. We demonstrated the 

validity of the method by comparing with the experimental data. Note that this 

method can be applied to not only deep water waves but also shallow water. 
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CHAPTER 32 

A Fully-Dispersive Nonlinear Wave Model 

and its Numerical Solutions 

Kazuo Nadaoka1, SerdarBeji2 and Yasuyuki Nakagawa3 

Abstract 

A set of fully-dispersive nonlinear wave equations is derived by introducing a 
velocity expression with a few vertical-dependence functions and then applying the 
Galerkin method, which provides an optimum combination of the vertical- 
dependence functions to express an arbitrary velocity field under wave motion. 
The obtained equations can describe nonlinear non-breaking waves under general 
conditions, such as nonlinear random waves with a wide-banded spectrum at an 
arbitrary depth including very shallow and far deep water depths. The single 
component forms of the new wave equations, one of which is referred to here as 
"time-dependent nonlinear mild-slope equation", are shown to produce various 
existing wave equations such as Boussinesq and mild-slope equations as their 
degenerate forms. Numerical examples with comparison to experimental data are 
given to demonstrate the validity of the present wave equations and their high 
performance in expressing not only wave profiles but also velocity fields. 

INTRODUCTION 

Although evolution of non-breaking waves is principally governed by their 
nonlinearity and dispersivity, there exist no wave equations which can express 
these two effects under general conditions. For example, the Boussinesq-type 
equations are weakly nonlinear-dispersive equations and can describe only shallow 
water waves. Although several successful attempts for extending their applicable 
range in relative water depth have been reported (Madsen, et al., 1991; Nwogu, 
1993, etc.), even such an improved model cannot be relied on if the depth becomes 
comparable with the wave length or more. 
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The mild-slope equation of Berkhoff (1972) has no restriction on depth; but it 
can be used only for linear monochromatic (and hence non-dispersive) waves. The 
time-dependent forms of the mild-slope equation (e.g., Smith and Sprinks, 1975) 
can describe the dispersive evolution of linear random waves; but their band-width 
of spectrum is restricted to be narrow. (In this sense, they may be called "narrow- 
banded mild-slope equations".) 

To break through all these restrictions, in the present study, new fully-dispersive 
nonlinear wave equations have been developed. Unlike the Boussinesq equations, 
which are derived with an asymptotic expansion procedure, the new equations are 
obtained by introducing a velocity expression with a few vertical-dependence 
functions and then applying the Galerkin method, which provides an optimum 
combination of the vertical-dependence functions to express an arbitrary velocity 
field of waves. The derived equations can express nonlinear non-breaking waves 
under general conditions, such as nonlinear random waves with a wide-banded 
spectrum at an arbitrary depth including very shallow and far deep water depths. 

In the following sections, the principal idea and derivation procedure of the new 
wave equations* as well as their simplified forms are presented with some 
numerical examples and their comparison to experimental data to demonstrate the 
validity of the equations and the performance especially in expressing velocity 
fields. Besides theoretical relationships of the present theory to various existing 
wave equations such as Boussinesq and mild-slope equations are also shown. 

THEORY 

Principal Idea : 

Generally speaking, any mathematical procedure to obtain a water-wave 
equation is a conversion process from original basic equations defined in a 3-D 
(x,y,z) space to wave equations to be defined in a horizontal 2-D (x,y) space. For 
this conversion, we must introduce an assumption on the vertical dependence of the 
velocity field. 

For example, the Boussinesq equations are obtained by introducing the following 
expression with polynomials of z on the velocity potential <1> (e.g., Mei, 1983): 

CO 

0{x,y,z3t)=
y£<Pm{x,y,t){z + hT, (D 
m=0 

where h is the water depth and the vertical coordinate z is taken upward from the 
still water level. With the Laplace equation of <!> and the boundary condition at 
the horizontal bottom, the above equation may be expressed as 

<P(^,Z,O=^-^^V^O+^1^V2V20O-..., (2) 

where V = (d/dx, d/dy).   Usually only the first two terms in the above equation are 
retained to derive the Boussinesq equations. 

This procedure is a kind of asymptotic expansion of 0 around the long wave limit, 

The fundamental idea of the present theory and numerical examples only for linear 
random waves with wide-band spectrum have been given in Nadaoka and Nakagawa (1991, 
1993a,b). The extension to nonlinear waves but in more complicated form of equations has 
been reported in Nadaoka and Nakagawa (1993c). 
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and hence the Boussinesq equations can be applied only to shallow water waves. 
This restriction is related to the fact that the asymptotic approximate form of eq.(2) 
is not enough to express a velocity field under deeper waves. This in turn suggests 
that derivation of new wave equations with much wider applicability may be 
achieved by providing a more reasonable way to express the vertical dependence of 
a velocity field for more general cases including random waves in deep water. 

In the present study, the following assumption is introduced to express the 
horizontal velocity vector, q = (u,v): 

q(x,y,z,t)= lUm(x,y,t)Fm(z), (3) 
m~\ 

where 

cosh kmh 

The choice of cosh functions in the above as the vertical-dependence functions is 
based on the general 2-D solution of Laplace equation of <£ on the horizontal 
bottom (e.g., Nadaoka and Hino, 1983), 

0(X,z,t) = r A(kj)C-^^±eW(ikx)dk, (5) 
J-°° coshkh 

where k is the wavenumber and A(k, t) is a time-varying wavenumber spectrum.    It 
should be noted that eq.(5) is valid also for nonlinear waves and hence the use of 
eq.(4) as the vertical-dependence function Fm(z) is not restricted to linear waves. 

In the discrete form of eq.(5), 

o(x,z,t) = ]T A(kt ,t)exp{iktx)Ak C°Shki (* +A (6) 
._, cosn KiH 

we need a large number of the spectral component A(kj,t) in case of broad-banded 
random waves. However this fact does not necessarily mean that TV in eq.(3) should 
be a large number, in spite of the resemblance between eqs.(3) and (6). This is 
true if each function, coshkj(h+z)/coshkjh, in eq.(6) can be expressed by eq.(3) with 
a few prescribed Fm(z). 

Galerkin Expression of a Velocity Field : 

To examine this, the following approximation has been attempted: 

coshk(h + z) _ y^, c ( \ ,„ 

where k is an arbitrary wavenumber and Fm(z) is as defined in (4). For this 
approximation we need a mathematical procedure to determine the unknown 
coefficients Qm (m = l,---,N). For this purpose, in the present study, the Galerkin 
method has been employed. 

Figure 1 shows the results of the approximation for five values of kh, covering 
very shallow to deep water depths. The number of components in eq.(7), TV, is only 
4 in this case and the prescribed values of kmh for Fm(z) are 1.6, 3.5, 6.0, 10.5, 
respectively. The fact that the remarkably good agreements between the exact 
and approximated values are obtained for any arbitrary kh means that the 
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cosh k(h+z) 
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Fig. 1 Comparisons of the exact and approximated vertical distribution functions. 

velocity expression by eqs.(3) and (4) with a small N may be applied to wave field 
under general conditions, such as random waves at an arbitrary depth including 
very shallow and far deep water depths. This is the most important finding to 
provide a basis of the new formulation of wave equations described in what follows. 

Derivation of Fully-Dispersive Nonlinear Wave Equations : 
With this basis of formulation, we are now ready to proceed to the derivation 

of new wave equations (for details, see Nadaoka et al, 1994). 
The basic equations defined in 3-D (x,y,z) space are the continuity equation, 

dz 
(8) 

and an alternative exact form of the Euler equation for irrotational flow (Beji,1994), 

dq 
dt 

+ V gr?+ 
fV0W 

df
1z + ~(<ls-(ls + ^) 0, (9) 

where qs and ws are the velocity components at the free surface z-r). 
The vertical velocity w is obtained from the continuity equation (8) by 

substituting eqs.(3) and (4) and integrating from the bottom to an arbitrary depth z: 

w(x,y,z,t) = ~2_^V 
m-\ 

s'mhkm{,h + z) 

km cosh kmh 
Um{x,y,t) (10) 

The vertical integration of the continuity equation (8) over the entire depth gives 

?-J>H (ii) 
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which then with the substitution of eqs.(3) and (4) yields 

dr\ N 

dt    ^ 

sinhkm(h+ rj) 

kmcoshkmh 
Vm (12) 

To obtain the evolution equations of Um (m = l,---,N), on the other hand, we 
may apply the Galerkin method to the momentum equation (9). Namely, after 
substituting eqs.(3)and (4) into eq.(9), the resulting equation is multiplied by the 
depth dependent function Fm{z) and vertically integrated from z=-h to rj. Since 
the depth-dependence function has N different modes, we obtain a total of N vector 
equations corresponding to each mode: 

N        dU 

m=\ at 
gv+^(qs-qs + ^l) 

N 

I 
m=\ 

where 

lkmV(V-£/J,+tf„m-(V-t/Jl,       {n = l,2,-,N)      (13) 

sinh(^m + k„)(h + TJ) ^ smh(km - kn){h + rj) 

2 cosh kmh cosh knh 

bn = S- 

km + kn 

s'mhkrl{h+ rj) 

k„ cosh k„h 

k„ cosh k„,h cosh k„h 

coshk„,(h+ r])smhkn(h+ TJ) 
(H) 

1 I sinh(km + k„)(h + rj)    sinh(km - kn)(h + rj) 

km + k„ k  - k nm     ^n 

The coefficients dnm in eq.(13) have rather complicated mathematical forms, but 
may be evaluated as being nearly equal to Dnm shown in eq.(19) later. In this 
evaluation the neglected terms are 0{e-Vh). 

Equations (12) and (13) constitute a solvable set of equations for 2N+1 
unknowns, rj, Um(m = \,---,N), and describe their evolution as wave equations. 
It should be noted that no approximation has been introduced on the nonlinearity 
and that the full-dispersivity can be attained by taking only a few components, as 
demonstrated later; hence eqs.(12) and (13) may be referred to as "fully-dispersive 
nonlinear wave equations". 

It should be further noted that km in eqs.(12) and (14) are not the wavenumbers 
in a usual sense like the spectral wavenumbers kj in eq.(6), but they are the 
parameters to prescribe Fm(z) so as to approximate a velocity field well enough. 
The wavenumber parameters km (m = l,---,N) are to be specified with the linear 
dispersion relation, com

2= gkmtanhk„,h, by prescribing the angular frequencies a>m 

(m = 1, • • • TV) as a set of input data for the computation to properly cover the wave 
spectrum concerned. Therefore km must be treated as spatially varying quantities, 
according to the variation in h(x,y). 
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Weakly Nonlinear Version of Fully-Dispersive Wave Equations : 

Although equations (12) and (13) may express both full nonlinearity and 
dispersivity, they have disadvantages in computational aspects; i.e., the coefficients 
(14) includes many hyperbolic functions, besides the arguments of them have the 
unknown variable rj. These points are undesirable in terms of computational time 
and robustness of the numerical algorithm. 

Therefore, in the present study, a simplified version of eqs.(12) and (13) has 
been also developed by introducing a weakly-nonlinear formulation. By invoking 
a Taylor series expansion of q around z=0, and keeping only the first-order 
nonlinear contributions both in eqs.(9) and (11), we obtain 

-2+v. U*fe+Wo =o 

dq 
+ V gJ?+ i Uz + n—- + — (<jr0 • q0 + Wo J 

dt dt     2V ' 

vo = 0, 

(15) 

(16) 

in which qo and wo are the velocities at the still water level z=0. 
With the corresponding change of the upper limit of the vertical integration 

from 77 to 0 in the Galerkin procedure, we get the following simultaneous equations 
as the weakly-nonlinear version of eqs. (12) and (13). 

~dt~ 
-5> c2 

'-+7J um = 0, (17) 

where, 

N        d\J 

m=\ Ot 

dwn      1 / 2) 

^l[c»v(v.g+DB(v.(/4 
at m=\ 

A    — 
6f„ • 03m 

k1 -kL 
Kn     Km 

B„ 
co„ 

gcol+h^kt-ml) 
A    - • 

r   = B"' 

2gkz„ 

(n = l,2,-,N)     (18) 

a>m = gkmtanhkmh, 

D  = vr (19) 

*^nm kl -kL 
Km     Kn 

2VL 
\A     -(k2-k2)r    )- 

gVh 

cosh k„h- cosh k„,h 

qo and wo in eq.(18) may be evaluated as 

N N 

m~\ m=\ g 
un (20) 

As shown in (19), the coefficients of the weakly nonlinear version of the equations 
are considerably simplified as compared with those defined in (14). 
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Linear Dispersion Characteristics of New Wave Equations : 
The linear dispersion characteristics of the present wave equations can be 

examined by solving the eigenvalue problem defined with the linearized equation 
of the fully-dispersive equations and with the prescribed values of kmh (m=l,...,N). 
An example of the computed dispersion curve is shown in Fig. 2, where N=4 and 
the same values as those for Fig. 1 are assigned to kmh (m=l,...,N). The computed 
values show perfect agreements with the theoretical linear dispersion curve over 
wide wavenumber domain extending from very shallow to far deep water. This 
remarkable feature of the present wave equations becomes more prominent by 
comparing with the dispersion curves of the classic Boussinesq equations and of 
the improved Boussinesq equations (Madsen et al. 1991), as shown in Fig.2. 

The reason why the present equations can possess fully dispersive characteristics 
may be found by examining the dispersive characteristics of the linearized single- 
component (JVM) equation.   In this case, the following analytical expression of the 

1.0 
gh 

— linear theory 

ooo present model 

xxx Boussinesq eq. 

DOD improved Bousinesq eq. 

DaaanaDaaoDDcjaoc 

5 10 15 ** 

Fig.2 Linear dispersion characteristics of the fully-dispersive equations. 

Fig.3 Dispersion curves of the single-component equation with each kth for Fig.2. 
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dispersion relation can be obtained by solving the corresponding eigenvalue 
problem: 

Cl 

c„ 

ci 

'-(c -c) 
(21) 

where Cp and CV are the theoretical linear phase and group velocities corresponding 
to the prescribed wavenumber kp, while k and C denote an arbitrary incident wave- 
number and the corresponding phase celerity dictated by the dispersion relation 
(21). Figure 3 depicts the dispersion curves described by eq.(21), in which one of 
the values of kmh (m=l,...,N) for Fig.2 is given respectively for each curve as kph. 
As it is seen, each selected component describes a dispersion curve which is 
tangent to the exact curve at the selected wavenumber kp. Hence combining all 
these contributions by the Galerkin procedure, we obtain the perfect agreement in 
the expression of the dispersive characteristics as shown in Fig.2. 

Single-Component (iV=l) Forms : 
"Narrow-banded nonlinear wave equations" 

The fact that as shown in Fig.3 each selected component describes a dispersion 
curve which is tangent to the exact curve at the selected wavenumber kp means that 
if the waves in concern have a narrow-band spectrum centered at k„, the single- 
component (N=\) versions of the wave equations (12) and (13) or (17) and (18) 
may be employed as "narrow-banded nonlinear wave equations". 

For example, the single-component forms of eqs.(17) and (18) may be written as: 

dr] 

~dt 
+ V 

Cz 

—L-+ T] (22) 

C C ^_ + C2V p g dt      p 
dWr,        1 / o 1 

^pv^v    ^g -v(v-«/0)+v *"P \t-p    ^g) 
(V-fo) (23) 

where Cp and Cg denote the phase and group velocities corresponding to kP as 
defined by the linear theory. 

By specifying Cp and Cg in these equations, we can show that various existing 
wave equations may be reproduced as the degenerate forms. For example, Airy's 
shallow water equations and Boussinesq equations can be obtained as follows. 

(1) Airy's shallow water equations: 

dr\ 
~dt 

C„ ••cs = p-^-g-ygh 

+ V-[(h+?1)q0] = 0, 

^+v(g17+iqo.qo\ = 0. 

(24) 

(25) 
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(2) Boussinesq equations: 

C
P = 

kih1 

1-^— Cg = Jgh 1 
k2

ph
2^ 

435 

^ + V-[(/?+^0] + yV2(V-?0) = 0, 

dt 
•V| gri+-q0-q0 | = 0, 

(26) 

(27) 

where all the higher-order terms have been neglected. 

Combined Form of the Single-Component Equations : 

"Time-dependent nonlinear mild-slope equation " 

The single-component equations (22) and (23) may be combined, with the 
introduction of the mild-slope assumption, to give the following equation of r/ (Beji 
andNadaoka, 1994): 

(c -C ) 
<V7«-ffiV   p,2 

g'v2riH-cpv{cpcg)-{yri) 

-SCr 3-2-^ 
r 

kzr4^ 
'(*•). 

By further manipulations, the linearized equation of (28), 

(c -C ) 
cgv„ -cp2

v-   p,2 
g'y2% -cpv{cpcg)ivn) = 0. 

(28) 

(29) 

can be found to lead to the time-dependent (or "narrow-banded") mild-slope 
equation proposed by Smith and Sprinks (1975), 

% + (op c„ n- •v{cpCgVri) = Q,       {cup = Cpkp) (30) 

and also to Berkhoffs (1972) elliptic equation as an original steady form of the 
mild-slope equation, 

^ccz+v-(c„qvz) = o, (31) 

in which Z denotes a spatially varying wave amplitude. Therefore, eq.(28) can be 
regarded as an extension of the mild-slope equations to nonlinear waves. In this 
sense, eq.(28) may be called "time-dependent nonlinear mild-slope equation". 
However its linear dispersion characteristics are not the same as those of the time- 
dependent mild-slope equation (30), since the latter equation approximates more 
limited region around mp in the dispersion curve (Beji and Nadaoka, 1994). This 
means that even in the linear version of eq.(28), eq.(29), the new mild-slope 
equation has an advantage as compared with the conventional one. 
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Unidirectional Simplified Form of Nonlinear Mild-Slope Equation : 
Equation (28) may be further elaborated for case of unidirectional propagation 

of waves in the positive x-direction only. The reason of taking up the analysis of 
such a simplified case lies in the attractive form of the KdV equation, which will be 
recovered as a special case. Skipping the derivation procedure (see Beji and 
Nadaoka, 1994) the equation we obtain is 

CgVt ^CJC   \C)n     (Cp~Cgh       CP(
C

P~
C

Z} 

cP{cg)xAcP-cg){cp)x\v+\g 
c„ 

3-2-8- 
C„ 

Iki 

k2r4 
n.p^p 

g M. : 0,     (32) 

which describes the weakly-nonlinear wave evolution of a narrow-banded uni- 
directional wave field centered at the primary wave frequency cop = kpCp 

The specification of C„ and Cg in eq.(32) yields again some degenerate forms. 
For weakly-dispersive shallow water waves, the specification, 

C„ 
r,27.2 \ 

C
g = 

k2
ph^ 

leads to the KdV equation for a gently varying depth 

ni+Q 
K       h2 _3_ 

4/T •-M. = 0, (33) 

in which C, o • 

For deep water, on the other hand, Cp = Jg/kp, Cg = Cp/2, then we have 

3 1 
11( + ^pHx      ,2 Vxxt 

c, 
2k2

p 
fr%=+|;fM  =0, 2C, 

(34) 

which can be shown to admit the second-order Stokes' waves in deep water as an 
analytical solution. 

NUMERICAL EXAMPLES 

The forms of the single-component equations are in perfect correspondence with 
those of the Boussinesq equations. This is an important advantage because it allows 
the adoption of an efficient implicit scheme which has been developed for solving 
the Boussinesq equations. The numerical schemes for the combined forms of the 
single-component equations, (28) and (32), are of course much simpler and need 
shorter computational time. 

The fully-dispersive equations, on the other hand, require a more complicated 
scheme to solve the N momentum equations. In the present study, a generalized 
Thomas algorithm, or the so-called block elimination method, is used for solving 
the linear algebraic equations resulting from an implicit three-time-level, centered 
discretization of the momentum equations (Nadaoka, et al., 1994).    The values of 
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Um(m = l,---,N) at the boundary may be prescribed by applying a Galerkin 
procedure similar to that for eq.(7). The angular frequencies <om to specify the 
corresponding km(m=\,---,N) are chosen so as to properly cover the frequency 
spectrum concerned. It has been found through various numerical computations, 
some of which will be shown later, that TV required is usually no more than 3 and 
the use of slightly different set of am (m = 1, • • •, TV) yields no appreciable difference 
in the computational results and hence the apparent ambiguity in selecting com 
(m = 1, • • •, TV) does not affect the validity of the present model. 

The following parts are devoted to show some typical numerical examples. 

(1) Linear random waves 
To examine the fundamental performance of the fully-dispersive equations, their 

linearized equations were applied to a case of linear random waves in deep water 
with a Bretschneider-type spectrum, which has a broad band-width in comparison 
with, e.g., JONSWAP. The relative water depth to the wave length corresponding 
to the mean period Tm is one (h/Lm=\). Figure 4 shows the comparisons with the 
predictions of linear theory for surface displacement and horizontal velocity at two 
different depths after 20 wave periods elapsed over a distance of five wavelengths. 
Good agreement with the theory is observed for both the surface displacement and 
velocity profiles. In the computation three components were used: k\h=2n, k2h=3n, 
k-ih=5-n with 4x=Zm/90 and At= Tm/90. The relatively fine resolutions were 
deemed necessary for the accurate representation of higher frequency components 
with shorter wavelengths and periods. No sponge layer was needed to improve the 
absorption at the outgoing boundary; the computational domain was not longer 
than shown. Good absorption of the radiating waves is attributable to the fact that 
the outgoing waves are radiated at three different wavenumbers instead of one. 
This is an important advantage especially in long time simulation of random waves. 

(2) Nonlinear regular and irregular waves propagating over a bar 
Further examinations on the fully-dispersive equations have been made through 

the comparisons with the laboratory data obtained by the experiment on the 
nonlinear wave deformation over a submerged trapezoidal bar as shown in Fig. 5, 
which is similar to that of Beji and Battjes (1994). The two-component form of eqs. 
(17) and (18) was used for the computation by selecting the corresponding angular 
frequencies as (o\=2%/Tmd a>2=47i/r. The experimental data compared is that for 
which the incident wave height H and period T are 2.0cm and 1.5s, respectively. 
Note that in this case the largest relative depth h/L observed was 0.35 at most. 
Figure 6(a) shows the comparisons for the water surface profiles at station 3, 5 and 
7, while Fig.6(b) represents the velocity comparison at three depths at station 7, 
where an appreciable wave-decomposition phenomenon was observed. On the other 
hand, Figs.7(a) and (b) show the comparisons in which the improved Boussinesq 
equations of Madsen et al. (1991) were used for the computation. From these 
results, it is found that in the water surface profiles the present wave equations 
show good but nearly the same degree of agreements as compared with the 
improved Boussinesq equations. In the velocity profiles, on the contrary, the 
agreements for the improved Boussinesq equations deteriorate, although for the 
present equations the agreements are comparable to those in the surface profiles. 

As a test for nonlinear random waves traveling over a submerged trapezoidal 
bar, the experimental data of Beji and Battjes (1994) was compared with the 
computational results by the two-component wave equations (17) and (18). The 
incident wave field has a JONSWAP type random wave spectrum with a peak 
period Tp=2s. The first four stations are in the upslope region where the nonlinear 
shoaling takes place.    The remaining three stations are in the downslope region, 
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where harmonic wave decomposition becomes appreciable. In the computations 
k\ and ki for each component are selected to be k„ and nkp, respectively, where kp 
denotes the wavenumber corresponding to the peak period Tp. Figure 8 shows the 
results of the comparison at six different stations, indicating good agreements at all 
the stations. (It has been also found that even in case of using the simplest single- 
component equation (32) for the computations the agreements are slightly worse 
but still comparable to those indicated in Fig.8.) 

(3) Stokes and cnoidal waves 
The comparisons with the theories of steady nonlinear wave train have been 

also conducted by using the various versions of the present wave equations. The 
wave theories compared are of Stokes, cnoidal and solitary waves. As an example, 
Fig.9 show the comparisons with the second-order Stokes and cnoidal wave 
theories. The computations were carried out with the unidirectional simplified form 
of the nonlinear mild-slope equation (32). It is found that even this simplest version 
of equations can describe steady nonlinear wave trains with remarkably good 
accuracy under wide conditions including very shallow and far deep water waves. 
Solitary waves are also found to be well predicted by the present models, although 
the results are not presented here (see Nadaoka, et al.,1994; Beji &Nadaoka, 1994). 

CONCLUSIONS 

The major conclusions of the present study are summarized as follows : 
1. Fully-dispersive nonlinear wave equations are presented which can express 
nonlinear non-breaking waves under general conditions, such as nonlinear random 
waves with wide-spectrum at an arbitrary depth including very shallow and far 
deep water depths. 
2. The single-component forms of the new wave equations, one of which is referred 
to as "time-dependent mild-slope equation", are shown to produce various existing 
wave equations like Boussinesq and mild-slope equations as their degenerate forms. 
3. Even under relatively shallow wave condition, present wave model can evaluate 
more precisely the velocity field than the improved Boussinesq equations. 
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CHAPTER 33 

A Generalized Green-Function Method for Wave Field Analysis 

Hitoshi Nishimura 1, Michio Matsuoka 2 and Akira Matsumoto 3 

Abstract 

The Green-function method for analyzing wave refraction, diffraction and 
reflection is improved by deriving rational explicit formulations of boundary con- 
ditions. Possibilities and limitations of the method are discussed. Trial compu- 
tations and their comparisons with experiments demonstrate the validity and 
usefulness of the numerical model. 

Introduction 

To analyze refraction, diffraction and reflection of simple sinusoidal waves 
is one of the very fundamental problems in the field of coastal engineering. If an 
accurate and simple method is provided for this purpose, deformation of irregular 
waves may also be analyzed through superposition of solutions for constituent 
waves. In this context, numerical modeling based on the Green-function method 
is quite promising since it describes the diffraction and multiple reflection of 
waves more accurately than any other methods. This kind of numerical model 
was first proposed by Barailler and Gaillard (1967), and has been widely used 
in particular for simulation of waves in semi-closed sea basins. In numerical 
models presently used, however, continuation of solutions are often insufficient 
at artificial boundaries. 

In the following sections, rational explicit formulations of boundary condi- 
tions is- derived for more rigorous computation of two-dimensional wave fields. 
Validity of the numerical model thus improved is examined through trial com- 
putations and their comparisons with experiments. 

1Professor, Inst. of Eng. Mech., Univ. of Tsukuba., Tsukuba, Ibaraki, 305, Japan. 
2Senior  Researcher,   Applied  Hydraulic Laboratory,   Nippon  Tetrapod  Co.,   Ltd.,   2-7 

Nakanuki, Tsuchiura, Ibaraki, 300, Japan. 
3Ditto. 
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Principle of the Green-Function Method 

If we express the wave profile ((x, y, t) in a water area with a uniform depth 

( = f(x,y)-ei»t (1) 

the complex amplitude f(x,y) satisfies the following Helmholtz equation: 

*'-+U+*f-<> (2) 
9a;2      dy2 

where (a;, y) is the Cartesian coordinate in a horizontal plane, t is the time, LO is 
the angular frequency, and k is the wave number. 

Suppose the existence of a perfectly reflective wall along the x-axis and 
a wave source at a point (£,??), as shown in Fig.l. It is well known that the 
resulting wave field in the semi-finite region of y > 0 is then 

f(x,y) = -^[Hl)
1\kr+) + HU(kr-)} 

r± = yj{x-Z)2 + {y^r1y 

(3) 

(4) 

5* X 

(*,-y) 

Figure 1: Definition sketch. 
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in which HQ ' denotes the zeroth-order Hankel function of the first kind. Note 
that the complex source intensity r represents the wave phase as well as the 
amplitude. The solution (3) satisfies the basic equation (2) and, at the same 
time, the boundary condition <9(/i + j-i)jdy = 0 along the «-axis. It also satisfies 
Sommerfeld's radiation condition toward the infinity. 

For a particular case that the wave source is located on the z-axis (r) — 0), 
the expressions (3) and (4) are simplified as follows: 

f(x,y) = ~H^(kr) (5) 

r± = y(a!_fl2 + j,2 (6) 

Distribution of such wave sources along the boundary of a water area will cause 
a composite wave field, which is expressed by the integration of the unit solution: 

f(z,y) = Jci(s)-Hii
1)(kr)ds (7) 

where s is the coordinate taken along the boundary C, r is the distance from 
the boundary point (s) to the point (x,y), and 7(s)ds corresponds to the wave 
source intensity r in Eq.(5). The wave source distribution has to be determined 
so that the resulting wave field satisfies all the boundary conditions imposed, as 
correctly suggested by Lee (1969, 1971) for harbor oscillation analysis. 

Relationship between the Source Intensity and Wave Amplitude on a Boundary 

Consider the situation that wave sources in the semi-infinite region of y > 0 
produce a wave field f\(x,y). As to the waves propagating across the a;-axis, 
the following relationship proves from Green's theorem between the complex 
amplitude and its gradient in the ^-direction: 

/,M) = -jr»        ^\k\x-^C (8) 
l J-oo       or)       ^-o 

On the other hand, a similar relationship is obtained for a wave field fi{x, y) 
which is produced in the same region by the source distribution 72(a) along the 
a;-axis: 

f^,y) = --2r
dJf^      -BPlkrW (9) 

Z J-00 OTI n=0 

It can thus be concluded that the source intensity is directly proportional to 
the local gradient of resulting wave amplitude in the normal direction to the 
boundary: 
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(10) *«)=4-8/a(^ 2      drj n-0 

Condition of Reflective Boundary 

If £-axis is a perfectly reflective boundary in the above discussion, then the 
incident waves fi(x,y) and reflected waves J2{x,y) appear in the semi-infinite 
region. The boundary condition in this case is 

d(/i + /2) 
= 0 (11) 

y=0 dy 

which leads to the following simple expression of the source intensity: 

idf2(t,ri) 
72 U) 

2      dr) 
(12) 

j)=0 

In rigorously formulating a condition of partial reflection, hydraulic mech- 
anism of wave reflection has to be known. A conventional method for simulating 
the partial reflection is to simply reduce the source intensity by multiplying the 
reflection coefficient /3 as follows: 

72(0=-J^T (13) 
!J=0 

Continuation of Solutions along an Open Boundary 

For the convenience of numerical computation, the whole region in ques- 
tion is often divided into subregions by supposing imaginary boundaries between 
them. A breakwater gap illustrated in Fig.2 is a typical example of such a bound- 
ary. In the figure, waves fi(x,y) are incident to the imaginary boundary C on 
the x-axis. Note that fi(x,y) represents all the incident waves to C including 
those from the boundaries immediately beside C. 

If the boundary is either finite or semi-infinite, waves are partly reflected 
as they are transmitted across the boundary. In other words, two kinds of wave 
sources are in general to be distributed along a transmissive boundary. On one 
side of the boundary, the reflected waves /R(X, y) is superposed on the incident 
waves fi(x,y), whereas only transmitted waves fr(x,y) propagate on the other 
side. It is thus feasible for these two wave fields to coincide in terms of both the 
amplitude and its gradient along the boundary C: 

(fi + fR)\c=fT\0 (14) 
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d(fi + IR) 
dy dy 

(15) 

These conditions lead to the following integral equations for the source 
intensities 7/j and fx for reflected and transmitted waves respectively: 

2 jc 7H(0 • H$\k \x-i\)Ai = //(*, 0) - fj(x, 0) 

2jc7T(O-H£\k\x-t\)dt = fl(x,0) + fI(x,0) 

where 

/;M) i  f dfj(t,v) i 2 Jc      dr) »)=0 
H^(k\x-C\)d^ 

(16) 

(17) 

(18) 

(19) 

(20) 

For solution of the above equations, they are discretized by dividing the 
boundary into a number of segments. The problem is then ascribed to linear sys- 
tems of simultaneous equations, and the source intensities are obtained through 
matrix operations. Since the coefficient matrices of the systems are fixed for 
each boundary of this type regardless of wave conditions, inverse matrices once 
calculated can be repeatedly used throughout the computation. 

y 

fi 

c :> X 

Figure 2: Imaginary boundary. 
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In the actual computation, it is not necessary to solve both the above 
equations. After solving one of them for JR or 77-, we can easily evaluate the 
other from the following relationship: 

li(x) + -)R{X) + IT(X) = 0 (21) 

Even if incident waves with uniform amplitude are incident to the boundary, 
wave sources thus obtained are not uniform with high peaks at the boundary 
ends. These peaks represent the singularity of the boundary ends, reproducing 
fields of diffracted waves with good approximation. It is important to note here 
that the source intensity cannot necessarily be related to the local energy density 
of incident waves. 

Outline of the Numerical Model 

When the configuration of a sea area in question is complicated, the whole 
region for computation is divided into several convex polygonal subregions. A 
semi-infinite open sea area is regarded as one of the subregions. The other subre- 
gions are totally enclosed by boundaries, at least one of them being transmissive. 
All the boundaries are subdivided into a number of segments and the effect of 
each segment is represented by a wave source. A transmissive boundary serves 
as two boundaries at once for two subregions on its both sides, where two sources 
defined are for either reflected or transmitted waves depending on the subregion 
currently treated. 

The distribution of source intensities is calculated for each boundary. The 
flow of computation starts from the the subregion of wave incidence. It moves 
from one subregion to the next, and from one boundary to another in a subregion. 
Since the source intensities are interdependent, these boundary wise calculations 
over the whole region are repeated until all the intensities reach an equilibrium. 

It is somewhat difficult to formulate the condition of a partially transmis- 
sive boundary. Such a boundary may be reasonably regarded as a fully reflective 
boundary in evaluating reflected waves, and as a fully open boundary for trans- 
mitted waves. Prior to these calculations, the incident wave amplitudes are to 
be reduced by multiplying reflection or transmission coefficient. In this case, 
the source intensities for reflected and transmitted waves have to be memorized 
separately on both the sides of the boundary. 

The present method for wave field analysis can be applied even to a wa- 
ter area with arbitrary bathymetry by numerically obtaining unit solutions to 
replace the Hankel function. For the calculation of unit solutions, a relatively 
simple method for analyzing wave refraction may be employed, since the main 
part of wave diffraction is included in principle in the process of superposition 
of point source waves. Nonlinear wave deformation, however, can never be ana- 
lyzed by means of the Green-function approach as it is essentially based on the 
superposition of unit solutions. 
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Physical Model Experiments 

A series of experiments on waves in a harbor were conducted (Photo 1) to 
provide wave distribution data to examine performance of the numerical model 
described above. The model harbor configuration shown in Fig.3 and experi- 
mental conditions listed in Table 1 were determined along one of the model cases 
specified for trial simulation works by a subcommittee of the Coastal Engineering 
Conference, JSCE. The model was installed on a horizontal bed in a narrow wave 
basin. Gaps between the harbor and basin walls were filled by wave absorbing 
material to avoid the elevation of the mean water level. 

In some cases of the experiments, tetrapod mounds were arranged on the 
outer sea sides of the breakwaters, but all the other walls were vertical walls. As 
a matter of fact, arrangement of absorbing facility inside the harbor significantly 
narrows the harbor area in such a small-scale model. The reflection coefficient 
for each part of the model was separately estimated by applying Healy, Goda 
(1976) and Isaacson's (1991) methods, as summarized in Table 2. 

Wave heights were measured using servo-type gauge array at every 10cm 
grid point over the whole area near and inside the harbor. The measurements 
were repeated more than twice for each case, but no significant scattering was 
observed in the data obtained. The incident wave heights listed in Table 1 were 
obtained at the location of the harbor entrance prior to the model installation. 

Photo 1: Experimental setup. 
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Figure 3: Experimental setup. 
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Table 1: Experimental conditions. 

Case Water depth 
(cm) 

Period 
(s) 

Incident 
wave height 

(cm) 
Breakwaters 

1 
2 
3 

12.0 
12.0 
12.0 

0.70 
0.72 
0.70 

2.62 
2.06 
1.96 

with block mounds 
with block mounds 

without block mounds 

Table 2: Reflection coefficient. 

Measured value For computation 

Vertical wall 
Block mound 
Wave absorber 

0.95-1.00 
0.35-0.40 
0.30-0.35 

0.95 
0.40 
0.30 
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Comparison of Numerical Computations and Experiments 

In the numerical computations, the whole region was divided into four 
subregions. Two imaginary boundaries are shown in by dotted lines in Fig.3. 
Another boundary for wave incidence was assumed at 4m from the outer break- 
water tip, and further offshore area was treated as a semi-infinite region. All 
the boundaries were divided into segments with length of roughly 1/20 wave- 
length. The reflection coefficient values used are also shown in Table 2, and the 
boundarywise computations were repeated until the relative accuracy of 1/1000 
at maximum was attained. 

Figure 4 compares measured and calculated distributions of relative wave 
heights normalized with the incident wave height for Case-1 with a period of 
0.70s. The numerical model well simulates the field of standing waves formed in- 
side the harbor, although the wave heights calculated are somewhat smaller than 
those measured. The incident wave height may have been substantially increased 
involving reflected waves from the wave generator. In numerical analyses, waves 
in the innermost area of the harbor are apt to be underestimated as they are 
subject to multiple diffractions. This sort of tendency, however, is not apparent 
at all here. 

Figure 5 presents a similar comparison for Case-2 with a slightly longer 
period of 0.72s. It is seen that the wave period sensitively affect the wave field 
in such a system of multiple reflection, as is well simulated by the numerical 
model. These periods may be close to one of the resonant oscillation periods of 
the harbor water. 

The effects of the absorbing mounds on the breakwater fronts first appears 
on the wave height distribution outside the harbor. Then the change in wave 
heights along the harbor entrance indirectly influences the wave field inside the 
harbor. Figure 6 shows wave fields for Case-3, where the block mounds were 
eliminated. The computation again reasonably reproduces significant differences 
in the wave height distribution which is noticed through comparison with Fig.4 
for the Case-1 experiment. 

Concluding Remarks 

The Green-function method provides a powerful tool for analyzing wave 
diffraction and multiple reflection of coastal and harbor waves. The rational 
treatment of imaginary boundaries allows the arbitrary division of water area 
with a complicated configuration without deteriorating the accuracy of total 
computation. The present model is rather simple and minimizes empirical factors 
for its actual application. 

Since computer memory and computational labor required are not so large, 
even irregular waves can be treated so far as the linear superposition of con- 
stituent waves are acceptable. The model may be extended for arbitrary bathy- 
metry, but cannot contribute to analyses of nonlinear wave deformation. 
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CHAPTER 34 

COUPLED VIBRATION EQUATIONS FOR 
IRREGULAR WATER WAVES 

Masao Nochino* 

Abstract 
A new system of equations is proposed for calculating wave deforma- 

tion of irregular waves under the assumption of small amplitude wave 
and of mild slope of bottom configuration. The system is composed of 
a vibration equation for water surface elevation and three elliptic equa- 
tions defined in horizontal plane. These equations are coupled each other. 
The coupled vibration equations are capable of calculating water surface 
elevation of irregular waves in a time domain. 

1    Introduction 

Some equations have been proposed for the deformation of water waves; the mild 
slope equation by Berkhoff(1972), the unsteady mild slope equation considering 
wave-current interaction by Liu(1983), Boussinesq equation by Pregrine(1978). 
The mild slope equations are able to apply only for a simple harmonic wave. 
The Boussinesq equation is derived for nonlinear long waves. The equation to 
calculate the deformation of irregular waves including long waves is expected for 
the coastal structure design and the analysis of coastal process. 

Kubo et. al.(1992) modified the time-dependent mild slope equation by 
applying the Fourier expansion technique to the coefficent in the mild slope 
equation. The modified mild equation is capable of simulating random waves 
without long waves. Nadaoka et. al.(1993) proposed the fully-dispersive wave 
equation capable of simulating random waves with long waves. 

In this paper, a new system of equations is proposed for calculating the 
deformation of the linear and irregular water waves including long waves. The 
waves are expressed as motions of coupled vibrations. The system of equations 
are applicable for the waves in the range of deep water depth to very shallow 
water depth. 

*Associate Professor, Osaka Institute of Technology, Department of Civil Engineering 
5-16-1 Omiya Asahi-ku, Osaka, 565, Japan 
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2    Theory 

2.1 Basic equation 

The motion equations and the equation of continuity are expressed as follows 
under the assumption that the motion due to waves be small and the nonlinear 
terms in the motion equations be negligible. 

= 0 (1) 

= 0 (2) 

= 0 (3) 

= 0 (4) 

where, p; the fluctuating pressure defined as 

p = p/p + QZ, (5) 

x,y ;the coordinates in horizontal axes , z ; the vertical coordinate in upward 
direction with the origin at still water surface, p ; the pressure, p; the water 
density, g; the gravitational acceleration, u,v,w; the water particle velocity in 
x, y, z direction, respectively. Taking divergence of the motion equation, the 
Laplace equation of the fluctuating pressure p are given as follows. 

Ap = 0 (6) 

In this paper, Equation(6) is treated as the basic equation and p, the main 
variable as same as the water surface elevation r\. 

2.2 Boundary conditions 

There are three boundary conditions; two boundary conditions at free surface 
and one at bottom. These boundary conditions should be expressed by the main 
variable and linearized as the motion equations are linearized. 

The dynamic and kinematic free surface boundary conditions are expressed 
as follows. 

p= gi]        &t z = 0 (7) 

-£• = w        at z = 0 (8) 

The motion equation should be satisfied at free surface. Eliminating the vertical 
velocity w in above equation by using the motion equation in vertical direction, 
Eq. (3), the kinematic boundary condition, Eq.(8), can be expressed as follow. 
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The boundary condition at bottom (z — —h) is commonly expressed as 
follow. 

dh       dh , .„„. 
u— + v— + w - 0 at z = -h (10) 

ox       ay 

where, h = h(x, y) indicates the water depth. Derivating above equation with 
respect to time and applying the motion equations (l)-(3), the following equa- 
tion is given as the boundary condition at bottom expressed by the fluctuation 
pressure. 

Vp-Vh + YJ =0        at 2 =-ft (11) 

where V = (d/dx, d/dy) indicate the differential operator in horizontal plane. 

2.3    Expansion series of fluctuating pressure 

The fluctuating pressure p is expanded by using the series of Legendre's Poly- 
nomials P„(z) as follows. 

oo 

P =   E QmP2(m-l)(~z) (12) 
m—l 

where qm = qm(x, y, t) is the coefficient of mth term, and 

z = l+z/h. (13) 

The variable z is defined in the interval of [0,1] as the coordinate z is defined in 
[-h,0] for the linearized theory. The Legendre's Polynomials Pm(z) are defined 
as follows. 

1      Am 

Po{~2) = l,    pra(5) = ___(i*_ir>    m=l,2,... (14) 

For example, 

P2(~z) = l(3~z2 - 1),    P4(~z) = i(3524 - ZOz2 + 3),    etc.. (15) 

The series of Legendre's Polynomials P2(m-i)(z) have the property of the series 
of the orthogonal functions. 

J     P2(m-l)(z)P2(n-l)(z)dz     =      I 
0,     for m ^ n 

for m = n 4m-3> 

(m,n= 1,2,---) (16) 

The above relation implies that all coefficients qm in Eq.(12) be uniquely deter- 
mined. 
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The expression by the infinite series in Eq.(12) is not suitable for a numerical 
calculation. Let's suppose, in this paper, that the fluctuating pressure p be 
expressed by the series of the first 4 terms in the right side of Eq.(12), such as 

P = qiPo(z) + ftA(*) + tfA(2) + q4P6(z). (17) 

The dynamic and kinematic boundary condition at free surface are rewritten 
as follows by substituting Eq.(17) into Eqs.(7) and (9). 

91 = 9i + 92 + 93 + 94 (18) 

d2n        1 
•gjZ = -^(392 + 1193 + 21<?4) (19) 

2.4      Depth integrated equation 

There are five unknown variables; r](x,y,t),qm(x,y,t),(m — 1,2,3,4). All vari- 
ables are the functions defined in horizontal plane. There are two equations, 
Eqs.(18) and (19) which relate the five unknown variables. Therefore, three 
more new equations are required in order to solve the five unknown variables, 
instead of Eq.(6) defined in three dimensional space. 

The Galerkin method is applied to Eq.(6) to make up the three new equa- 
tions. 

/ _°fe iV-i)(2) A Pdz + A(m-i)(0) (Vft • Vp + 2 = 0 (20) 
-h 

(for   m = l,2,3) 

The second term in left hand side of the above equation is added so that the 
boundary condition at bottom, Eq.(ll) is satisfied. Integrating the above equa- 
tion and eliminating the coefficient 94 by using Eq(18), the following equations 
are given. 

y2 i + V(88<?1+24g2-88<?3)v/t   21gi + 18ft + lift 
128/i ft2 

_ 40gVrjVh     2lgrj 
128/i W 

2        V(-190gi+258g2 + 33093)T7,      909! + 90ft + 55ft 
V<Z2 + 128ft V/l h?  

_    lZOgVrjVh     90gt] 
~ 128ft W 

2        V(999i - 693ft - 205ft) 999l + 99ft + 99ft 
V<?3 + 128ft Vh Al  

_ 333ffV??V/t     99grj 
128ft W 

(21) 

(22) 

(23) 
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When deriving the above equations, the assumption for the mild slope of the 
bottom configuration is applied; the terms related V2/i and |V/i|2 are neglected. 

The Eq(19) can be rewritten as follows by eliminating g4 in a same manner. 

d2n 1 
-^ = --(2lgr]-21q1-l8q2-l0q3) (24) 

Eq.(24) shows the form of a vibration equation for the water surface elevation 
T) with the exciting force as a function of <ft, qi and 93. The variables qi, qi and 
qz are determined by the Eqs. (21)-(23) which has the form of the elliptic 
equation defined in the horizontal plane with the exciting term as a function of 
T). Eqs.(21)-(24) are coupled each other. The variables rj and qm are in phase. 
Therefore, the system of Eqs.(21)-(24) expresses the water waves as the system 
of motions of the coupled vibrations, not as a system of wave equations. 

The system of coupled vibration equations are expressed by the water depth 
h and the constant coefficients. The system is independent to both the wave 
frequency and the wave length L. 

3    Dispersion Relation of Coupled Vibration 
Equation 

The system of coupled vibration equations satisfy the dynamic and kinematic 
boundary condition which are linearized. Applying the coupled vibration equa- 
tions for water waves, the dispersion relation of the coupled vibration equation 
should be coincide with the one of the small amplitude theory (Airy's wave 
theory). 

Suppose the monochromatic wave progressing in the x direction with angular 
frequency of a, wave number of k on the water of uniform depth h. The water 
surface elevation r\ and the coefficients qm can be expressed as follows, 

r1 = %t{qei(kx-''t)} (25) 

qm = »{qmei(kx-^} m = 1,2,3,4 (26) 

as 77 and qm are in phase, where, 5ft denotes the real part and " the complex 
amplitude. Substituting above equations to Eqs.(21)-(23), the coefficients qm 

are obtained as function of r\. 

= 21g??(495 + 60(fcfe)2 + (fc/t)4) 
qi      10395 + 4725(kh)2 + 210(khy + (khf {    ' 

= 45gV(kh)2(77 + 2(kh)*) 
q2     10395 + 4725(fc/i)2 + 210(ifc/i)4 + {khf l    ' 

q3 = ^w  (29) q3      10395 + 4725(fc/i)2 + 210(khf + (khf K    ' 

„ = 9V{khf  
qi      10395 + 4725(tt)2 + 210(tt)4 + (fc/i)6 {    ' 
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Substituting the above equations into Eq.(24), the relation between the angular 
frequency a and the wave number k is finally obtained as follows. 

a2h _       21(fc/i)2(495 + 60(kh)2 + (fc/t)4) 

~g~ ~ 10395 + 4725(>/j)2 + 210(fc/i)4 + {khf ^    ' 

This relation is the dispersion relation for the system of coupled vibration equa- 
tions and corresponds to the one in the Airy's wave theory. 

— = kh tanh kh (32) 
9 

koh dispersion relations 
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10 
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[Present  Theory(5  terms) 

5 10 15 

Figure 1: Comparison of dispersion relations 

kh 

Figure 1 shows the relation of Eq.(32) by the solid line and of Eq.(31) by the 
broken line. The left hand side of these equations <J2h/g are expressed by k„h 
in the figure. The left two lines in the figure indicate the dispersion relation in 
the case that the first 3 and 5 terms are adopted in the Eq.(12)( see Appendix). 

The dispersion relation of Eq.(31) coincide very well with the one of Airy's 
wave theory in the rage of kh less than 7(h/L ~ 1). This results implies that 
the system of coupled vibration equations be capable of expressing the waves on 
the very shallow water depth to the deep water depth. 

Group velocity is important factor for waves deforming in a shallow water 
region and wave groups progressing in a deep water region. The group velocity 
Cg is defined by the gradient of the angular frequency a with respect to the wave 
number k, that is, 

C9 = %- (33) 
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The Eq.(31) gives the Cg/C of the coupled vibration equation by differentiating 
the equation with respect to k, where C denotes the phase velocity. 

30 343035 + 83160A;/i2 + 14049fc/i4 + 564kh6 + lOkh8 

(34) C£ =  
C      495 + 60/fc/i2 + kh* 10395 + 4725fc/»2 + 210fc/i4 + kh6 

The Figure-2 shows the Cg/C due to the Airy's wave theory and to the present 

0.8 

0.6 

Group Velocity factor Cg/C 

0.4 • 

0.2 • 

,-Small Amp. Theory 

/Present Theory(3 terms) 

/Present Theory(4 terms) 

/Present Theory(5 terms) 

10 
kh 

Figure 2: Comparison of group velocity 

theory with the first 3, 4 and 5 terms as same as Figure-1. The group velocities 
due to the present theories in Figure-2 show less accuracy as comparing to the 
Airy's theory than the dispersion relation in Figure-1. This decrease of the 
accuracy is caused by differential calculus of the dispersion relation, Eq.(31) in 
order to obtain the group velocity. 

Eq.(31) indicates the form of a Pade approximation for the right side of 
Eq.(32). The accuracy of differential coefficient of the approximated function is 
generally less than of the approximated function. 

4     Calculation Method and Results 

4.1     Incident boundary 

The time series of water surface elevation is commonly measured in both field 
measurement and laboratory test. The position at measuring point of off-shore 
waves is generally treated as the incident boundary in most of calculations. In 
the calculation of the coupled vibration equations for irregular water waves, 
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the water surface elevation r\ and the coefficients qm should be given at the 
incident boundary. The measured data give the water surface elevation ??,•„ at 
incident boundary. The coefficient qm is calculated by Eqs.(27)-(30) when the 
wave number k is given. 

The wave number k is determined by the following method. The wave num- 
ber k and the angular frequency a for irregular waves are assumed to be a 
function of time and satisfy the following equations. 

{a{t)}2 = gk(t) tanh k(t)h (35) 

^ = -W')}V (36) 
The second equation gives the angular frequency changing with time and the 
wave number is determined by the first equation. The angular frequency, how- 
ever, becomes infinity when the r]in is nearly equals to zero in the computer 
calculation. In order to avoid this problem, the complex water surface elevation 
£ is used instead of rj. the complex water surface elevation £ is defined as 

C(«) = fa + ifkn, (37) 

where, TJ,-„ is the Hilbert transform of r?,„ and i is the imaginary unit. 7j;„ is 
calculated by the following relation. 

!H(u)   , for w > 0 
0   , for u = 0   , (38) 

-H(u)   , for w < 0 

where H{u>) and H(ui) are the complex Fourier transforms of r)i„ and »/;„, re- 
spectively. Finally, the angular frequency a(t) is redefined by the complex water 
surface elevation £(£). 

,2_ «>KcM2 
{ff(t)}

2 = -»|-^—| (39) 

4.2    Calculation results 

Eqs.(21)-(24) are applied to the waves progressing in one direction on the con- 
stant water depth, 7m. The waves is composed of the two wave groups; WAVE-A 
of which the dominant wave period is 9s and WAVE-B, 3s. Each wave group has 
a very narrow spectra, but is not monochromatic waves. That is, the waves cal- 
culated in this paper are parts of the components of the uni-directional irregular 
waves. 

The finite difference method is applied for the equations. The time interval is 
0.183s, the distance of calculation nodes; 0.73m, the number of nodes; 2800. The 
water channel is 2km long and one end of the channel is a reflection boundary. 

The calculated results are shown in Figure 3 as the snapshots of the water 
surface elevation per 37.5s. In the Figure, each wave group progresses with the 
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each group velocity. Each wave group stretches with progress because of the 
frequency dispersion. The WAVE-A started later catches up with, passes the 
WAVE-B started earlier, then, reflects at the end, again meets with, and passes 
through the WAVE-B. 

These results are a matter of course as the liner wave theory. A point is 
that the results are calculated in the time domain by the system of the coupled 
vibration equations. 

5    Discussion 

In the present theory, the fluctuation pressure p is expanded to 4 terms in Eq.(17) 
with the coefficients from q\ to q4. There is, however, no g4 appeared in the final 
form of the coupled vibration equation in Eqs.(21)-(24). The evolution problem 
is calculated without 94. 

The vertical distribution of fluctuation pressure p in Airy's theory is given 
as follows. 

„ _     cosh k(h + z) _     cosh khz 

cosh kh cosh kh 
The right side of above equation can be exressed by the Taylor expansion. 

„ (1+^+<^A+0um    (4I) 
*     coshkh V 2! 4!       ) V       6! 

Comparing Eq.(17) and above equation, the coefficient g4 corresponds to the 
resident term in the right side of above equation. The coefficient 54 indicates 
the truncation error of the coupled vibration equations. 

The combined kinematic-dynamic free surface boundary condition is given 
as 

W = ~9TZ 
(42) 

in the linear water wave problem based on the velocity potential theory. Assum- 
ing that the velocity potential $(a;, y, z,t) is expressed as the following form, 

,. .coshkfh + z) ,,„. 

Eq.(42) is rewritten as follow. 

-XTJ = — gk tanh khcf> (44) 

This equation has the form of a vibration eqauiton. Expressing water waves as 
the form of vibration equation is a traditional and natural method. The coupled 
vibration equations, however, express the any shape of vertical distribution of 
the fluctuating pressure instead of an unique shape of vertical distribution such 
like the velocity potential in Eq.(43). 
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6     Conclusion 

The system coupled vibration equations is derived for water waves progressing 
on the water with mild slope of the bottom configuration. The motion of water 
surface elevation is expressed by the vibration equation with the coupled exciting 
force. The new system of equations is able to be applied for the random waves 
composed by the monochoromatic waves whose relative depth h/L is less than 
1. 
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APPENDIX 

Equations for 3 Terms 

9V = 9i + 92 + 93 (45) 

„2     ,  V(3q1 + 7q2)T7U    Wqi + 7q2      ZgVrjVh      IQgr) 
V<11+          Ah         Vh          ft2        =       4fc             ft2 (46) 

_2        V(-10«i - lift)-,      35gi+35g2        5ffV»?V/i     35firr? 
V<?2 +             Ah            Vk            h*        =         2h            ft2 (47) 

d2n        1 
^i = --(10OT-10gi-7ft) (48) 

Equations for 5 Terms 

0*7 = 9i + 92 + 93 + 94 + 95 (49) 

2     ,  V(35gi + 99g2 - 13& + 75^)^,, 
V qi + 64ft Vk 

36gi + 33g2 + 26g3 + 15g4 _ 35gV??Vft _ 3Qgrj 

ft2 ~      64ft hF~ 

2     , V(-95gi-lllg2 + 65g3-210)r7, 
V92 + — Vh 

165gi + 165g2 + 13093 + 75g4 _    95ffV??Vh _ 165g?? 
ft2 64h      ~    ft2 

2     , V(6399l + 351g2 + 571g3 + 157594)^,, 
V<?3 + 256h Vk 

234gx + 234g2 + 234g3 + 135g4 _ 639ffV??V/t _ 234gr; 

ft2 ~      256/i W~ 

_2        V( 1222?! + 106692 + 179493 + 129l94)_L 
VQi 256ft Vk 

195gi + 19592 + 19593 + 19594 _    1222gVr?Vft     195g?? 

ft2 ~ 256ft ft2"" 

(50) 

(51) 

(52) 

(53) 

d2n        1 
-^ = -^(36<w - 3691 - 3392 - 2693 - 15g4) (54) 



CHAPTER 35 

NONLINEAR EVOLUTION OF DIRECTIONAL WAVE SPECTRA 
IN SHALLOW WATER 

Okey Nwogu1 

ABSTRACT 

Nonlinear aspects of the transformation of a multidirectional wave field in shallow 
water are investigated using Boussinesq-type equations. Second-order interactions 
between different frequency components in an irregular sea state produce lower and 
higher harmonic components at the sum and difference frequencies of the primary 
waves. For water of constant depth, expressions are derived from the Boussinesq equa- 
tions for the magnitude of the second-order waves induced by bidirectional, bichro- 
matic waves. These are used to investigate the effect of the direction of wave propa- 
gation on the near-resonant interactions that occur in shallow water. For waves propa- 
gating in water of variable depth, a numerical model based on a time-domain solution 
of the governing equations is used to the predict the spatial evolution of the directional 
wave spectrum. The results of the numerical model are compared to experimental re- 
sults for the propagation of bidirectional, bichromatic waves and irregular, multidirec- 
tional waves on a constant slope beach. 

1.    INTRODUCTION 

Surface waves in the ocean are short-crested or multidirectional with components 
of different amplitudes and frequencies, propagating in different directions. As sur- 
face waves propagate from deep to shallow water, the directional wave spectrum is 
transformed due to both linear and nonlinear processes. Linear refraction leads to a 
narrower directional distribution in shallow water, with the principal direction more 
closely aligned to the beach contours. Changes to the directional spectrum due to linear 
effects can be accurately predicted by linear refraction models (e.g. Longuet-Higgins, 
1957). However, Freilich et al. (1990) found that linear theory could not predict the 
amplitudes and directions observed in certain frequency bands in field studies. This is 
due to the near-resonant amplification of wave components induced at the sum and dif- 
ference frequencies of the primary waves. These wave harmonics could also propagate 
in directions quite different from those of the primary waves, resulting in substantial 
changes to the frequency and directional distribution of wave energy. 

institute for Marine Dynamics, National Research Council, Ottawa, Canada K1A 0R6 
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In shallow water depths, Boussinesq-type equations (e.g. Peregrine, 1967) are able 
to describe the near-resonant quadratic interactions that occur in shoaling multidirec- 
tional waves. Various time and frequency domain methods have been used to solve 
the two-dimensional form of the Boussinesq equations. Liu et al. (1985) developed a 
parabolic model for the shoreward propagation of individual wave components while 
Kirby (1990) proposed an angular spectrum model. Abreu et al. (1992) developed a 
shallow water spectral model in which near-resonant interactions were only consid- 
ered between colinear waves. In intermediate water depths, third-order interactions 
become the dominant nonlinear mechanism for the cross-spectral transfer of energy. 
Suh et al. (1990) have developed an angular spectrum model of the mild-slope equa- 
tion for Stokes waves which includes cubic interactions. 

In this paper, the Boussinesq model of Nwogu (1993) is used to investigate the ef- 
fect of near-resonant nonlinear wave-wave interactions on the transformation of direc- 
tional wave spectra in shallow water. Compared to the Boussinesq model of Peregrine 
(1967), the model proposed by Nwogu (1993) can be applied over a wider range of 
water depths due to improved frequency dispersion characteristics obtained by chang- 
ing the velocity variable from the depth-averaged velocity to the velocity at an arbi- 
trary distance from the still water level. Analytical expressions are derived from the 
Boussinesq equations for the bidirectional quadratic transfer function of the second- 
order waves induced in water of constant depth. These are used to evaluate the effect 
of the direction of propagation of the wave components on the near-resonant quadratic 
interactions that occur in shallow water. For irregular multidirectional waves propa- 
gating in water of variable depth, a numerical model based on a time domain solution 
of the equations is used to predict the spatial evolution of the directional wave spec- 
trum. The results of the numerical model are compared to experimental results for the 
shoaling of multidirectional waves on a constant slope beach. 

2.    THEORETICAL MODEL 

2.1    Governing Equations 

Boussinesq equations represent the depth-integrated equations for the conservation of 
mass and momentum for weakly nonlinear and mildly dispersive waves, propagating 
in water of variable depth. By assuming a quadratic variation of the velocity potential 
over depth, the governing equations of fluid motion can be integrated over the depth, 
reducing the three-dimensional problem to a two-dimensional one. The continuity and 
momentum equations can be expressed in terms of the water surface elevation, r}(x.,t), 
and the horizontal velocity, u„(x, t), at an arbitrary distance za from the still water 
level as (see Nwogu, 1993): 

m + v-[(h + v)ua] + 

v> ~-j) ftV(v • u«) + U + \) ftMv • (h"<*)} =   0   (1) 



NONLINEAR EVOLUTION OF DIRECTIONAL WAVE SPECTRA 469 

+ gVr] + (ua • V)u„ + ^V(V • uat) + zaV[V • (huat)} 0       (2) 

where V = (d/dx, d/dy), A(x) is the water depth and g is the gravitational accelera- 
tion. The elevation of the velocity variable za is a free parameter and is chosen to min- 
imize the differences between the linear dispersion characteristics of the Boussinesq 
model and linear theory. An optimum depth for the velocity variable, za = —0.53A, 
gives errors of less than 2% in the phase speed from shallow water depths up to the 
deep water depth limit. 

2.2    Second-Order Forced Waves 

As surface waves propagate, the different frequency components interact to produce 
wave components at the harmonics of the primary wave frequencies. The simplest ex- 
ample of this nonlinear phenomenon is the combination of two wave trains with dif- 
ferent frequencies. The nonlinear boundary conditions at the free surface result in the 
generation of forced waves at the sum and difference frequencies of the primary waves, 
to\ ±io2. The forced waves are bound or phase-locked to the primary waves or wave 
groups, and propagate in directions given by the sum and difference of the wavenum- 
ber vectors, kx ± k2. The magnitude of the forced harmonics can be determined by 
solving the governing equation of motion, with the free surface boundary condition 
satisfied at second-order in wave steepness. Starting from the Laplace equation, Dean 
and Sharma (1981) derived expressions for the magnitude of the forced harmonics for 
bidirectional, bichromatic waves, i.e. two waves with different frequencies, propagat- 
ing in different directions. We shall now derive corresponding expressions from the 
Boussinesq equations. Consider a wave train consisting of two periodic waves with 
frequencies, coi and u>2, amplitudes, <zi and a2, propagating in directions, 0t and #2 

respectively. The water surface elevation is given by: 

^'(x, t) = «i cos(ki • x — u>it) + a2 cos(k2 • x — w2£), (3) 

where k = (k cos 0, k sin 0). The angle, 8, is defined relative to the positive x axis. 
The individual waves are assumed to satisfy the first-order or linearized form of the 
Boussinesq equations, i.e. 

m a) + ftV • u^ + (a + \)h3 V • [V(V • u^)]    =   0, 

,W + gVv(l) + ah'VlV-u^)    =   0 m 

(4) 

(5) 

where a = (za/h)2/2 + (za/h). The wavenumber, k, is thus related to the wave 
frequency by the following dispersion relation: 

¥=gh 
+ \)(khf 

1 - a(khf (6) 
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The first-order horizontal velocities corresponding to the water surface elevation given 
by equation (3) can be determined from equations (4) and (5) as: 

u£)(x,<)   =   77-cos^1aicos(k1 • x-o^i) + •— cos #2a2 cos(k2 • x —w2i),   (7) 

v£\x,t)   =   —-sin6'1aicos(ki   x - w\t) + -j-sin#2a2cos(k2 • x- uj2t),    (8) 

where k' = k[l — (a + l/3)(kh)2]. At second-order in wave steepness, the surface 
elevation and velocities have to satisfy the following set of equations: 

+ hV • uW +L+
l\hzV. [V(V • u<2>)]    =   -V • (,WuW)      (9) (2) 

u£J  + gW2) + «A2V(V-u£>)    =   -(uW.v)uW (10) 

The second-order wave will consist of a sub-harmonic at the difference frequency, wi — 
u>2, and super-harmonics at the sum frequencies, 2wi, 2^2 and u>i +w2. It can be written 
as: 

r]W{x,t)   =   ^G+(t^,«1,fl1,fl1)co8(2k1-x-2wif) 

a2 

+   -^G+(L}2,UJ2, 02, 02) cos(2k2 • x - 2w2t) 

+   a1a2G±(wi,w2,6'1,^2)cos(k± -x-w±i), (11) 

where k± = kx ± k2, and G± (wi, w2, #i, 02) is a bidirectional quadratic transfer func- 
tion that relates the amplitude of the second-order forced wave to the first-order am- 
plitudes. The quadratic transfer function can be determined by substituting equations 
(3), (7) and (8) for the first-order surface elevation and velocities into the second-order 
equations (9) and (10), and solving for the amplitudes of the second-order surface el- 
evation and velocities. This leads to: 

^2{k±hf cos Afl[l- (a + j)(k±hf]   , 
GiO^AA)  =   ^T^i + 

w±[l - a(fc±fc)2][wi&2/i[fci/i ± k2hcos A0] + w2&J/i[fci/icos A0 ± &2A]] 
2A&i^A3 '(    } 

where A0 = 0i - 02, 

ifc± = |kj ± k2| = v/fc1
2 + fc2

2±2fc1fc2cosA0, (13) 

and 
A = <4[1 - a(fc±fe)2] - 5fc£fc[l - (a + l/3)(fc±/i)2]. (14) 
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y v 

Figure 1. Directions of the sum and difference of the wavenumber vectors. 

A = 0 is actually the dispersion relation for first-order free waves in the Boussinesq 
model (Eqn. 6). The second-order forced waves do not satisfy the linear dispersion 
relation because of the forcing terms on the right hand side of equations (9) and (10), 
unlike second-order free waves that satisfy the homogeneous part of the equations. The 
second-order interactions could be resonant (A —> 0) if the frequency and wavenumber 
of the forced wave corresponds to that of a free wave. This occurs to unidirectional 
wave trains in shallow water depths where the phase velocities of the forced waves are 
nearly equal to the phase velocities of free waves, leading to a near-resonant amplifi- 
cation of the second-order waves. Wave breaking and cross-spectral energy transfers, 
however, limit the amplitude of the second-order waves in shallow water. 

We shall now examine in detail, the differences between the magnitudes and direc- 
tions of propagation of the sub-harmonics and super-harmonics in unidirectional and 
bidirectional seas. The sub-harmonic component, which is commonly referred to as 
the set-down component, travels at the velocity of the wave group, u->_ / fc_, along a di- 
rection defined by the difference of the wavenumber vectors as shown in Figure 1(a). 
This direction could be quite different from the direction of propagation of the primary 
waves. If ki is nearly equal to k2, the second-order long wave would travel in a direc- 
tion almost perpendicular to the average direction of the first-order short waves. On a 
sloping beach, this might excite the edge (transverse) wave modes as discussed by Gal- 
lagher (1971). In contrast, the super-harmonics travel in a direction nearly coincident 
with the average direction of the primary waves as shown in Figure 1(6). 

The quadratic transfer function was evaluated for bidirectional waves with different 
angles of separation between the individual wave components. The transfer function 
of the sub-harmonic wave component is plotted in Figure 2 for an example where the 
frequency difference, ALO/LO = 0.1, with u>i = to — Aw/2 and LO2 = w + Aw/2. 
Three crossing angles, A0 = 0°, 10° and 20° were considered. Also shown in Figure 
2 are results obtained from expressions based on a second-order solution of the Laplace 
equation, derived by Dean and Sharma (1981). 

A number of interesting observations can be made from Figure 2. The first one is that 
for unidirectional waves, the Boussinesq model underestimates the magnitude of the 
set-down wave, particularly in intermediate water depths. However, for bidirectional 
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Figure 2. Bidirectional quadratic transfer function for the sub-harmonic component 
(Au/w = 0.1). 

waves, the differences between the Boussinesq and Laplace models becomes negli- 
gible. The second one is that the directionality of the waves leads to a significant re- 
duction of the set-down wave, as was noted by Sand (1982). In shallow water with 
u>2h/2xg < 0.05, the amplitude of the forced long wave for A9 = 10° is reduced by 
at least a factor of 5. This is because forced long waves in directional wave fields are 
not resonantly amplified in shallow water. Near-resonant amplification occurs for uni- 
directional waves because the wavenumber of the forced long wave | fa — k2 | is nearly 
equal to that of a free long wave k (w_), or equivalently, w_ and | fa — fa1 nearly sat- 
isfy the linear dispersion relation with A —> 0 in equation (12). In bidirectional seas, 
the magnitude of the wavenumber vector of the forced long wave, |ki — k2|, is sig- 
nificantly larger than that of the corresponding free wave &(w_) for small angles of 
separation. The forced waves are, thus, no longer close to satisfying the dispersion 
relation for free waves. 

The quadratic transfer function for the super-harmonics is plotted in Figure 3 for an 
example with Au/w = 0.1, and A8 = 0° and 40°. The forced higher harmonics are 
slightly reduced in bidirectional waves, but not as significantly as the sub-harmonic 
component. For u}2h/2ng = 0.05 and A0 = 20°, the super-harmonic component is 
reduced by 12%, compared to 90% for the sub-harmonic component. In contrast to the 
sub-harmonics, the super-harmonics in directional wave fields are resonantly ampli- 
fied in shallow water. This is because with the addition of the wavenumber vectors, the 
magnitude of of the wavenumber vector of the forced super-harmonic is closer to that 
of the corresponding free wave. The directional wave transformation model proposed 
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Figure 3. Bidirectional quadratic transfer function for the super-harmonic compo- 
nent (Aw /w = 0.1). 

by Abreu ef a/. (1992) assumes that near-resonant, second-order interactions only oc- 
cur between colinear waves in shallow water. The present analysis, does, however, 
show that second-order interactions between non-colinear waves in shallow water are 
near-resonant for the super-harmonic component, although the strength of the interac- 
tion decreases with increasing angular separation. 

3.    Time Domain Solution 

For waves propagating in water of variable depth, free second and higher-order waves 
are generated in addition to the forced waves. The bidirectional quadratic transfer 
function (Eqn. 12) can no longer be used to determine the amplitude of the wave har- 
monics. In this paper, we employ the time-domain model of Nwogu (1995) for irreg- 
ular multidirectional wave propagation in water of variable depth. The model solves 
the governing set of Boussinesq-type equations using an iterative Crank-Nicolson fi- 
nite difference method, with a predictor-corrector scheme used to provide the initial 
estimate. The computational domain is discretized using a rectangular grid, with the 
dependent variables r\, ua and va defined at the grid points in a staggered manner. The 
numerical solution procedure consists of solving an algebraic expression for r\ at all 
grid points, tridiagonal matrices for ua along lines in the x direction and tridiagonal 
matrices for va along lines in the y direction at every time step. Details of the third- 
order accurate scheme can be found in Nwogu (1995). 
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The boundaries of the computational domain may be specified as wave input bound- 
aries or solid walls. Along incident wave boundaries, time series of ua, ua<xx and vaiXy 

or va, va,yy and ua,xy, corresponding to regular or irregular, unidirectional or multidi- 
rectional sea states are input at the grid points. The time histories may be derived from 
target directional wave spectra using the random phase, single direction per frequency 
model of wave synthesis (see Miles and Funke, 1987). Waves propagating out of the 
domain are artificially absorbed in damping regions placed next to solid wall bound- 
aries. Artificial damping of wave energy is accomplished by introducing terms out 
of phase with the water surface velocity and fluid acceleration into the continuity and 
momentum equations respectively (see Nwogu, 1995). The output of the numerical 
model are time histories of 77, ua and va at desired grid points in the computational 
domain. Directional wave spectra estimates are obtained from the time records by us- 
ing the high resolution, maximum entropy method (Nwogu et al, 1987) 

4.    NUMERICAL AND EXPERIMENTAL RESULTS 

Laboratory experiments were also conducted to investigate the propagation of multi- 
directional waves on a constant slope beach. The experiments were carried out in the 
three-dimensional wave basin of the Hydraulics Laboratory, National Research Coun- 
cil of Canada. The basin is 30 m wide, 20 m long and 3 m deep and is equipped with 
a 60-segment directional wave generator. The individual wave boards are 0.5 m wide 
and 2 m high. Wave energy absorbers made of perforated metal sheets are installed 
along the other sides of the basin not occupied by the wave generator. A 1:25 constant 
slope beach with an impermeable concrete cover was constructed in the basin, paral- 
lel to the wave generator. The toe of the slope was located 4.6 m away from the wave 
boards. Bidirectional bichromatic waves and irregular multidirectional sea states were 
generated in the basin. The water depth in the constant depth portion of the basin was 
0.56 m. The water surface elevation along the centerline of the basin was measured 
with a linear array of 23 water level gauges. The experimental set-up is discussed in 
greater detail in Nwogu (1993). 

4.1   Shoaling of Bidirectional, Bichromatic Waves 

Consider the shoaling of a bichromatic wave train with component wave periods, Ti = 
1.65 s, T2 = 1.5 s, and heights, Hx = 0.041 m, H2 = 0.037 m. The tests were carried 
for both a unidirectional version with #i = 62 = 0°, and a bidirectional version with 
#1 = 30° and 92 = —15°. The spectral density of the measured surface elevation time 
history at location (h = 0.134 m) is shown in Figure 4 for the bidirectional wave train. 
In addition to second-order wave harmonics at 2/i, 2/2 and f% ± /2, third-order wave 
components are also observed at 2/i ± f2, 2/2 ± /i, 3/i, and 3/2, as well as some 
fourth-order components. 

The numerical model was used to simulate the propagation of the unidirectional and 
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Figure 4. Measured spectral density in shallow water for a bidirectional bichromatic 
wave train (A0 = 45°, h = 0.134 m). 

bidirectional wave trains on the 1:25 beach. The simulations were carried out using a 
time step size At = 0.05 s, and spatial grid sizes Ax = 0.1 m and Ay = 0.2 m. A con- 
tour plot of the instantaneous water surface elevation in the basin for the bidirectional 
wave train is shown in Figure 5. The variation in amplitude of a select number of wave 
harmonics along the centerline of the basin are plotted in Figure 6 for the unidirectional 
wave train, and Figure 7 for the bidirectional wave train. The experimental results are 
also shown in the figures. The Boussinesq model is observed to reasonably predict the 
measured variation in amplitude of the first-order waves and higher harmonics. The 
model, however, underestimates the magnitude of the set-down component for the uni- 
directional wave in shallow water. The simulated set-down wave has an amplitude of 
0.003 m at h = 0.134 m, while the measured wave has an amplitude of 0.006 m. The 
numerical model underestimates the magnitude of the long period wave partly because 
it does not simulate the reflected free waves that are generated after wave breaking and 
runup. 

The ability of the numerical model to predict the change in wave direction between the 
deep and shallow water depths was also examined. The maximum entropy method, de- 
scribed by Nwogu et al. (1987), was used to estimate the directional distributions at 
different frequency bands from the simulated rj, ua and va time series. The directions 
in the deep (h = 0.56 m) portion of the basin are 0(/i) = 30° and 6(f2) = -15°. At 
h = 0.134 m, the Boussinesq model predicts 0(f1) = 18° and 6(f2) = -13° while 
Snell's law predicts 6(h) = 27° and 9{fi) = —13°. Good agreement is observed for 
the —15° wave but not the 30° wave. The differences are primarily due to diffraction 
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Figure 5. Contour plot of instantaneous water surface elevation for a bidirectional 
bichromatic wave train shoaling on a 1:25 beach ($i = 30°, 62 = —15°). 
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Figure 6. Variation in amplitude of wave harmonics for a unidirectional bichromatic 
wave train shoaling on a 1:25 beach (A0 = 0°). 
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Figure 7. Variation in amplitude of wave harmonics for a bidirectional bichromatic 
wave train shoaling on a 1:25 beach (A0 = 45°). 

effects caused by the finite width of the wave generator. The effect of diffraction is 
more important in the shallow portion of the basin for oblique waves with large an- 
gles of incidence. For the second-order higher harmonics, the numerical model pre- 
dicts 0(2/,) = 19°, B(fl + /2) = 2°, and 0(2/2) = -12°. The predicted direction 
for the sum frequency component is within 2° of that determined from the sum of the 
wavenumber vectors. 

4.2    Shoaling of Irregular Multidirectional Waves 

Consider the shoaling of a bimodal sea state with local sea and swell components on 
the 1:25 beach from deep (h = 0.56 m) to shallow water (h = 0.18 m). The incident 
sea states were synthesized using the random phase, single direction per frequency 
model of wave synthesis (see Miles and Funke, 1987). The JONS WAP spectrum was 
used to describe the frequency distribution of wave energy while the parametric cosine 
power function was used for the directional distribution. The local sea component has 
a significant wave height, Hmo = 0.062m, peak period, Tp = 1.5 s, peak enhancement 
factor, 7 = 3.3, and a directional distribution defined by D(6) = cos12(# — 22.5°). 
The swell component is characterized by Hmo = 0.068 m, Tp = 2 s, 7 = 10, and 
D(9) = cos44(# + 22.5°). The incident directional wave spectrum is shown in Figure 

The Boussinesq model was used to simulate the shoaling of the bimodal sea state with 
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Figure 8. Numerically simulated directional spectrum of a bimodal sea state in deep 
water (h = 0.56 m). 

time step size, At = 0.05 s and spatial grid sizes, Ax = 0.1 m, Ay = 0.2 m. Fig- 
ure 9 shows a comparison of the wave spectrum at h = 0.56 m with the measured and 
predicted spectral densities at h = 0.18m. Reasonably good agreement is observed be- 
tween the measured and predicted wave spectra. Directional spectral estimates were 
also obtained from the simulated -q, ua and va time histories using the maximum en- 
tropy method (Nwoguef al., 1987). The predicted directional spectrum at h = 0.18m 
is shown in Figure 10. Nonlinear wave-wave interaction effects in the shoaling process 
substantially change the directional wave spectrum, with the transfer of energy across 
frequency and direction bands. There is a growth of the second, third and fourth har- 
monics of the swell component, and the generation of components at the vector sum of 
the local sea and swell components, and the vector sum of the local sea and second har- 
monic of the swell component. Such modifications of the directional wave spectrum 
can only be obtained with the use of a model that simultaneously treats nonlinearity 
and directionality in shoaling waves. 
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5.    CONCLUSIONS 

A Boussinesq model has been used to investigate the effect of near-resonant nonlinear 
interactions on the transformation of directional wave spectra in shallow water. The 
amplification of second-order components induced at the sum and difference frequen- 
cies of the primary waves is near-resonant for unidirectional waves in shallow water. 
In multidirectional sea states, however, the second-order interactions are near-resonant 
for the higher harmonics but non-resonant for the lower harmonics. This leads to a sig- 
nificant reduction in magnitude of the long period waves induced by shoaling multi- 
directional waves. The spatial evolution of the directional wave spectrum in water of 
variable depth was predicted using a time domain Boussinesq model, and the maxi- 
mum entropy method for directional wave analysis. The numerical model, which in- 
cludes the effects of shoaling, refraction, diffraction and reflection, was able to pre- 
dict a substantial modification of the directional wave spectrum in shallow water due 
to near-resonant nonlinear interactions. 
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CHAPTER 36 

NON-GAUSSIAN PROBABILITY DISTRIBUTION OF COASTAL WAVES 

Abstract 

This paper presents the development of a probability density 
function applicable to waves in finite water depth (which can be 
considered to be a nonlinear, non-Gaussian random process) in closed 
form. The derivation of the density function is based on the Kac- 
Siegert solution developed for a nonlinear mechanical system, but the 
parameters involved in the solution are evaluated from the wave 
record only. Further, the probability density function is asympto- 
tically expressed in closed form. Comparisons between the presently 
developed probability density function and histograms constructed 
from wave records show good agreement. 

Introduction 

The wind-generated wave profile observed in a sea of finite 
water depth is significantly different from that observed in deep 
water in that there is a definite excess of high crests and shallow 
troughs in contrast to those of waves in deep water. This is 
attributed to nonlinear wave-wave interaction (energy transfer) 
between component waves, and such waves are considered to be a 
typical non—Gaussian random process. 

Probability distributions applicable for presenting non-Gaussian 
random waves have been derived through three different approaches; 
(a) application of the orthogonal polynomials to the probability 
density function [Longuet-Higgins 1963], (b) application of Stokes 
wave theory [Tayfun 1980, Huang, et al., 1983], and (c) application 
of the Kac-Siegert solution [Langley 1987]. 

Derivation of the non-Gaussian probability density function by 
applying the concept of orthogonal polynomials is well—known as the 
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Gram-CHarlier series probability density function. The probability 
density function, however, is given in series form. Therefore, the 
density function usually has a negative value at some part of the 
distribution caused by the finite number of waves used in computing 
the density function. 

The probability density function derived based on the applica- 
tion of Stokes waves imposes a preliminary form on the wave profile 
such that the individual waves are expressed as a Stokes expansion to 
the 2nd or 3rd order components. It is highly desirable to justify 
the validity of the assumption involved for random waves, particular- 
ly waves in shallow water. On the other hand, the probability 
density function derived by application of the Kac-Siegert solution 
appears to be pertinent for waves in finite water depth, since the 
solution represents a nonlinear, non-Gaussian random process. The 
probability density function, however, cannot be presented in closed 
form. Hence, it is not possible to develop a probability density 
function applicable to wave height therefrom. 

This paper presents a probability density function applicable to 
waves in finite water depth which can be considered to be a 
nonlinear, non-Gaussian random process. The density function is 
derived based on the Kac-Siegert solution through spectral analysis. 
During the course of analysis, the wave spectrum is decomposed into 
linear and nonlinear components in order to clarify the degree of 
nonlinearity involved in shallow water waves. Furthermore, the 
probability density function is derived in closed form so that it can 
be used for derivation of the distribution functions applicable to 
peaks and troughs of waves in finite water depth. 

Basic Concept 

The basic concept of the analysis applied in the present study 
is that the stochastic characteristics of waves in finite water depth 
may be considered to be the same as those of the output of a 
nonlinear mechanical system. In order to elaborate on this concept, 
let us examine the variation of wave profiles observed from deep to 
shallow water. 

Figure 1 shows portions of wave records obtained by the Coastal 
Engineering Research Center, US Army, during the Atlantic Ocean 
Remote Sensing Land-Ocean Experiment (ARSLOE) project in 1980 at 
Duck, North Carolina. Included in each figure is the distance from 
the shoreline at the location where data were taken. As can be seen, 
the wave profile recorded by Gage 710 (obtained at the deepest of the 
three locations) is almost the same as that observed in deep water 
waves. As the water depth decreases, the wave profile shows a 
definite excess of high crests and shallow troughs which is a typical 
feature of a non-Gaussian random process. In other words, the wave 
profile transforms from a Gaussian random process to a non—Gaussian 
random process as they move from deep to shallow wave areas. 

Let us compare the transformation of wave profiles from deep to 
shallow water with the output of a nonlinear mechanical system having 
a Gaussian random input with various degrees of nonlinearity.  The 
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Figure  1: 
Portion of wave records obtain- 
ed during ARSL0E Project at 
locations Gage 710, 625, 675 
and 615. 

output of a system with very weak nonlinearity may be considered as 
a Gaussian random process. However, the statistical properties of 
the system's output show increasing non-Gaussian characteristics with 
increase in the intensity of system's nonlinearity. Thus, we may 
consider the augmentation of the non-Gaussian characteristics of 
waves with decreasing water depth to be analogous to that observed in 
the output of a nonlinear system as its nonlinearity increases. 

With this basic concept in mind, we may apply the unique solu- 
tion of the output of a nonlinear system developed by Kac-Siegert 
[1947] to nonlinear waves. That is, the output (response) of a non- 
linear system which can be presented by Volterra's stochastic series 
expansion can be presented in terms of the standardized normal random 
variable as follows: 

y(t) 
N 

z fa z 
j + AJ zj) (1) 

where    y(t)  - output of a nonlinear system 

z^ - standardized normal variate. 

The parameters f)i     and \i     are  evaluated by  finding the 
igenfunction and eigenvalues of the integral equation given by 

JK(WI,U2)^J(W2)C1U2 = Aj V'j ("l) (2) 
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where       K(ui,U2) - H(u]_,u2)yS (&>]_) s(w2) 

VM (<*>) " orthogonal eigenfunction 

H(o>i,U2) = 2nd order frequency response function 

S(u) = output spectral density function. 

As can be seen, knowledge of the 2nd order frequency response 
function, H(u^, £02) i-s necessary in order to solve the integral 
equation given in Eq.(2), but there is no way to evaluate it for 
random waves. Recently, however, the authors developed a probability 
density function applicable to the response of a nonlinear mechanical 
system in closed form based on Kac-Siegert's solution without know- 
ledge of the second order frequency response function [Ochi and Ahn 
1994]. Based on the analogy between the nonlinear mechanical system 
and transformation of wave profiles as they move from deep to shallow 
water, this paper presents the application of the authors' method in 
the above reference to the analysis of waves in finite water depth. 

An approach to evaluate the nonlinear properties of random waves 
by applying the Kac-Siegert solution was considered earlier by 
Langley [1987]. Our approach, however, differs from Langley's 
approach in that (i) the wave spectrum is decomposed into linear and 
nonlinear components in order to examine how notably the nonlinearity 
increases with decreasing water depth, (ii) spectral analysis method- 
ology instead of wave potential theory is applied in evaluating the 
parameters f): and \i , and (iii) the probability density function 
applicable to wave profile y(t) is presented in closed form. 

Presentation of Nonlinear Waves 

Let us write the surface profile of nonlinear waves as follows: 

/  N    n   £       i(«kt*£k)        £  £ y(t) - Re £ ck e ^k   kJ  + Re £ £ ck ct 

k=l k=l«=l 

i{(wi,-Un)t + £_} 
+ rW e u k    *•' I 

{(wk+U{)t+€+} 
qki e 

(3) 

where u    = frequency, e    — phase lag. 

qk£ is a coefficient associated with (uk + Wj>) which is the sum 
of the interaction between two frequency components uk and co», while 
r^g is associated with the interaction differential between 10^ and 
u>^. Since there is a phase shift between the frequencies, wk and cdn, 
in general, these interaction coefficients are complex numbers. 

Equation (3) has often been considered for simulation studies as 
well as for analysis of nonlinear ocean waves in which the inter- 
action coefficients are evaluated from second order nonlinear wave 
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theory   [Hasselmarm   1962,   Hudspeth   and   Chen   1979,    Sharma   and   Dean 
1979,   Anastasiou et al.   1982,   etc.]. 

Let us write  the  first term of Eq.(3)  as  follows: 

yiCt)  =   £ ck e1 "k    + £k    =   IT ck {cos(ukt + £k)  + isin(okt + £k)} 
k-1 k=l 

(4) 

We assume that the linear component y^(t) is a narrow-band 
Gaussian random process. By ignoring the factor pg, (l/2)c£ repre- 
sents the spectral density, S]j(c<)k)Au, where the subscript L stands 
for the spectral density of the linear wave components. That is, the 
spectral density at a = ujj is written by 

sic » {SL(uk)AU}V2 = • 

uk + (Aw/2) 

f- 
1/2 

(5) SL(U) du 

v      uk-(Aw/2) 

Then by defining 

ck cos(wkt + £k) = sk • uk,    and   ck sin(6kt + £k) = sk • vk , (6) 

the  linear component can be written as 

N 
yi(t) =Re   £   sk(uk+iuk). (7) 

k=l 

The second term of Eq.(3) can be similarly written as 

N  N 
y2(t)=Re£ V sk s$ { qk^(uk + iuk) (u{ + i.vt) 

k=l f=l 

* rk*(uk + i«k)(ui _ ivO  }> where st  = {sL(w^)Au } /  (8) 

Then, by taking the real-part of Eqs.(7) and (8), the nonlinear wave 
profile can be presented as follows: 

N 
y(t) =yx(t) +y2(t) = £ skuk 

k=l 

N  N (9) 
+ £  E 1sks{(qk« + rk{) uku« + SkS^(qk^ - r^i)vyivi \ 
k=l €=1 
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Separation of Linear and Nonlinear Components of Wave Spectrum 

Several methods for decomposing a wave spectrum into linear and 
nonlinear components have been developed to date. These include Tick 
[1959, 1961], Hamada [1965], Hudspeth and Chen [1979], Masuda, et al. 
[1979] and Anastasiou et al. [1982], among others. Almost all of 
these methods for evaluating the nonlinear part are based on the 
second order interaction kernel of a weakly nonlinear solution. Kim 
and Power [1979], on the other hand, have developed a method using 
the bicoherent spectrum to separate the nonlinear wave-wave inter- 
action of coherent waves in plasma fluctuation data. Their method 
may be applied for separation of the spectral energy density of a 
random process with strong nonlinear characteristics. 

Since the Kim-Power method was developed to evaluate the wave- 
wave interaction associated with two arbitrarily chosen constant 
frequencies, the method is extended in the present study so that any 
two frequencies associated with wave-wave interaction are not 
constant; instead they are variables. This implies that the non- 
linear component of the spectral density at a frequency o>m is equal 
to the accumulation of nonlinear interaction associated with various 
pairs of frequency components w^ and Up under the condition that u^ 
+ u» = um. Furthermore, we consider the interaction not only at the 
frequency (w^. + Ui) but also at the frequency (wk - u.), where u^ -> 

w». The latter is equivalent to the sum interaction between co» and 
(ujj -u,). In evaluating the interaction at the frequency (w^ - u^), 
it is assumed that the spectral energy density at frequencies smaller 
than the minimum frequency of the main energy density in the spectrum 
(u>s in Figure 2) is due to nonlinear interaction associated with the 
difference between various combinations of the two frequency com- 
ponents at Ujj and Up. The spectral density for frequencies greater 
than ws is due to the nonlinear interaction associated with the sum 
of various combinations of two frequency components. 

Let us evaluate the interaction due to the sum of two frequency 
components. We may write the Fourier transform of y(t) at the 
frequency wm as follows: 

Y(<%) = YL("m) +   E    AL(wk,W£) YL(uk) YL(wf),    (10) 
"k+w«=wm 

where  YL (up = Fourier transform of the linear component y^(t) at 
the frequency j, 

AL(wk'w^)   • coupling coefficient. 

The summation in Eq.(lO) is for various combinations of compo- 
nents at ujj. and u^ where co^ + u^ - um, and that the second term is a 
convolution in discrete form. The coupling coefficient AL(ujc, Up) 
can be obtained by multiplying each side of Eg,(10) by the product of 
the conjugates of YL(w]j) 

and YL(WP> YL^uk) ^L^P ' and by takinS the 
expected value.  That is, 
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Figure  2:   Definition of 
frequency W   . 

fr'f.  •.;.;•'.; B-Bs, /•'; :'.,; \ 

Figure 3: Domains for com- 
puting bispectra B(0)i,,U)») 
and B(U», a)/,-U)» ) . 

AL("k."{) " 
B*("k>u.e) 

E[|YL(Uk) YL<Wj)|
2]' 

(ID 

where B*(wk,U£) = conjugate of the bispectrum B(uk, Wg). It should 
be noted that the domain of the bispectrum in this case is limited to 
that in Bs as indicated in Figure 3. 

The spectral density function at the frequency um can be 
obtained from Eqs.(lO) and (11) as 

S(<%) =E[|YL(«m)|
2]+   £   |AL(uk,U){)|

2 • E[|YL(«k) YL(co{)|
2] 

Uk+W£=tOm 

= E[|YL(wm)|
2]*   £    (b(Wk,^)}

2 -S(u,m), 
Uk+W£=Um (12) 

where  b(«k,wj>) = 
|B("k."£)|2 

E[|YL(Uk) YL(^)|
2 j E[|Y(cV|2] 

1/2 

(13) 

The second term of Eq.(12) represents the accumulation of energy 
densities associated with interactions which occur at the frequency 
wk + «£. It is noted that E[|YL(wk) YL(u^)|

2] in Eq.(12) is unknown 
in advance; hence we may evaluate E[|Y(uk) Y(u„)|

2] for a given 
spectrum, and use it as an initial value in finding b(uk, u.) by 
iteration. 

For the nonlinear components which occur at the frequency 
(u>k - up, B*(wk, wq)  as well as B(wk, u^) in Eq.(12) are replaced by 
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B*(cjg, w^ - to») and B(ug, w^ - <0g), respectively. Note that the 
domain of the bispectrum B(u^, u^-w^) is limited to that in (B - Bs) 
as illustrated in Figure 3. 

As an example of application of the method for separating the 
spectrum into linear and nonlinear components, Figures 4 through 6 
show the results of computations carried out on three wave records, 
Gages 710, 625 and 615; a portion of each record is shown in Figure 
1. It can be clearly seen in these figures that the ratio of non- 
linear energy to total energy increases as water depth decreases. 
That is, for the Gage 710 wave record (depth 21.4 m), there exists no 
appreciable nonlinear energy component in its spectrum. On the other 
hand, for the Gage 625 record (depth 9.94 m), an appreciable amount 
of nonlinear energy exists at low and high frequencies, and the same 
trend can be observed on the Gage 615 wave record (depth 2.28 m) with 
substantial increase of nonlinear energy. It is noted that no non- 
linear component exists in the neighborhood of the frequency where 
the spectrum peaks irrespective of sea severity. 

2.5 

2.0 

LINEAR *   NONLINEAR 

LINEAR COMPONENT 

LINEAR + NONLINEAR 

LINEAR COMPONENT 

FREQUENCY IN RPS 

I    1.5   2.0   2.5 

FREQUENCY IN RPS 

Figure 4: Separation of linear 
& nonlinear components of spec- 
trum for wave record Gage 710. 

Figure 5: Separation of linear 
& nonlinear components of spec- 
trum for wave record Gage 625. 

Figure 6: 
Separation of linear and non- 
linear components of spectrum 
for wave record Gage 615. 

FREQUENCY IN RPS 
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Evaluation of Interaction Coefficients q^j and r^n 

The interaction coefficients qkp and rkp in Eq.(9) can be 
evaluated through bispectral analysis of the wave y(t). 

The bispectrum BC^, Up) is most commonly evaluated in the fun- 
damental region, which is the octant, the domain defined by 0<up:Suk 
and 0<W]j<oo as shown in Figure 3. The volume under the bispectrum is 
equal to the 3rd moment of y(t) if the mean value of y(t) is zero. 
That is, 

N  N 
E {y(t)}3 ] = 6 £ £ Re (B(Uk,^)}. <14> 

L      J   k=l IRL 

On the other hand, the 3rd moment of y(t) = y^(t) + y2(t) can be 
obtained as 

E[{y(t)}3] = 3E[{yi(t)}
2y2(t) ] + E[{y2(t)}

3]. (15) 

Note that y^Ct) is a normal distribution with zero mean, therefore 
E[{yi(t)}3] and E[yi(t){y2(t)}

2] are zero. 

Since the linear component yi(t) is usually much greater than the 
nonlinear component y2(t), the second term of Eq.(15) may be neglec- 
ted in comparison with the first term.  Hence, we have from Eq.(9) 

N     N 
E[{y(t)}3] = 3E[{y1(t)}

2y2(t)] = 6   £   £   s£ s£ (qk£ + rk{).     (16) 
k-i.e-i 

Then, Eqs.(14) and (16) yield 

E E Wk« + rk«) - E E  5—?  (17) 
k=l {=1 k=l k=l   s£ s| 

As stated in earlier, the domain of the bispectrum applicable 
for the interactions associated with the sum of two frequency 
components is Bs as shown in Figure 3. Therefore, from Eq.(17), the 
interaction coefficient qkp can be obtained as 

qk* = • £  2  Bs("k-^)- (18) 
sk SJ> 

Similarly, the interaction coefficient r^g can be evaluated as 
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rk« =     %    2 {B(w«'wk " w«> - Bs("k'u«)}- •y—j {*(»*,»k - <o{; - Bs<."k.u^|- (19) 
sk si 

Application of the Kac-Siegert Solution 

The functional relationship between parameters j3s and A* in the 
Kac-Siegert solution and the spectral densities of the linear wave 
components, s^ and s«, as well as the interaction coefficients qj^g 
and r^o are presented by Langley [1987] in a concise matrix form. 
Although our methods of deriving the linear wave component as well as 
the interaction coefficients are quite different from Langley's 
methods, the functional relationship between (pi, \i) and (s^, s^,, 
qjjP, r^») can still be applied to the present problem. That is, 
Langley presents Eq.(9) as follows: 

y(t) = s'u + u' (Q + R)u + v' (Q - R) v. (20) 

where Q  and R are real symmetric matrices whose k£-th components are 
sk st %:{ ancl sk si rk{' anc* —' — ant* — are vectors whose k-th 
components are s^, u^. and u^, respectively. We may write the two 
matrices in Eq.(20) as 

2 + R = w, A-^ w-^ 
(21) 

2 " 1 = B -2 -2 

where the column vectors of W-j (j = 1, 2) are normalized ,eigenvectors. 
They are orthonormal vectors satisfying the condition w. w.= I, where 
I is the identity matrix. The elements of the diaginaT. matrices 
Ai (j = 1, 2) are eigenvalues of matrix Q + R and Q — R, respectively. 
Since Q + R and Q - R are N by N symmetric matrices, there is a total 
of 2N eigenvalues. 

Let us write 

j = 1, 2, N 

j = (N + l), 2N 

(22) 

where z* are independent standardized Gaussian random variables. 
Then, Langley has shown that Eq.(20) can be reduced to the Kac- 
Siegert formulation given in Eq.(1) with the following relationships: 

fe'wjj ,       j = 1, 2, N 

0 j = (N+l) 2N 
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j  -1.  2, 

j  = (N+l) , 
(23) 

2N 

Since the parameters of the Kac—Siegert solution are obtained 
through spectral analysis, the probability density function applic- 
able to nonlinear, non-Gaussian waves can be derived numerically with 
the aid of the characteristic function as suggested by Kac-Siegert. 

As an example, the method is applied to the Gage 615 wave record 
which indicates strong nonlinear characteristics. A comparison be- 
tween the probability density function and the histogram constructed 
from the data is shown in Figure 7. Excellent agreement between them 
can be seen in the figure. This result implies that the Kac—Siegert 
solution evaluated from the time history of waves yields a probabil- 
ity density function representing the statistical properties of waves 
in finite water depth which have strong nonlinear characteristics. 
It is unfortunate, however, that the probability density function 
cannot be obtained in closed form. 

Figure 7: 
Comparison of probability den- 

- sity function obtained from the 
Kac-Siegert solution and his- 
togram constructed from data 

• for wave record Gage 615. 

-1.5  -1.0  -0.5  0.0  0.5  1.0  1.5 

DEVIATION FROM MEAN VALUE IN METERS 

Asymptotic Probability Distribution for Non-Gaussian Waves 

One method for deriving the probability density function in 
closed form is to present the Kac-Siegert solution (Eq.l) as a 
function of a single random variable instead of the summation of the 
standardized normal distribution and its squared quantity. For this, 
let us present Eq.(1) as 

Y = U + aU' (24) 

where "a" is a constant (unknown) and U is a normal variate with mean 
/j* and variance a^, both of which are also unknown. The value of 
these unknowns will be determined from the following three equations 
which are derived by equating the cumulant generating function of 
Eq.(24) with that of Kac-Siegert's solution given in Eq.(l) (see Ochi 
and Ahn 1994). 
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2    2 
aat +  a/j^ + p* =  0 

2N 2N 

( E /»j ) + 2 ( E >j 2a2at (25) 

2N  0       2N  .      . 
3( E /*j\j) + M E A] ) - 3aa* - 8a3a' 

j=l  J        j=l 

3 6 

It should be noted that the left side of Eq.(25) can be presen- 
ted in terms of cumulants, k]_, k2 and k3. If we have a wave record 
obtained for a sufficiently long time (on the order of 20 minutes) 
and if we let the mean value be the zero line, we have ki — 0, and 
thereby fy anc* k3 are equal to the sample moments E[yz] and Efy0], 
respectively. Thus, we can determine the unknown parameters a, fi# 
and a£ by simply evaluating the sample moments from the wave record 
y(t) and by applying the following relationship: 

2    2 
aat  + a/ij + /J* = 0 

a2-2a2at=E[x2] 

2a<4 (3 - 8a2CT2) - E[x3]. 

(26) 

Since the random variable U in Eq.(24) is now a normal variate 
with known mean fi* and variance a^, the probability density function 
of Y can be derived by applying the technique of change of random 
variables from U to Y. Unfortunately, however, the density function 
thusly derived vanishes at a point y = -(l/4a) due to a singularity 
involved in the density function. 

In order to circumvent this drawback, let us present the 
functional relationship between Y and U given in Eq.(24) inversely 
such that the random variable U is expressed as a function of Y as 
follows: 

U -I1 7a > 
-7aY (27) 

where 7 is a constant; 1.28 for y > 0 and 3.00 for y < 0. 
Justification for selecting these constant values of 7 is given in 
Ochi and Ahn 1994. It may suffice here to say that these constants 
are valid even for a random process with very strong nonlinear 
characteristics. 

It is noted that the values of 7 are different for positive and 
negative y-values. This results in a slight difference in the slope 
of the probability density function at y = 0, although the density 
function is continuous at this point. 
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By using the functional relationship given in Eq.(27), we may 
derive the probability density function of Y from the random variable 
U which obeys the normal distribution with mean /J* and variance a^. 
The change of random variables technique yields the probability 
density function of Y as follows: 

f (y) - 
2(yaai,)2 

•fl* 

7a/i* 
-7ay >2 

7ay 

(28) 

where 

•{ 
1.28    y>0 

3.00    y < 0 . 

By applying the method for determining the limit of an 
indefinite function, it can be easily proved that Eq.(28) reduces to 
a normal probability density function with mean ^i* and variance a^ if 
a — 0; namely, for a linear system. 

Figure 8 shows a comparison of the newly developed asymptotic 
probability density function with the histogram of the Gage 615 wave 
record. The parameters a, p* and o£ are determined from Eq.(26). 
Included also in the figure is the normal probability density 
function with zero mean and the variance evaluated from the record. 
As can be seen in the figure, the histogram deviates from the normal 
density function to a great extent; but, the agreement between the 
histogram and the newly developed probability density function is 
excellent. 

Figures 9 and 10 show comparisons between the probability 
density function given in Eq.(28) and histograms for the Gage 625 
(water depth 9.94 m) and the Gauge 710 (water depth 21.4 m) , 
respectively. In the latter case, the probability density function 
is normally distributed and agrees very well with the histogram. 
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/ PROBABILITY DENSITY 
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Figure 8: Comparison of present- 
ly developed probability density 
function and histogram con- 
structed from data for wave 
Gage 615. 
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Figure 9: Comparison of present- 
ly developed probability density 
function and histogram con- 
structed from sata for wave 
Gage 625. 
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Figure 10: 
Comparison of presently devel- 
oped probability density func- 
tion and histogram constructed 
from data for wave record Gage 
710. 

-1.0 -3.0 -2.0 -1.0 0.0  1.0  2.0  3.0  1.0 

DEVIATION FROM MEAN VALUE IN METERS 

From the results of these comparisons, it can be concluded that 
the probability density function covers the non-Gaussian distribution 
observed for random waves in shallow water as well as the Gaussian 
distribution observed for random waves in deep water, and that the 
probability density function agrees very well with the histograms 
constructed from wave data. 

Conclusions 

This paper presents the results of a study on a probability 
density function applicable to waves in finite water depth developed 
based on the concept of Kac-Siegert's solution for the output of a 
nonlinear mechanical system. Although the Kac-Siegert solution 
requires knowledge of the second order frequency response function of 
the system, we developed a method to evaluate the parameters involved 
in the solution only from measured waves through spectral analysis. 
Further, the probability density function associated with the Kac- 
Siegert solution is asymptotically expressed in closed form (Eq.28). 
The presently developed probability density function covers the 
non-Gaussian distribution observed for random waves in shallow water 
as well as the Gaussian distribution observed for random waves in 
deep water. Comparison between the probability density function and 
histograms constructed from wave records show good agreement. 
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CHAPTER 37 

PROBABILITY CHARACTERISTICS OF 
ZERO-CROSSING WAVE HEIGHT 

by T. Ohta1  and  A. Kimura2 

Abstract 

This study deals with the probability distribution of 
zero-crossing wave height applying the definition of the 
zero-up(down)-cross method faithfully. In this study, gap 
between wave crest or trough and the envelope at the same 
location, which has been neglected in the ordinary studies is 
taken into account in the wave height definition. Its probability 
distribution is approximated with the Weibull distribution. 
The probability distribution of the zero-crossing wave height 
is, then, introduced theoretically together with the theory 
by modified Tayfun Method and the statistical properties of 
the gaps. The numerically simulated irregular wave height 
distributions agree well with the theoretical distribution. 

Introduction 

The Rayleigh distribution has been used as a probability 
distribution of zero—crossing wave height. Although this 
distribution agrees very well for the almost irregular wave 
height distributions, it was derived theoretically as a 
probability distribution of "wave amplitude" in the case of 
narrow band spectrum by Longuet—Higgins(1952). Therefore, the 
Rayleigh distribution is not the theoretical probability 
distribution for "wave height", even when the wave spectrum 
is narrow. Tayfun(1981,1983) tried to derive the probability 
distribution of the zero-crossing wave height on the basis of 
its definition faithfully. However, his distribution is 
considerably different from the Rayleigh distribution when 
the wave spectrum is wide. We know the Rayleigh distribution 

1 Research Associate, Dept. of Social Systems Eng., Faculty 
of Eng., Tottori Univ., 4-101 Koyama Minami Tottori, Japan 

2 Prof., Dept. of Social Systems Eng., Faculty of Eng., 
Tottori Univ., 4-101 Koyama Minami Tottori, Japan 

497 



498 COASTAL ENGINEERING 1994 

can be applied to the probability distribution of zero-crossing 
"wave height" sufficiently. The agreements of the theory and 
data are mainly around its mean. Very few studies examined 
the wave height distribution in the very large part, larger 
than twice the mean wave height, for example. In the design 
of structural durability and reliability, however, reliable 
probability in a range over 2.5 times of the mean wave height 
may become necessary. This study aims at deriving the probability 
distribution of zero—crossing "wave height", applying the 
basic definition for the zero-crossing wave height and 
considering small errors which is inevitably introduced in 
the ordinary theory. 

Definition of Zero-Crossing Wave Height 

In a spectrum theory, the envelope for irregular wave 
profile has been used instead of the amplitude at crest and 
trough of zero—crossing wave. Fig.l shows irregular wave 
profile T|, its envelope R and their enlargements around t=t2. 
t|(t1), T)(t2) and r|(t3) show maxima or minima of r\. Rm , Rm and 
Rm are the simultaneous envelope amplitudes respectively. The 
zero-crossing wave height is defined, in principle, as a sum 
of consecutive maximum and minimum of r| between two zero-up 
or down-crossing points. For example, the wave height of the 
first zero-down-crossing wave in fig.l is described as 
H, = r] ftA + r)lt2]. In the ordinary theory, maxima and minima of 
zero-crossing waves are approximated by the simultaneous 
envelope amplitudes, then Hj is given by eq.l. 

Hl=Rmi+Rm2 (1) 

When the wave spectrum is very narrow, the envelope changes 
gradually. Longuet-Higgins(1952) assumed that wave amplitudes 
are equal to the envelope amplitudes, and we have been 
applying the Rayleigh distribution as the probability 
distribution of zero-crossing "wave height", putting H1=2Rnll. 
However, if the wave spectrum is wide, this assumption brings 
considerable errors. On the basis of eq.l, Tayfun(1981) 
derived probability distributions of zero-crossing wave height. 
Since the gaps between r\(t^) and Rm , which are shown by 5.J in 
fig.l, are order of v2 (Tayfun, 1989, v2 = m0m2/mf-1 , mn : n-th 
order spectral moment), he neglected them. However the zero- 
crossing wave height should be defined, in principle as 

«i = («-, + R..a)-(«i + «1) (2) 

To derive the probability distribution of zero-crossing wave 
height which basis on eq.2, it is necessary to make clear the 
additional probability distribution for Rm and 8j. The envelope 



ZERO-CROSSING WAVE HEIGHT 

5, 

499 

Fig. 1     Components of wave height 

Fig. 2 Probability distribution of R   (r = 5) 
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amplitudes R(t) follow the Rayleigh distribution , however, 
R is not statistically uniform samples from the population 
of envelope amplitude. In other words, because of the uneven 
interval between consecutive Rm, its distribution may be 
depart from the Rayleigh distribution. And there is no 
theoretical probability distribution for 8.. In this study, 
the probability distribution for Rm and 5.J are investigated 
experimentally through numerical simulations. 

Numerical Simulations 

The irregular wave profiles r| were simulated by FFT method 
(8192 points, At=0.05s). Next wave spectrum S(f) with variable 
shape factor r (r=4,5,6,7,8,9,10,15,20) is used in the 
simulations. 

«(/)= j|  exp 4    U 
(3) 

where, f is a peak frequency of S(f). The envelope R(t) was 
calculated by the following equation. 

R(t) = vV(0 + >72(0 (4) 

where, r\ is the Hilbelt transformation of r\. The histgram in 
fig.2 shows the frequency distribution of R(t). The theoretical 
probability distribution for R(t) is the Rayleigh distribution, 
however, we attempted to apply the Weibull distribution as a 
more general distribution (eq.5). 

pOO^-'eJ-^l (5) 

where, x = RIR 

r{(l + a)/a} 

a is the shape parameter, y i-s the scale parameter and T is 
the Gamma function. In fig.2, the solid line shows the 
Weibull distribution whose shape parameter ce=2.027 and scale 
parameter Y=0-639. In the case of a=2.0 and y=0.621, it is 
the Rayleigh distribution. Therefore the probability 
distribution for R(t) agrees well with the Rayleigh distribution. 
The histgram in fig.3 illustrates the frequency distribution 
of Rm . In this case, the spectral shape parameter r is 5. 
Applying the Weibull distribution to this frequency 
distribution, we obtained a result that the shape parameter 
a2=1.864 and the scale parameter Y2=0*697- Tne solid line in 
fig.3 shows that Weibull distribution. In fig.4, the histgram 
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Fig.3 Probability distribution of Rmj   (r = 5) 
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Fig. 4 Probability distribution of 8 i (r = 5) 

Tab. 1   Parameters for Weibull distribution 

r V "1 Yi a2 Y2 si Prnj 

4 0.5571 0.6325 0.08649 1.829 0.8065 0.08469 1.154 

5 0.4041 0.6394 0.06427 1.864 0.6975 0.05435 1.062 

6 0.3247 0.6418 0.05081 1.898 0.6223 0.03802 0.9959 

7 0.2768 0.6430 0.04274 1.939 0.5666 0.02891 0.9459 

8 0.2444 0.6394 0.03767 1.975 0.5193 0.02356 0.9037 

9 0.2205 0.6467 0.03262 1.921 0.4792 0.01955 0.8677 

10 0.2018 0.6546 0.02900 1.941 0.4495 0.01701 0.8395 

15 0.1514 0.6690 0.01988 1.941 0.3548 0.01043 0.7432 

20 0.1256 0.6942 0.01462 1.988 0.2999 0.00775 0.6854 

shows the frequency distribution of 8^ when the spectral shape 
parameter r is 5. Solid line shows the Weibull distribution 
with shape parameter cc1=

:0.639 and scale parameter Y1=0.0643. 

The results for other spectral shape parameters, whose range 
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Fig. 5 Shape parameters of Weibull distribution 

is from 4 to 20, are given in tab.l. Fig.5 shows shape 
parameters of the Weibull distribution. The open circles show 
the shape parameters of the Weibull distribution for Oj and 
the closed circles show those for Rm . Horizontal axis shows 
the spectral band width parameter v. As v increases, the 
shape parameter of the Weibull distribution has tendency to 
decrease. The distributions obtained become a little flatter 
shape compared with the Rayleigh distribution. We concluded 
that uneven sampling from the population of R(t) causes this 
deviation from the Rayleigh distribution. 

Probability Distribution of Wave Height 

It is confirmed so far that the probability distributions 
for Rm. and Oj are well approximated by the Weibull distribution. 
To derive the probability distribution of wave height with 
the definition as eq.2, it is necessary to investigate the 
following points. 

1. The joint probability distribution between consecutive 
envelope amplitudes Rm. and Rm.H ; p(Rm ,Rmj+1> 

2. The joint probability distribution between 5^ and oj+1 ; 
P(63,5j+1) 

3. The joint probability distribution between Rm=(Rm.+Rm.+ ) 
and 6=(6j+8j+1) ; p(Rm,5) 

First of all, the probability distribution for Rm and R 
are also approximated by the Weibull distribution. The shape 
parameter is denoted by a2.   Since the interval between Rm and 
R   is about half of the mean period, Rm and Rm  must have mj+1 *• mj        mj+i 

correlation. With only above limited conditions, however, it 
is not possible to determine the joint probability distribution 
theoretically. In this study, we use the 2-dimensional Weibull 
distribution (Kimura, 1981) as the joint probability distribution 
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for  the  consecutive   envelope  amplitudes,   p(Rm ,1^    ), 
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'f«»•.«». ,) = —7 r I 1 I* 1  I ^12 2 I 

• exp/ -- 
2 r2-p 

R,"2 + «:2. 
na2/2 Da2/2 

(6) 
y2-p 

where, i0 is the modified Bessel function of the first kind 
(0-th order), p is the correlation parameter between Rm and 
R„ • 

p=Ky2 

and K is given as following (Kimura and Ohta,1992) 

f*i3=["s(/) cos {in (f-f)t„ 

M,4 = //" «(/) sin { 2K(/-/H„ 

(7) 

(8) 

df 

4f 

fd = [ -0.186/ r + 0.735 )/„ 

/, = ( 1.61 /r + 1.62) /„ 

/=m,/m0     ,      tm = <jmj t 

(4 £ r s 20) 

(4 s r £ 20) 

Because Rm is not normalized by its mean, the scale parameter 
Y2 is given as follows. 

)V rl (1 + a2) / oe3 

(9) 

Fig.6 shows that the 2-dimensional Weibull distribution agrees 
well with the simulated joint frequency distribution between 
Rm and R„ . Three cases of r=5,10 and 20 were shown in irij mj+1 ' 

fig.6. Similar agreements are obtained in other cases 
(r=4,6,7,8,9,15). 
Second, the probability distribution for 8. and §.+1 are also 

approximated by the Weibull distribution. The shape parameter 
is described by ax. Open circles in fig.7 show the correlation 
coefficients between 5^ and 5j+1, and fig.8 illustrates the 
distribution of 6^ and 5j+1 in the case r=5. Although calculated 
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Fig. 8  Distribution of 8j and 6j+1   (r = 5) 

correlation coefficient is about 0.2 in this case, we can not 
see apparent correlation as shown in fig.8. Considering 8j 
and oj+1 are independent, then, we tried to apply the product 
of Weibull distribution as a joint probability distribution 
between bj  and 8j+1, p( 6S ,6j+1). 

P(*y.«y..) = 4y 
Y6p-'s;r exp 

2ri\°?l + W) (10) 

Since 8- is not normalized by its mean, the scale parameter Yj 
IS gxven as 

1 rl(1 + a,)/a, a.."1 

(11) 

Fig. 9 illustrates a comparison between the product of the 
Weibull distribution and the simulated joint frequency 
distribution of 8^ and 8j+1 in the cases of r=5,10 and 20. 
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Third, the joint probability distribution between Rm=(Rm+Rm ) 
and 8=(5j+5j+1) is determined by using above results. Closed 
circles in fig.7 show the correlation coefficients between Rm 
and 8. Although the calculated values are about -0.1, we 
consider Rm and 8 to be independent. Therefore, the joint 
probability distribution between Rm and 8 is given by the 
product of the probability distribution for Rm and it for 8. 

Using above results, we derive the probability distribution 
of zero-crossing wave height. First, the probability 
distribution for Rm, which is denoted by p(Rn), is given as 
eq.(12). 

P*.= 
Mri 

R.„- R. 

• exp 

Ayi-p 
'«,„-«„ 

:;/2 («„-«,„, p/2 

Yt~P 
dR„, 

(12) 

Second, the probability distribution for 8, which is described 
bY P(S)f is given as following. 

P(6) 
4r,2 

S-d; 

exp ^{*",+(a-M"'} d6. 

(13) 

The zero-crossing wave height is defined as H=Rm-8, and the 
probability distribution of H can be obtained by 

TROPICAL r»H 
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Fig.10(c) Wave height distribution (r=20) 
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Fig. 11   Exceedance probability 
(chain line : r=5, dotted line: r=10, broken line: r=20, solid line: Rayleigh) 

P(.H) 
4 Irl-P2) 

exp 
'•{r?-p2)\  m' 

R"*+  R„-R„ 

^(S--^)"^ 

1i-P 
dR„ 

4y,' 
or1 [*.-"-*,y 

exp 
1 

"2y, 
R„-H-d, d&,    dRm 

(14) 

As results of the numerical calculation of eq.(14), the 
probability distributions of zero-crossing wave height are 
obtained as shown in fig.10(a)-(c) . (a) is the case when the 
spectral shape parameter r=5, (b) r=10 and (c) r=20. The 
solid line shows the present theory and the broken line shows 
the Rayleigh distribution. Fig.11 shows the exceedance 
probability of wave height. The chain line, dotted line and 
broken line show the distribution when r=5,10 and 20, and 
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solid line shows the Rayleigh distribution respectively. We 
can see considerably larger probability than the Rayleigh 
distribution when r=5. 

.Conclusion 

The probability distributions of zero-crossing wave height, 
when the gap between maximum(minimum) of wave profile and the 
simultaneous envelope amplitude is taken into account, were 
derived. As the result, larger probability of exceedance than 
the Rayleigh distribution was obtained in the range of larger 
wave height, when the spectrum is wide. 
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CHAPTER 38 

NUMERICAL SIMULATION AND VALIDATION OF 
PLUNGING BREAKERS USING A 2D NAVIER-STOKES MODEL 

H.A.H. Petit1}, P. T6njes2), M.R.A. van Gent3), P. van den Bosch1' 

ABSTRACT 

The numerical model SKYLLA, developed for simulation of breaking waves on 
coastal structures is described. The model is based on the Volume Of Fluid method 
and solves the two-dimensional (2DV) Navier-Stokes equations. Weakly reflecting 
boundary conditions allow waves to enter and leave the computational domain. 
Impermeable boundaries can be introduced to simulate a structure. A two-model 
approach can be used to simulate overtopping over a low crested structure. Results 
obtained with the model are compared with those obtained with physical model tests 
for waves on a 1:20 slope of a submerged structure. 

INTRODUCTION 

Traditionally, wave motion on coastal structures was studied by means of physical 
small-scale model tests. Some phenomena can be studied quite well on a small scale 
whereas others, like those which involve effects of viscosity, cannot. 
Numerical models do not have the disadvantage of scaling however, they have the 
disadvantage that the equations they solve represent a simplification of reality. 
Most models used to simulate wave motion on structures either solve the shallow 
water equations or potential flow formulations. For examples of the first we refer 
to Kobayashi et al.(1987) and Van Gent (1994). For examples of methods based on 
potential flow we refer to Klopman (1987) for the two dimensional case and to 
Broeze (1993) for a solver for three-dimensional flow. The shallow water equation 

Delft Hydraulics, P.O.Box 152, 8300 AD, Emmeloord, The Netherlands. 
Ministry of Transport, Public Works and Water Management. Directorate-General of Public 
Works and Water Management (Rijkswaterstaat), Road and Hydraulic Engineering Division, 
P.O. Box 5044, 2600 GA, Delft, The Netherlands. 
Delft University of Technology, Dept. Civil Engrg., P.O. Box 5048 GA Delft, The Netherlands. 
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solvers cannot directly simulate wave breaking but need to add extra dissipation to 
simulate the wave height reduction caused by breaking. The potential flow solvers 
can solve the flow very accurately up to the moment where the flow domain becomes 
multiply connected as a result of the breaking process. After that moment these 
methods become unstable and the calculation breaks down. Solvers based on the 
MAC (Marker And Cell) or the VOF (Volume Of Fluid) method can solve the 
Navier-Stokes equation for breaking waves. 

THE 2D-NAVIER-STOKES MODEL 

The Volume Of Fluid method (Hirt and Nichols, 1981) has been made applicable 
for simulation of wave and flow phenomena on coastal structures (Petit & Van den 
Bosch, 1992 and Van der Meer et al., 1992). The model solves the two-dimensional 
incompressible Navier-Stokes equations with a free surface. 
For the treatment of the free surface a redistribution of water contained in the cells 
of the computational grid has to take place once the velocity is known. The method 
called FLAIR (Ashgriz and Poo, 1991) has been adopted for this purpose. Arbitrary 
free-slip boundaries can be introduced in the model to simulate breaking waves on 
impermeable coastal structures. The numerical simulation of the breaking process is 
not limited to the moment where the fluid domain becomes multiply connected. 

IMPROVEMENTS 

Recent improvements of the model involve the use of weakly reflecting boundary 
conditions that allow nonlinear waves based on a Rienecker and Fenton (1981) 
(R&F) formulation to enter the domain. Further improvements allow the simulation 
of overtopping at a dike, not only with respect to the volume of water, but also a 
detailed simulation of water running down the rear of the dike (Petit et al. 1994). 
Furthermore, the simulation of flow through permeable structures has been made 
possible for the model (Van Gent et al. 1993) which, however, is beyond the 
framework of this paper. 

WEAKLY REFLECTING BOUNDARY CONDITIONS 

In Figure 1 we show a situation where weakly reflective boundary conditions are 
needed at both sides of the model. 
The waves are assumed to enter the domain at the left. They are given by the free 
surface elevation r\in(x0,t), and the velocity components ujn(x0,y,t) and wjn(x0,y,f) in 
x- and y direction respectively. At the right boundary the incoming waves are set to 
zero, although the model allows waves to be sent in from both sides. The equations 
which prescribe the weakly reflecting boundary conditions at the left boundary are: 

l-Cn-nJ-cftn-n^-rO!-^) (D 
at ox 
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(2) 

—(w-wJ-C—(w-wj =0 
dt '"       dx 

(3) 

Here, it is assumed that at the boundary the free surface elevations and the velocity 
components can be decomposed as the sum of a wave travelling to the right and a 
wave travelling to the left. For the surface elevation at the left boundary this 
becomes: 

1 CM) = 1«(*+C0 + Tli.(*-C0 

WEAKLY REFLECTIVE BOUNDARY  CONDITIONS 

FREE  SURFACE 

IMPERMEABLE  SLOPE 

Figure 1  Model application with two weakly 
reflective boundary conditions 

In the case where r=0 this signal 
satisfies    the    weakly    reflecting 
boundary condition (1) perfectly. 
If, again for the case of r=0, r\ is 
replaced by  \\+d where d is a 
constant, equation (1) will still be 
satisfied. This means that a change 
in the time averaged water level 
caused by inaccuracies in the code 
will   not   be   corrected   by   the 
boundary   conditions.   The   same 
problem  occurs   for  the  weakly 
reflective boundary condition for 
the x- velocity component (2). We 
have experienced that in using free slip boundary conditions at the bottom unrealistic 
average velocities can develop during lengthy computations. By choosing r equal to 
a small positive constant a time averaged value for the free surface elevation t| and 
for the velocity in x direction u can be prescribed. Although the amplitude of 
the incoming signals will be reduced for positive values of r, small values like 
r = «/5 which theoretically reduce the amplitude by a factor of 0.995 prove to work 
quite well. 
In order to test the quality of the weakly reflecting boundary conditions with 
incoming nonlinear waves, the velocities and the free surface elevation from the 
R&F solutions were used. At the left boundary of a numerical wave flume with a 
constant water depth, these waves were generated using a weakly reflecting boundary 
condition. At the right boundary again a weakly reflecting boundary condition was 
used to allow the waves to leave the domain undisturbed. At both boundaries of the 
Navier-Stokes model the velocities and the surface elevation were calculated and 
compared with the incoming signal. For a flume with the length of one wave length 
(wave height 0.2 m, period 3.0 s) the time series of the free surface elevation at the 
right and the left boundary are shown in Figure 2. Here we can see that, once the 
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initial disturbances have left the domain, incoming and outgoing signals match 
nicely. 

V  O) 

.0   3.0   6.0   9.0  12.0  15.0  18.0  21.0  24.0  27.0  30.0 

t (s) 

.left i ncomi ng wave, . _ _ right outgo ing wave. 

Figure 2   Time series of free surface elevation in a numerical wave flume in order 
to test the weakly reflecting boundary conditions at both sides 

IMPERMEABLE BOUNDARIES 

The velocity components used in the VOF method are defined at the centres of 
the cell faces. In order to discretize the spacial derivatives in the Navier-Stokes 
equations, velocity components at several locations are used. They are indicated by 
the arrow in Figure 3 for the case of the momentum equations in the horizontal 
direction. 

In order to model an impermeable boundary as indicated by the line, one could 
choose to change the stencil of velocity components such that none of the velocity 
components needed in the discretization is beneath the impermeable boundary. The 
disadvantage of this approach is that on a vector computer the vectorization of the 
computational process would be frustrated by the different treatment of the equations 
inside the fluid and at the boundaries. We wanted to avoid this problem and decided 
to define virtual velocities at those positions beneath the impermeable boundary. 
They are indicated by the dotted vectors in Figure 3. In Figure 4 an example of a 
submerged structure is shown where only the virtual velocities are given. 
The virtual velocities which are to be defined beneath the surface of the structure are 
determined by the boundary conditions at the surface. 
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Figure 3 Velocity components needed 
to discretize the horizontal 
momentum equations 

Figure 4 Virtual velocity components 
beneath the surface of the 
structure 

In the program only the free slip boundary condition was implemented. Both 
conditions at the impermeable surface now become: 

3MT 

dn 
-^=0 (4) 

u =0 (5) 

where un is the velocity component in normal direction to the impermeable surface, 
n the coordinate in this direction and «T the velocity component along the surface. 

The 14 cell categories which are identified in 
the program are shown in Figure 5. As can be 
seen here the impermeable boundary is to be 
modelled as a straight line inside each cell. For 
the case of category 4 we will examine how 
the virtual velocities can be determined. The 
velocity components shown in this figure are / 

those which are used to discretize the imper- 
meability and free slip condition. 

Figure 5 Examples of cell categories used in 
SKYLLA 
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By using the components of the normal unit vector at the part of the slope in this 
cell, nx and ny, the equations (4) and (5) can be rewritten as: 

2 dw     idu 
»v 

dx 
-«„ 

dy 
nxny 

du 
dx 

dw 
dy 

(6) 

nxu+nv = 0 (7) 

The velocity component shown in 
Figure 6 can be used to find a first 
order accurate approximation of the 
derivatives in the free slip condition 
at the collocation point indicated by 
the small circle in Figure 6. At his 
same position the impermeability of 
the slope can be approximated second 
order accurately by using linear 
interpolation. In this way two linear 
equations are found from which the 
virtual velocities can be determined. 
For each cell category the two virtual 
velocities involved are chosen such 

* 

1 

Figure 6 Virtual velocity components for a 
cell of category 4 

that all velocities needed for the discretization of the Navier-Stokes equation are 
available. Furthermore, the virtual velocities determined for one cell do not coincide 
with the virtual velocities of another cell. 

«<s. — — — X *%. -•» - - 

- — — — — - \ \ \ - - - 

. \ \ - - - 
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Figure 7 Test for impermeable free-slip boundaries 
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In Figure 7 we show the result of a computation with a falling slope. The compo- 
nents of the velocity vectors shown here were determined as the averaged values of 
the velocity components at the boundaries of each cell. The velocities beneath the 
impermeable boundary are partially determined by the virtual velocities. As can be 
seen in this figure, the resulting flow near the structure is well aligned with the 
surface of the structure. 

OVERTOPPING BOUNDARY CONDITIONS 

Computations with the VOF method are very costly. Especially if the cell sizes 
are small the explicit time solver will need very small time steps to keep the 
computations stable. In each time step a Poisson pressure equation needs to be solved 
to ensure the incompressibility of the fluid. This leads to a set of equations to be 
solved for the pressure in each cell. The computational effort to solve the pressure 
equations is roughly proportional to (N*M)25 where N is the number of cells in 
horizontal direction and M the number in vertical direction. In cases where a low- 
crested structure is to be modelled the computation can be carried out applying two 
separate computational domains, provided that the flow at the top of the crest has 
supercritical velocity. 

registration  column I black  hole  column 

"^>"^ 

MODEL   1 

MODEL  2 

Figure 8 Registration and black hole column at different locations used in the two 
model approach 

The first part of the computation takes place in model 1 as indicated in Figure 8. At 
the right boundary indicated by 'black hole column' we use the boundary conditions 
ux = 0 and wx = 0. Furthermore, we set the F value equal to zero in this column 
each time step. The F values and velocity components are registered during the 
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computation in the 'registration column' each time step. The registered quantities are 
used during the second computation which involves the flow in model 2 as indicated 
in Figure 9. 
In a strict sense the incompressibility condition can only be satisfied in a simply 
connected domain by solving the pressure Poisson equation. We expect, however, 
that in the case where free slip boundary conditions are used and the layer of water 
at the crest of the structure flows with a supercritical velocity, the errors introduced 
by using this method will be small. 

VALIDATION OF WAVES ON A 1:20 BAR 

In order to gain insight in the performance of the numerical model, physical 
model tests were performed with waves on a submerged bar with a front slope of 
1:20. Here we did not use the two-model approach as the velocities at the top of the 
structure would not be supercritical. Incident regular waves broke on this bar as 
weakly plunging breakers. Figure 9 shows the experimental set-up used. The 
numerical set-up used in the verification runs was simpler because at the time the 
verification took place the falling slope option had not been implemented. Figure 10 
shows the left part of the slope used in the experiment. 

EXPERIMENTAL SET-UP 

-20.0 0.0 10.0 20.0 
X-AXIS (m) 

Figure 9 Bottom topography used in wave flume 

Velocity profiles at a large number of locations were measured with Laser-Doppler 
Velocity meters. Those positions are indicated by the blocks in Figure 10. The wave 
profile was recorded using a video camera. The position of the free surface was 
determined electronically from the video registration, which resulted in two or more 
lines in regions with much air entrainment. As the position of the free surface is 
not a variable in the VOF method the free surface had to be defined using the 
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F-function. This quantity is the volume fraction of the cell which is filled with fluid 
(which explains the name Volume Of Fluid). We chose the value F= 1/2 to define 
the location of the free surface. To send in waves into the numerical model we used 
solutions obtained by the R&F (1981) method. The parameters used to get this 
solution were obtained by comparing the free surface as prescribed by R&F with the 
measured free surface of the incoming waves assuming the reflected waves to be 
negligibly small. 

SKYLLA: VERIFICATION VELOCITIES 

6.0 8.0 
X-AXIS (m) 

12.0 14.0 

•   POSITIONS 

Figure 10 Schematized bottom used in numerical simulation 

The following wave parameters were found: 

Wave height 
Wave period 
Still water level 

0.29 m 
1.80 s 
0.80 m 

For the R&F solution we used 16 Fourier components. The mean Eulerian velocity 
was set to zero m/s. The resulting wave length of the incoming waves was 4.41 m. 
Comparison of the velocity profiles of the R&F solutions and the measured velocities 
showed that the crest velocities were somewhat too large wheras the trough velocities 
were underestimated in an absolute sense. We expect this to be caused by the fact 
that the undertow is assumed to be uniformly distributed over the vertical in the 
potential model solved by R&F. In practice, however, smaller velocities occur near 
the bottom and higher velocities more upward in the vertical. 
For the computation 480 cells were used in horizontal direction and 50 in the 
vertical. The kinematic viscosity was set to 0.001 m2/s. 
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After the numerical solutions had become periodic we started the comparison. 
Figure 11 shows the first of the comparisons. Here we see that once the waves start 
climbing the slope the wave length of the numerical waves become smaller than the 
measured value. 

SKYLLA: VERIFICATION SURFACE ELEVATIONS 

6.0 8.0 
X-AXIS (m) 

14.0 

• MEASURED CALCULATED 

Figure 11 

Here we can also see that, the breaking process in the numerical model takes place 
at the right position. Figures 12 and 13 show the comparison at time intervals of 
0.48 s. 
The effect of shoaling which is clearly visible in Figure 12 for the measured spilling 
wave at 8.5 m is not represented well in the numerical simulation. Furthermore, it 
can be seen in Figure 13 that the breaking process itself develops faster in the 
numerical model as the decrease in wave height is faster. The transmitted waves at 
the right boundary, however, were found to be rather accurate. 

In Figure 14 we show the measured and computed horizontal and vertical velocities 
at the left boundary of the model. The problems which arise when in using R&F 
solutions regarding undertow which were mentioned earlier, reduce the absolute 
velocity at the trough of the waves. In Figures 15 and 16 we show the comparison 
of these velocities at 5 and 9 m from the left boundary of the computational domain. 
All velocities shown here were measured at about 0.5 m from the zero level of the 
wave flume. 
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Figure 13 
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SKYLLA: VERIFICATION VELOCITIES 
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X = 0.00 m 
Z = 0.50 m 

Figure 14 Comparison of measured and calculated velocities; u denotes horizontal 
velocities, w denotes vertical velocities 
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Figure 15 Comparison of measured and calculated velocities; u denotes horizontal 
velocities, w denotes vertical velocities 
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Figure 16 Comparison of measured and calculated velocities; u denotes horizontal 
velocities, w denotes vertical velocities. 

CONCLUSIONS 

The VOF method has been made applicable for the computation of breaking 
waves on coastal structures. Verification with measurements has shown that the 
program can fairly well simulate waves on a structure. The differences with 
measurements found in the comparison can partly be explained by the way the 
boundary conditions were used to define the incoming waves. 
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CHAPTER 39 

Wave Velocity Field Measurements over a Submerged Breakwater. 

Marco Petti,1 Paul A. Quinn,2 Gianfranco Liberatore3 k William J. Easson4 

Abstract 

The main focus of the experiment was to observe and measure large-scale 
vortices generated by breaking waves over a submerged breakwater. These flow 
structures are important in sediment transport due to their ability to trap sedi- 
ment particles negating their normal settling velocity. The technique of Particle 
Image Velocimetry (PIV) was used to measure the spatial distribution of velocities 
at an instant; an approach which is essential for measuring coherent structures 
in the flow. Experiments were conducted in the 50m flume at The University of 
Florence which was fitted with a 1:100 beach, wave elevations, as well as velocity 
fields, were measured. 

The paper deals with the experimental details and a display of the velocity 
and vorticity maps obtained using PIV. 

Introduction 

There is considerable interest in the use of submerged breakwaters for coastal 
protection purposes, but there is little information on the efficiency of such struc- 
tures due to the poor knowledge of the local hydrodynamics. Consequently there 
are no analytical or numerical models (Kobayashi & Wurjanto, 89) which can 
fully describe the processes involved, and so experimental data is still valuable 
(Arhens, 89, Van der Meer, 90, Petti & Ruol, 91, 92). This study attempts to 
examine the velocity fields of waves breaking over submerged breakwaters, pay- 
ing particular attention to the formation of large scale vortices formed by the 
breaking waves. These play a major part in sediment transport because sediment 

1 Lecturer, Department of Civil Engineering, The University of Florence, Via di S. Marta, 3, 
1-50139 Florence, Italy. 

2Research Associate, Fluid Dynamics Unit, Dept. of Physics k Astronomy, The University 
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4Senior Lecturer, Department of Mechanical Engineering, The University of Edinburgh, 
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particles can become trapped in vortices thereby losing their normal settling rates 
(Nielsen, 92, 94). Consequently how far these vortices travel and the time they 
take to decay is of significant interest. A further aspect to consider is the effect 
localised scour, due to large scale vortices, has on the stability of the structure. 
This paper concentrates on the experiments carried out and the initial results 
found, which are presented in the form of velocity and vorticity maps. 

It is the technique of Particle Image Velocimetry (PIV) which is possibly the 
most novel aspect of this work; as it provides a spatial distribution of velocities 
at an instant it is ideal for measuring coherent structures. Previous experiments 
have used point measuring systems such as directional micro-propellers (Petti & 
Ruol, 1992) or electromagnetic velocimeters (Mizutani et al, 1992). This approach 
has the drawback that as only a time history of the wave velocity is obtained at 
a single point, coherent structures in the flow, such as large scale vortices, tend 
to get averaged out. 

Particle Image Velocimetry (PIV) 

A review of PIV is given by Adrian (1991) and an introduction to the process in 
a coastal engineering context is given by Greated et al (1992). Further references 
to work using PIV in this publication include Quinn et al (1994) and Earnshaw 
et al (1994). In order to avoid duplication I refer you to those papers for a brief 
overview of the processes involved. 

The only additional point relating to these experiments was that the technique 
of image shifting was used (Bruce et al, 1992, Earnshaw et al, 1994). Without 
going into detail this allows us to measure zero and near-zero velocities and re- 
solves the 180° directional ambiguity inherent with the autocorrelation method of ^ 
PIV analysis; it is analogous to frequency shifting in Laser Doppler Anemometry 
(LDA). 

Experiments 

Experiments were carried out in the 50m flume at The University of Florence, 
which was fitted with a 1:100 sloping beach. For this study a submerged break- 
water was installed about 26m from the wave maker and 22m from the foot of the 
beach. The breakwater was constructed of perspex with an Aluminium support 
structure and was 13.6cm high and 26 cm wide at the top, with an offshore facing 
slope of 1:3.5 and a shoreward facing slope of 1:1.5. The wave flume is shown 
in Figure 1 and the positions of the breakwater, PIV measurement section and 
wave gauges are indicated. 

PIV was used to measure the velocity fields and a set of 16 parallel-wire 
resistance-type wave gauges were used to measure the surface elevations of the 
waves. The 15W Argon ion laser, PIV illumination system and photographic 
equipment were brought over from The University of Edinburgh for this collabo- 
rative study. The laser light sheet required for PIV has to be introduced into the 
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Q®©®©©®®®(§>©©©®©®     Wave Gauges 

Dimensions In cm 

Figure 1: The Wave Flume at The University of Florence. 

Test No. Period, T0 (s) Wave Height, Ho (m) Ursell No. 
1 
2 
3 

2 
3 
4 

0.10 
0.10 
0.14 

19.2 
47.0 
89.3 

Table 1: Wave Parameters 

water from below the beach surface. As the bottom of the flume is not made of 
glass, a special section of the beach had to be built. This allowed the laser sheet 
in through the side of the flume, below the level of the beach and reflected it off 
an underwater mirror vertically up through a transparent strip in the beach into 
the flow. This is shown in Figure 2. 

Direction of wave Propagation 

Underwater 
Mirror 

Side View of PIV Beach Section & Breakwater 

Camera 

Laser Beam 

.Bead 

# -".-• TV":*-:": -_• :-..-.:/:-.:-.: 
^^_ 

Illumination 
System \Underwater 

Mirror 

Section Through Tank Showing 
Laser Path 

Figure 2: The PIV Beach Section 

Three regular waves were used whose parameters are shown in Table 1. These 
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were chosen to break before, over and behind the structure. The waves were 
generated by a absorbing piston-type wave maker, in a water depth of 0.42m. 
PIV measurements were made at four positions around the breakwater and four 
phases of each wave, were recorded at each position, the phases being separated 
by 90°. 

Wave Gauge Results 

Figure 3 shows typical surface elevation records from gauges 1, 3, 5 & 7 for the 
3s wave; Figure 4 shows the same for gauges 9, 11, 13 & 15. There are a couple 
of points worth noting here, firstly that gauge No. 1 is in constant depth water 
(h0 = 0.42m) and secondly that gauge No. 11 is just in front of the breakwater. 

| 10.00-1 Gauge t h - 0.421m 

~i—i—r 
0.00 1.00 2.00 

fl0.00q Gauge 3: h - 0.378m 

0.00- 

Tlme(«) 

0.00 1.00 2.00 

f 10.00-, Gauge 5: h - 0.335m 

-I—i—i—I—r-1—i—i—T-r- 
0.00 1.00 2.00 

-i—|—i—i—i—i—i—r-r- 
4.00 5.00 

Time (s) 

-r—)—I—I—I—I—i—r 
6.00 7.00 

s 
*   0.00- 

Gauge 7: h - 0.292m 

-1—i~i—I—I—|—I—r- 

Time (s) 

Figure 3: Wave Heights (T = 3s) 

aoo        9.00 

i i i 
S.00 

8.00 

The first thing to notice from gauge 1 is that solely monochromatic waves are 
not being produced. There is definite evidence of a second wave being generated, 
and judging from the subsequent gauges this is a free wave, although it is at least 
of a much smaller amplitude than that of the main one. One can ascribe this 
generation of a free wave to the relatively high non-linearity of these waves. The 
Ursell numbers, calculated from Equation 1 are shown in Table 1; the values for 
the 3s & 4s waves being particularly high. It is perhaps not too surprising to see 
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Figure 4: Wave Heights (T = 3s) 

this kind of instability from a wave maker trying to generate sinusoidal waves, 
Osborne & Petti (1994) give a more detailed description of this phenomenon. 

U0 = (HoLD/hl (1) 

Gauges 9 and 11 show significant reflected high-frequency waves, particularly 
in the troughs, with gauge 11 also showing the maximum wave elevation, of 
about 0.1m, due to its position just in front of the breakwater. In addition to 
this, one can also see (from Figures 3 & 4) how the phase celerity decreases as the 
waves approach the breakwater. Gauges 13 h 15 show diminished wave height 
and increased high frequency components following breaking, with evidence from 
gauge 15 of some frequency recombination as the wave crests have increased in 
height and sharpened in profile. 

With the generation of a free wave and a measured reflection coefficient value 
of about 10%, there was a noticeable variation of wave heights at all the wave 
gauge positions. A zero-up-crossing significant wave height analysis from all 16 
wave gauges was carried out and this gives a good indication of the scatter in 
wave heights. This zero-crossing analysis is given for all three waves in Figure 5 

Although there is some significant scatter of the wave heights one can see 
the general trend of increasing wave height towards the breakwater, located just 
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Figure 5: Zero up-crossing significant wave height distribution. 

after gauge 11, and a decrease following breaking. The maximum waveheight 
was recorded at gauge number 10 for the 2s wave, this is due to the fact that 
the wave has already started to break by the time it reaches gauge 11. There is 
further evidence of post-breaking recombination of frequency components with 
the increase in significant wave height after the initial decrease due to breaking. 
This is particularly so for the 4s waves. 

PIV Results 

Due to the large number of measurements taken only a small set of the 48 
velocity vector maps can be shown here. As the focus of the paper is the mea- 
surement of vortices generated by the breaking waves, only one example of a 
wave breaking on the front face of the breakwater is shown. The other results 
are presented, by means of velocity and vorticity maps, for the positions behind 
the breakwater. The convention of positive vorticity indicating an anti-clockwise 
rotation has been adopted throughout. 

Figure 6 shows a 2s wave breaking on the front face of the breakwater. It 
is interesting to notice that the wave is breaking where the wave meets the fast 
flowing backwash, returning over the breakwater, and not at the top of the wave 
as one might expect.  This formation of a localised bore on the structure gives 
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rise to small waves which travel in the offshore direction. 
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Figure 6: Vector map: 2s wave: Phase 4: Position 2. 

Considering now the 3s wave, Figures 7, 9 & 11 show velocity maps for 
the first three phases at position three, with Figures 8, 10 k, 12 showing the 
corresponding vorticity maps. 

Phase 1 shows a positive vortex down near the bottom of the breakwater in 
an area particularly sensitive to scour, (Liberatore, 92) . Phase 2 shows a large 
region of negative vorticity near the surface to the right caused by the overturning 
of the wave that has just broken, sweeping upwards the positive vortex that was 
located near the foot of the structure in the previous phase. A small negative 
vortex is also being shed by the top corner of the breakwater. The third phase 
shows that the main negative vortex of the previous phase has reduced to a ring of 
smaller vortices and the positive vortex has now either dissipated or been carried 
back over the structure. 

If we now look at position 4 (shorewards of position 3) for the 3s wave we 
can see from Figures 13 & 14 that at phase 4 there is still a significant negative 
vortex. This is most likely to have been generated by the previous wave and has, 
therefore, persisted for about 5s and moved about 0.55m from the rear of the 
breakwater. 

Turning our attention now to the 4s waves, Figures 15 & 17 show veloc- 
ity maps for phases 2 & 3 at position 3, with Figures 16 & 18 showing their 
corresponding vorticity maps. 
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Figure 7: Vector map: 3s wave: Phase 1: Position 3. 

Phase 2 shows negative vorticites near the top right and on the top corner of 
the breakwater, the former being generated by the overturning breaker. There is 
a positive vortex above the rear toe of the structure in a similar position to the 
positive vortex shown at the same phase and position for the 3s wave. In phase 3, 
however, we can see that the large negative vortex has been swept into the next 
position and all that remains are two positive vortices near the bed and surface 
and a positive vortex being generated at the top corner of the structure as the 
flow returns back over the breakwater. 

Moving on to the final position, Figure 19 shows the velocity maps for phase 
2 again and Figure 21 shows the same for phase 4. Figures 20 & 22 show their 
vorticity maps, respectively. Phase 2 occurs just after the wave has broken and 
there is still some aeration of the flow near the surface, particularly near the cen- 
tre of the figure. It has the greatest magnitude of vorticity values of any of the 
waves, with large negative vortices near the surface on the right of Figure 20 and 
near the bed on the left. Two phases later we can see that both negative vortices 
have persisted with the main one, centred about 27.09m in Figure 22 and the 
second one located on the left hand side of the flow. 
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Figure 8: Vorticity map: 3s wave: Phase 1: Position 3. 
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Figure 9: Vector map: 3s wave: Phase 2: Position 3. 
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Figure 10: Vorticity map: 3s wave: Phase 2: Position 3. 



534 COASTAL ENGINEERING 1994 

BM -i 

-a2a- 
i i i | i i i i | i i i i | i i i i | i i i i | i i i i | i i i i | i i i i | i i i i | i i 

26.-45 26.55 2065 2675 26\85 
Position Cm) 

Figure 11: Vector map: 3s wave: Phase 3: Position 3. 
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Figure 12: Vorticity map: 3s wave: Phase 3: Position 3. 
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Figure 13: Vector map: 3s wave: Phase 4: Position 4. 



WAVE VELOCITY FIELD MEASUREMENTS 535 

• ABOVE 10.00 
8.18- 10.00 
6.36- 8.18 
4.55- 6.36 
2.73- 4.55 

. 0.91- 2.73 
-0.91- 0.91 
-2.73- -0.91 
-4.55- -2.73 

^B -6.36- -4.55 
-8.18- -6.36 

-10.00- -8.18 
BELOW -10.00 

27.10 27.20 

Position (m) 

Figure 14: Vorticity map: 3s wave: Phase 4: Position 4. 

0.00 

fr-0.10- 
o 

-020 
• i i I i i i i i 

26.-15 

• i I ' • i • I > • • • I • • • i I • • • • I 

26.55 26.65 2675 

Position (m) 

• i i i i i i • i i i i i i i 

26.85 26.95 

Figure 15: Vector map: 4s wave: Phase 2: Position 3. 
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Figure 16: Vorticity map: 4s wave: Phase 2: Position 3. 
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Figure 17: Vector map: 4s wave: Phase 3: Position 3. 
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Figure 18: Vorticity map: 4s wave: Phase 3: Position 3. 
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Figure 20: Vorticity map: 4s wave: Phase 2: Position 4. 
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Figure 21: Vector map: 4s wave: Phase 4: Position 4. 

• ABOVE 10.00 

n 8.18- 10.00 
6.36- 8.18 
4.55- 6.36 
2.73- 4.55 S 0.91- 2.73 

-0.91 - 0.91 
-2.73- -0.91 
-4.55- -2.73 •• -6.36- -4.55 
-8.18- -6.36 

-10.00- -8.18 
BELOW -10.00 

27.10 27.20 

Position (m) 

Figure 22: Vorticity map: 4s wave: Phase 4: Position 4. 
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Conclusions 

The main focus of this study is to demonstrate the scale and significance of 
large scale vortices generated by waves breaking over a submerged breakwater. 
The ability to do this lies in the use of PIV as the measurement system, due to 
the fact that these flow structures are only measurable with a technique which 
records the spatial distribution of velocities at an instant. The detail of these 
measurements is apparent and a thorough analysis of the data is now called for. 
However, one can get an initial impression, from the results presented (eg. Fig- 
ures 7-10 showing phases 1 & 2 of the 3s waves at position 3), of the importance of 
including vortex generation and interaction in the formulation of sediment trans- 
port numerical models. One such model is the Discrete Vortex Model described 
in Pedersen et al, 1992. 
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CHAPTER 40 

Velocity Field Measurements and Theoretical Comparisons For Non-Linear 
Waves on Mild Slopes. 

Paul A. Quinn,1 Marco Petti,2 Michele Drago3 & Clive A. Greated4 

Abstract 

The way in which the Boussinesq and Serre models deal with the internal 
kinematics of waves on mildly sloping beaches is examined. The equation nor- 
mally used on the depth-averaged horizontal velocity to impose a parabolic profile 
vertically up through the wave is studied using experimentally and theoretically 
obtained values. In general, it is found that for near-bed regions the equation 
provides satisfactory comparisons, however, as one approaches the surface the 
theoretical values can substantially exceed the experimental ones, particularly in 
the crest of the wave. 

Introduction 

A great deal of emphasis has been placed recently on the use of the Boussinesq 
and Serre models in determining near-shore wave motion (Dingemans, 94a, 94b), 
mainly due to its recently improved frequency dispersion capabilities. It has some 
shortcomings, however, in its treatment of the internal wave kinematics based 
mainly on the fact that it only predicts explicitly the depth-averaged horizontal 
velocity and relies on an equation to provide a vertical profile of velocity up 
through the wave, and the divergence of that equation to provide a distribution 
of the vertical component of velocity. 

A description of the Boussinesq and Serre models used in this comparison can 
be found in Brocchini et al, (1992). They also give the equation for the parabolic 
profile of velocity as: 
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u(z) = u - (h/2)(hu)xx + (h2/6)uxx - z{hu)xx - (z2/2)uxx (1) 

Where u is the horizontal velocity component, u is its depth-average, uxx is 
its second derivative with respect to x and h is the local depth from the still 
water level (SWL). If the bottom topography is known then all that is required 
to calculate u(z) is a spatial distribution of u. As Particle Image Velocimetry 
provides a 2-D spatial distribution of the velocity field it is ideally suited for use 
in Equation 1. 

The first part of this paper uses the values for u and uxx from PIV results in 
Equation 1 to calculate the vertical profile of velocity, u(z), and then compares 
this to the actual profile measured in the experiments. This is based upon the 
supposition that the best fit to the actual velocity profile will be obtained using 
the experimental values of u and uxx in Equation 1. Alternatively, if the model 
predicted the depth-averaged velocity distribution perfectly will it then provide 
the correct vertical profile of velocity? 

The second part of the paper is then to compare the distribution of the depth- 
averaged horizontal velocity predicted by the Boussinesq and Serre models with 
the experiments and then calculate their vertical profiles of velocity. 

Particle Image Velocimetry (PIV) 

Although there are a number of institutions around the world who now use 
PIV as a matter of course, it is still relatively new in the field of coastal engineering 
when compared to techniques like Laser Doppler Anemometry (LDA), and as such 
warrants a brief description. A comprehensive review of PIV is given by Adrian 
(1991) and an introduction to the process in a coastal engineering context is given 
by Greated et al (1992). Quinn et al (1993) gives an account of the errors inherent 
in the technique and uses as an example the measurement of waves breaking on 
a 1:30 plane sloping beach. Powell et al (1992) gives an account of the specific 
application to waves breaking on non-uniform beach slopes. 

The first stage of PIV is to photograph the flow, which is seeded with tiny 
particles and illuminated with a pulsing laser light sheet. The idea is that the 
camera shutter is held open for several, say four, pulses of the light sheet so that 
on the photographic negative there will appear four multiple images of each of 
the seeding particles in the flow. Measuring the separation of the multiple images 
at any point will yield the velocity at that point, when coupled with the time 
separation of the light pulses. The seeding particles used in these experiments was 
Conifer Pollen which has a diameter of 50-70 /im and is almost exactly neutrally 
buoyant in water. Typical illumination pulse intervals are about 5ms, and the 
shutter speed of the camera is usually set at l/60s for this type of flow. 

The second stage of the technique is to analyse the developed negative. The 
analysis is carried out on an automated rig described in some detail in Greated et 
al (1992) and Quinn et al (1993). The process involves probing the negative on 
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a regular grid (normally 1mm x 1mm) with the beam from a low power Helium- 
Neon laser. The multiple images of the seeding particles illuminated in the 1mm 
diameter laser beam cause an interference fringe pattern which is captured by 
a CCD camera and passed to a Personal Computer (PC). The separation and 
orientation of the fringes is calculated which gives the average displacement of 
the multiple images in the small interrogation area of the negative and hence the 
velocity vector at that point. This process is carried out for every point in the 
flow field and results in a 2-D velocity array. 

Experiments 

Beach slopes of 1:30 and 1:100 were used in this study. The experiments were 
carried out in the Universities of Edinburgh and Florence respectively. 

Considering the 1:30 slope first, the experiments were conducted in a 10m 
wave flume with a SWL of 0.75 m. The wave maker is a hinged, absorbing paddle 
(Salter, 1982). Due to the restricted length of the flume a 1:30 beach does not 
reach the bottom of the tank. As we have a hinged paddle rather than a piston- 
type wave maker, the water depth cannot be altered significantly, so a ramp was 
installed from the bottom of the wave maker to the foot of the beach, 3m away. 
The water depth at the foot of the beach was 0.19m and as the waves were so 
small, (T = Is, H — 0.032m) the set-up was deemed, if not ideal, then at least 
satisfactory. A section of the tank showing the beach and the PIV illumination 
system is shown in Figure 1. 

wove propagation 

Figure 1: The Flume and PIV Illumination Section. 

Regular waves with a period of Is and a wave height of 0.032m were used. 
PIV measurements were made at five adjoining positions along the beach, each 
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position being 0.6m in length.   Four phases of the wave were recorded at each 
position. 

As the 1:100 beach slope was too mild for the wave flume in Edinburgh the 
experiments on this slope were carried out in the 50m flume at The University 
of Florence, Italy. The laser and PIV illumination system were taken over to 
Florence, from Edinburgh, for these collaborative experiments. As the flume in 
Florence does not have a glass bottom a special section of the beach had to be 
built which allowed the PIV laser light sheet in through the side of the tank, 
below the level of the beach, and reflected it off an underwater mirror up through 
the beach and into the flow. This is shown in Figure 2. 

Direction of wave Propagation 

I Poaltlon 11 Position 2 

Underwater 
Mirror 

s 
1 

Beach ' 

Poaltlon 3| Poaltlon 4I 

Side View of PIV Beech Section 

Camera 

PIV 
Illumination 
Suatem 

£ 
Vjnderwati 

Mirror 

Section Through Tank 
Showing Laser Path 

Figure 2: The PIV Beach Section in Florence. 

Once again regular waves were used, this time with a period of 3s and a height 
of 0.1m. The waves were generated in a water depth of 0.42m and propagated 
about 25m up the beach before they broke. Eight positions were measured around 
the breaking zone and four phases of the wave were measured at each position. 

The wave flume in Florence is fitted with a piston-type wave maker which 
does have an absorbing system, however, for this experimental set-up with an 
extremely mild beach slope and no structure to provide a significant reflection, 
the wave repeatability, as measured by wave-gauge analysis, was worse with the 
absorbing system activated. For this reason the absorbing system was switched 
off for these experiments. In order to minimise the effect of the unrepeatability 
of the waves the first PIV measurement was taken 40s after the start of the wave 
maker and the subsequent phases were taken from successive waves. The tank 
was allowed to settle for about 5 to 10 minutes between runs. 

Velocity Profile Analysis 

Returning to the main aim of the paper, to examine the equation providing a 
vertical profile of velocity from the depth-averaged velocity component given by 
the Boussinesq and Serre models.  All that is required to calculate the vertical 
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profile of the horizontal velocity component, u(z), from Equation 1, is a spatial 
distribution of the depth-averaged horizontal velocity. This can easily be calcu- 
lated from PIV measurements. If one considers Figure 3, which shows the velocity 
field of the crest phase of a Is wave on a 1:30 slope, the depth-averaged velocity 
can be calculated for each column of vectors. Figure 4 shows the resulting spatial 
distribution of the depth-averaged velocity. 
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Figure 3: Velocity Vector map for a Is wave on a 1:30 slope. 
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Figure 4: Depth-averaged velocity distribution for a Is wave on a 1:30 slope. 

In Figure 4 the points are the depth-average horizontal velocity components 
calculated from the vector map (Figure 3).  The curve is a least squares poly- 
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nomial and has been used to calculate uxx and (hu)xx. It was not possible to 
calculate these derivatives from the actual values of u because the standard de- 
viation in calculating the means was of the same order of magnitude as the 
difference between the mean values at adjacent positions. This resulted in the 
second derivatives being wildly inaccurate. The curve has been used to smooth 
out this essentially statistical variation, and as the fit is so good it is not thought 
to introduce any significant errors. 

One can now look at the parabolic velocity profiles calculated from the exper- 
imentally obtained values of u, uxx and (hu)xx together with the actual measured 
profiles. Figure 8 shows this at 5cm steps along the wave. 

There are several things to notice from Figure 8: firstly the agreement in 
general is quite good and particularly so near the bed. For x = 1.20cm the 
poor agreement is due to an error introduced by trying to fit the polynomial 
approximation, used to calculate uxx, near the edges of the data. There is a 
tendency for the parabolic profile to exceed the measured values in the near- 
surface region of the crest. This effect is even more noticeable further up the 
beach where the wave is more non-linear. This is shown in Figure 9 for a 3s 
wave approaching breaking on a 1:100 slope, the vectorplot of which is shown in 
Figure 5. The same effect also occurs on the 1:30 slope. 
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Figure 5: Vector map for a 3s wave on a 1:100 beach 

The next step is to see how well the Boussinesq and Serre models can predict 
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the depth-averaged horizontal velocities. The models were given the same wave 
input parameters, the bottom slope and initial depth for the 1:30 beach. Figure 6 
shows the comparison of the distribution of the depth-averaged horizontal velocity 
given by the Boussinesq and Serre models with the measured values from the 
vector map in Figure 3. 
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Figure 6: Comparison with the Boussinesq and Serre Models on a 1:30 Beach 

In order to calculate the velocity profiles from the models' predictions a least 
squares polynomial was used, once again. This is also shown in Figure 6. The 
velocity profiles, calculated in the same way as before are now shown in Figure 10. 

Doing the same for a position further up the beach we get the comparison 
shown in Figure 7 and the velocity profiles shown in Figure 11. 

Conclusions 

PIV results have been used to test the equation used by the Boussinesq and 
Serre models to provide a profile of velocity up through the wave. 

In general the comparison of a parabolic profile calculated from experimental 
values agreed fairly well with the measured profiles. The agreement was particu- 
larly good near the bed. 

There was a consistent overestimate of the measured velocity by the parabolic 
profile in the near-surface region of the crest of the wave, which appears to get 
worse as the wave steepens. The degree to which this discrepancy increases 
with non-linearity has yet to be quantified. One can briefly envisage one of 
the problems; Equation 1 is derived assuming the same range of validity as the 
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Figure 7: Comparison with the Boussinesq and Serre Models on a 1:30 Beach 

Boussinesq and Serre models ie., they include terms of order (kh)2, but they 
ignore those of order (a/h)(kh)2, where a is the wave amplitude; however, as one 
approaches breaking a/h = 0(1) and so the neglected terms are of the same order 
of magnitude as the included ones. 

The comparison of the Boussinesq and Serre model predictions of the depth- 
averaged horizontal velocity with the measured values shows an overestimate of 
the peak velocity by the Boussinesq model and a very close estimate for the Serre 
model at the first position shown. In the second position, further up the beach, 
the Boussinesq still overestimates the peak value but the Serre now underesti- 
mates it. In both positions the models provided a slightly sharper mean velocity 
distribution than that given by the measurements. 

The velocity profiles calculated from the Boussinesq and Serre model predic- 
tions did not show particularly good agreement. This is due to the difference 
between the predicted and measured spatial distributions of the depth-averaged 
horizontal velocity, and manifests itself by a shift along the x-axis of the mod- 
els' profiles with respect to the experiment's. The shape of the curves predicted 
by the models is similar to that of the experimental profiles, but it still tends to 
overestimate the curvature of the parabola leading to an overestimate of the near- 
surface velocity in the crest region. This indicates the sensitivity of the variable 
uxx because small differences in the predicted and measured distributions of M 

can lead to large differences in the parabolic profile. Only the near-bed velocities 
were adequately modelled on a consistent basis. 
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Figure 10: Modelled and Measured Velocity Profiles at Different Horizontal Po- 
sitions (a;) in the Is wave on a 1:30 Beach. 
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CHAPTER 41 

The Concept of Residence Time for the Description of 
Wave Run-Up, Wave Set-up and Wave Run-Down 

Holger Schuttrumpf1, Hendrik Bergmann1, Hans-Henning Dette2 

Abstract 

Wave run-up, wave set-up and wave run-down are determined by using the 
residence time in the form of a duration curve. This method introduced by 
FUHRBOTER and WITTE (1991) considers the totality of a run-up series without 
considering individual run-up events separately. By using the residence time 
concept, wave run-up is not any more a timeless event but can be described as a 
time dependent variable. The results obtained by using this concept are in good 
agreement with previous studies based on other methods for defining wave run-up, 
wave set-up and wave run-down. The residence time concept has been used for 
regular and random waves. This concept is particularly useful for random waves, 
because there is no need to count the number of waves loading a dike. 

1.      Introduction 

In the past different methods were used to define wave run-up, wave set-up and 
wave run-down in the swash zone. Furthermore these methods didn't consider the 
time the slope is covered by water during an individual run-up event. This led to 
the concept of the residence time developed by FUHRBOTER and WITTE (1991) 
which allows to define wave run-up, wave set-up and wave run-down. 
FUHRBOTER and WITTE verified this concept for a 1:6 slope and for wave run- 
up. But the concept of the residence time also allows to obtain results for wave 
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set-up and wave run-down. Therefore, the concept of the residence time has been 
verified with a more extensive amount of data obtained from tests in the Large 
Wave Flume of Hannover for different slope steepnesses as well as for composite 
slopes. First results are presented in this paper. 

Results for shock pressures obtained by the same tests are reported by GRUNE 
and BERGMANN (1994). 

2. Experimental Set-Up and Test Conditions 

Results of wave run-up tests in the Large Wave Flume (GWK) in Hannover, 
Germany, for dikes and similar structures are presented. These tests were carried 
out for uniform slopes with steepnesses of 1:6 and 1:12 as well as for composite 
slopes with a steepness of 1:3 for the lower slope and with a steepness of 1:6 for 
the upper slope (Fig. 1). A slope steepness of 1:6 was selected because it 
corresponds to the steepest slope recommended for seadikes in Germany (EAK, 
1993). The composite slopes can be characterized by the elevation of the front 
edge dk and the water depth d: 

1.) position of the front edge dk=3.3m, water depth d=4.0m 
2.) position of the front edge dk=3.3m, water depth d=5.0m 
3.) position of the front edge dk=4.5m, water depth d=4.0m 
4.) position of the front edge dk=4.5m, water depth d=5.0m 

This yields ratios of d^d^.825, 0.660, 1.125 and 0.900 for the composite slopes. 
For the two uniform slopes the water depth was d=5.0m. The slopes in the wave 
flume were composed of an asphalt concrete layer covering a sand core. For these 
experiments a wave run-up gauge was used (GRUNE, 1982). All the tests were 
carried out using PIERSON-MOSKOWTTZ and JONSWAP wave spectra covering 
a range between Hs/L0=0.001 and Hs/L0=0.031 (Hs = significant wave height, L0 

= deep water wave length). 

3. The Concept of the Residence Time 

Wave run-up and wave run-down occur in the swash zone (Fig. 2). The highest 
point represents the maximum wave run-up and the deepest point the maximum 
wave run-down. The elevation of the mean water level (MWL) over still water 
level (SWL) at the dike is defined as the maximum landward wave set-up. These 
three processes are described below using the residence time concept. 

The wave run-up on a slope can be given as a function of time. The run-up height 
can be found by the difference between the highest run-up level on the slope and 
the mean water level (MWL) using common methods like a crest to crest, a trough 
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to trough or an upcrossing method. The wave run-up is treated as a time 
dependent event. The time during which a step on the slope is covered by water 
provides the loading time and the time of overtopping can be derived. 
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maximum 
wave set-up 

maximum 
wave run-up 

maximum 
wave run-down 

Swash Zone - Definition Sketch 

The concept of residence time is illustrated by Fig. 3. In the left part the wave 
run-up is plotted versus time. The maximal wave run-up and the maximal wave 
run-down can easily be found. The time At(r)j during which a fixed step on the 
slope is covered by water can be calculated for each wave run-up i. The sum of 
the individual times At(r)j leads to the percental residence time Dr for each step r 
on the slope. The right part of Fig. 3 shows wave run-up as a function of the 
residence time Dr obtained by the residence time concept. 

The residence time Dr can be calculated by the following equation: 

D   =_ 

f. \ 
i=n 

X At(r)i 
i=l 

100 [%] (1) 

t = total duration of the record 

The residence time is limited by the extreme values D=0% and D=100%. 

D=0% corresponds to the highest run-up level r(D=0%) and D=100% to the 
deepest run-down level r(D=100%). The points r(D=0%) and r(D=100%) are 
shown on Fig. 3. 
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In analogy to the 2% run-up exceedance level R,^ (2% of the run-up events 
exceed this run-up height by an upcrossing method) mainly used by other authors 
(WASSING, 1942, FUHRBOTER and WITTE, 1989, VAN DER MEER and 
JANSSEN, 1994) a r(D=2%) run-up height is defined. The run-up level r(D=2%) 
is exceeded within 2% of the total duration t. The wave run-down height is 
indicated by r(D=98%), exceeded within 98% of the total duration. Between these 
two extreme values wave set-up is defined as the wave-induced vertical elevation 
of the mean water level (MWL) above still water level (SWL) (GOURLAY, 
1992). The value r(D=50%) fits well with this definition because the method of 
the residence time is highly time dependent. 

maximal wave run-up 

A«'\ 

/     \   /   \!        r*,(r)n-i AtW, 
/     1 /    li      i A    A 

fc^S 
L J L J       ' LA   LA 
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T          1           ^ 
maximal wave run-down 

fr(D=0%) 

L(f AtwJ.iooi 

'r(D=50%) 

SWL^ 

" i(D=100%) 

t D=0% D=S0% D=100% 

Fig. 3: Definition of the Residence Time 

The difference between r(D=2%) and r(D=98%) yields the loaded area on the 
slope: 

TAB = r(D=2%) - r(D=98%) (2) 

An example for a duration curve is shown in Fig. 4 for a composite slope with a 
front edge at dK=3.3m, a water depth d=4.0m, a wave height Hs=0.75m and a 
wave period Tp=8.0s. Wave run-up r(D=2%), wave run-down r(D=98%) and wave 
set-up r(D=50%) are also indicated. 

4.      Wave   Run-Up,   Wave   Run-Down   and   Wave   Set-Up 
Described by the Residence Time Concept 

Wave run-up, wave run-down and wave set-up are dependent on the wave 
parameters (wave height Hs and wave period Tp) and the slope angle a. Using the 
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wave steepness Hs/L0 (Hs = significant wave height in front of the structure, L0 

= deep water wave period corresponding to T_) and the slope angle a, the 
breaking wave can be described by the surf similarity parameter !^ (BATTJES, 
1974): 

^0 = 
tan a 

VHs , Lc 
(3) 

r(D=50%) 

r(D=98%) 

residence time D [%] 

Fig. 4: The Residence Time as a Duration Curve for a Test on a 
Composite Slope (Hs=0.75m, Tp=8.0s) 

The equivalent slope angle a' for the composite slopes is calculated using 
SAVILLE's method (SAVTLLE, 1958) which has been verified by several authors 
(e.g. MAYER and KRTEBEL, 1994). This leads to an equivalent surf similarity 
parameter ^ for composite slopes. 

»eq 
tan cc / 

VHs / Lo 
(4) 

Relative wave run-up r(D=2%)/Hs, relative wave run-down r(D=98%)/Hs and 
relative wave set-up r(D=50%)/Hs can be related to the surf similarity parameter 
^   by using the following expression: 
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T-A*c< (5) 

A, C, E = coefficients 

Fig. 5 shows a synopsis of the results for relative wave run-up, relative wave run- 
down and relative wave set-up versus surf similarity parameter l;eq. 
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Fie. 5: Wave Run-up, Wave Set-up and Wave Run-down for Smooth 
Uniform and Composite Slopes 

Wave Run-up 

A large number of contributions to wave run-up have been published in the past. 
In most of them the recommended design formulas are extensions of the wave 
run-up formula proposed by HUNT (1959). Extensive studies were carried out in 
the Netherlands by VAN DER MEER and JANSSEN (1994) for uniform and 
composite slopes who suggested the following formula: 

»u2 

Hc 
= 1-5 I eq (6) 

with a maximum relative run-up height of 3.0. 
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By using the concept of residence time wave run-up becomes smaller due to the 
slightly different definition of wave run-up. Wave run-up can be calculated by 

r(D=2%) 
= 1-44 $, eq (7) 

for small surf similarity parameters ^ea<1.0 (Fig. 6). •eq 

For ^ea>1.0 relative wave run-up can be expressed by the following formula: 
r(D=2%) 

1.44 + 0.75 (Sea-1.0) eq (8) 

It can be seen that equations (7) and (8) lead to smaller wave run-up heights than 
equation (6) by VAN DER MEER and JANSSEN (1994). Therefore the ratio 
r(D=2%)/Ru2% is plotted against surf similarity parameter %&> in Fig. 7. The 
average deviation is about 15% with an increasing difference for higher surf 
similarity parameters 
parameters (^eq<1.0). 
similarity parameters (I;  >1.0) and a smaller difference for smaller surf similarity 

Fig- 6: 

1.5 2 2.5 
surf similarity parameter ^q 

Wave Run-up on Smooth Slopes 

Wave Set-up 

For wave set-up in the swash zone most of the known studies were performed for 
very smooth slopes (in GOURLAY, 1992) between tano=0.022 and tana=0.100. 
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Ratio r(D=2%)/Ru2% versus surf similarity parameter ^ <eq 

GOURLAY (1992) presented the following formulas for maximum set-up r\m 

based on field data: 

(rim-TJb^b = °-31 ± °-05     for °-083 < tantx < ai (9) 

and 

(rim-Tib)/Hb = 0.14 ± 0.03    for 0.022 < tana < 0.04 (10) 

rjb = Wave set-down at the breaking point 

Previous studies based on field measurements by YANAGISHTMA and KATOH 
(1990) for a beach slope of 1:60 yield the following relationship between 
maximum wave set-up r|m, significant deep water wave height Hos and surf 
similarity parameter c^: 

He 
- 0.267 $' (11) 

In the present paper data for relatively steep slopes between tanoc=0.083 (1:12) and 
tana=0.333 (1:3) are presented. Fig. 8 shows a relation between the relative wave 
set-up r(D=50%)/Hs and the surf similarity parameter %  . 
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For   0.5<4eq<2.5 the relative wave set-up can be expressed by the following 
formula: 

r(D=50%) _ n.s .0.56 
 Hi  ~ ^ 

(12) 

1.5 

% 
& 

0.5 

A slope 1:6 
0 slope 1:12 
A slope 1:6,1:3; d,,=3.3m; d=4.0m 
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+ slope 1:6,1:3; dk=4.5m; cM.Om 
o slope 1:6,1:3; dk=4.5m; d=5.0m 

A + k*n>    + 

o 

equation (12) f> 4A         A 

£fr** %Z° ' A 

X 
X          * X 

O 
» 
X 
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Fig. 8: Wave Set-up on Smooth Slopes 

Wave Run-down 

Only very few investigations on wave run-down have yet been performed. VAN 
DER MEER and BRETELER (1990) presented large-scale model results for wave 
run-down rd on a 1:3 smooth slope and found the following relationship for 
similarity parameters ^ in the range between 2.0 and 4.3: 

4 - o-i %i Sc 0.5 (13) 

The concept of residence time can also be used for wave run-down. The 
relationship between r(D=98%)/Hs and ^ is shown in Fig. 9. 

For 0.5<^ea<2.5 the following formula can be established: 'eq 

r(D=98%) _ _n , .2.21 
 T?   -     "••*  ^ea H eq (14) 
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Due to a different definition of wave run-down by using the concept of residence 
time the obtained results are likewise smaller than the results by VAN DER 
MEER and BRETELER (1990). 

5.      Concluding Remarks 

Wave run-up, wave run-down and wave set-up have been determined by using the 
concept of residence time in form of a duration curve. This method is highly time 
dependent. First results obtained by the concept of residence time have been 
compared to standard formulas, showing that this concept leads to: 

smaller wave run-up heights 
heigher wave set-up heights 
smaller wave run-down heights 
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CHAPTER 42 

Bottom Shear Stresses under Random Waves 
with a Current superimposed. 

Richard R.Simons1 
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Mehrdad M.Tehrani3 

Abstract 

This paper describes experiments performed with the UCL shear plate device to 
make direct measurements of the bottom shear stress vector under the action of 
combined waves and currents. The three corresponding velocity components have 
also been recorded simultaneously, enabling the results to be expressed in terms of 
a friction factor. The scope of the work extends that of earlier tests on regular 
waves, and includes three sequences of random waves propagating above a fixed 
rough bed in still water and over two orthogonal currents. 

The results show that, for the range of conditions considered, the addition of an 
orthogonal current has no discernable effect on the amplitude of the shear stress 
time series or on the friction factors used to characterize the complete sequence. 
If a single friction factor is used to describe the shear stress throughout a sequence 
of random waves, and if that factor is calculated from the RMS of the shear stress 
during the sequence scaled on an equivalent regular wave with a bottom orbital 
velocity amplitude of urms.V2 , then the results agree well with earlier observations 
from tests on regular waves, and fw can be predicted from standard formulae. 
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Introduction 

The prediction of shear stresses at the sea bed is an important requirement for 
coastal engineers wishing to estimate wave energy loss, current strength, and 
sediment transport around our coastline. These stresses are applied both by wave 
action and by currents, so any non-linear interaction between the two scales of 
motion in a combined wave-current flow makes the prediction of bottom shear 
stress a non-trivial task. 

There are over thirty different theories that have been developed taking into account 
non-linear interaction when predicting bed shear stresses under combined wave- 
current conditions. Many of these have been reviewed by Soulsby et al. (1993) in 
a paper that also brought together existing data sets against which the behaviour of 
the theories could be tested. But whereas this paper concentrated on 
monochromatic wave conditions, other researchers have tried to address the 
problem of currents interacting with a random wave sequence. For instance, Lee 
(1987) proposed a linearization technique for bed shear stress in order to predict 
bottom frictional dissipation under irregular waves; and, in the light of a recent 
field study under random wave conditions, Black and Gorman (1994) suggested a 
modified form of the Christoffersen and Jonsson model. Zhao and Anastasiou 
(1993) have presented a more rigorous approach to the problem, deriving a theory 
based on the regular wave model of O'Connor and Yoo (1988) - itself built on the 
work of Bijker (1966). Equations were derived separately for wave-dominated and 
current-dominated conditions as well as for the general case, and comparisons were 
made with published data. Ockenden and Soulsby (1994) have considered the same 
problem but with the specific requirement of estimating sediment transport rates 
under irregular waves and currents. They put forward a simple solution based on 
an equivalent regular wave (ub = V2.urms, Tp = peak spectral period), and accounted 
for non-linear effects by adopting a parameterised version of the desired wave- 
current model as presented in Soulsby et al. (1993). And, finally, Madsen (1994) 
has developed a modified version of the Grant and Madsen (1979) model to be 
applied when irregular waves propagate over a current. 

While there is increasing attention being paid to the theoretical prediction of bed 
friction under irregular waves on a current, experimental results from tests under 
combined wave-current conditions in general relate to monochromatic waves only, 
and relatively little work has been done under the practical case of random waves 
on a turbulent current. One of the reasons for this is the difficulty of making direct 
measurements of bed friction generated by unsteady flows, and shear stresses have 
often had to be deduced from modified velocity profiles or energy principles. 
However, Simons et al. (1992) have reported direct measurements of bottom shear 
stress using a novel shear plate device deployed in a large wave basin when regular 
waves are propagated orthogonally across a turbulent current, and the present paper 
extends that work to include sequences of random long-crested waves propagating 
across the same currents. 
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Wave Basin 

The tests were performed in a wave basin measuring 20m by 18m, designed for a 
water depth of 1.5 m but with a raised central test area, 9 m by 6 m, over which 
the still water depth was reduced to 700 mm. This plateau area was coated with 
a fixed layer of sand (nominal diameter of 2 mm) to produce a uniform rough 
boundary with a Nikuradse roughness, k, of 1.5 mm - see Simons et al. (1992). 

Ten ram-type wave generators were mounted along one wall of the basin. Each 
ram could be operated under independent control to produce waves with periods 
between 1 s and 3 s, and with heights up to 300 mm. The other three walls 
supported permeable beach units 2.5 m long round the perimeter of the basin. This 
beach system was constructed of synthetic "hairlock" sheets on a rigid frame, with 
a slope of 15° down to half-depth but with a vertical permeable face below that 
level. To avoid reflections of the relatively shallow water waves from this area, 
the 15° slope on the wall facing the wave generators was continued down with 
shingle "fill" to meet the raised bed in the centre of the basin. 

Currents were introduced through a set of gate valves under the beaches in one of 
the side walls, flow being removed through a corresponding set of openings in the 
other side. The current strength was controlled by adjusting the speed of a pump 
which circulated water through a 2-compartment channel round the perimeter of the 
basin. 

Instrumentation 

For successful completion of the work, it was important that direct observations 
could be made of the shear stresses exerted on the bed of the basin by both currents 
and waves. A shear plate device had been developed in a preceding project exactly 
for this purpose, employing a circular "active" element supported on 4 thin columns 
and operating in sway mode in response to the instantaneous force vector. The 
system was described by Simons et al. (1992), and the same instrument was used 
in the present tests. 

To determine the velocity field in the three-dimensional flow created by intersecting 
waves and currents, measurements were made using an ultrasonic current meter 
(UCM) capable of yielding three velocity components simultaneously. The 
transmitters on this instrument "pinged" at 100Hz, giving a response time of l/30s 
and a resolution of lmm/s in a range up to 1 m/s. The UCM was used to record 
the flow field immediately above the wave boundary layer (to correlate with the 
shear plate measurements), and up to the water surface. However, its size (with a 
measuring volume 15 mm in diameter) meant that it was unable to provide detailed 
information within the relatively thin wave boundary layer. 
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Table 1: Observed waves and current test conditions 

Run 
Code: 

Tz 

(s.) 

Hsig 

(cm) 

Usom 
curr. 
cm/s 

rms 

wave 
cm/s 

curr. 
N/m2 

v
rms 

wave 
N/m2 

a/k fw 

CU2 11.3 1.7 0.04 0.01 

CU1 20.1 2.7 0.08 0.02 

WR1P 1.28 14.5 -0.4 7.2 0.00 0.30 13.8 0.058 

WR1CC 1.28 14.4 10.5 7.4 0.03 0.32 14.2 0.058 

WR1C 1.29 14.5 19.5 7.8 0.08 0.35 15.1 0.058 

WR2P 1.49 14.2 0.7 8.9 0.00 0.36 19.9 0.045 

WR2CC 1.48 14.4 10.8 9.2 0.03 0.36 20.4 0.043 

WR2C 1.50 14.7 19.7 9.6 0.08 0.38 21.6 0.041 

WR3P 1.29 17.2 -0.8 8.9 0.00 0.37 17.2 0.047 

WR3CC 1.29 17.2 10.6 9.3 0.04 0.37 18.0 0.043 

WR3C 1.31 17.5 18.9 9.5 0.09 0.42 18.7 0.047 

The water surface elevation was monitored over a 2m by 2m area centred above 
the shear plate using a square array of 16 resistance-type wave monitors. Data 
were sampled at approximately 100Hz on 22 channels for test runs lasting 
approximately 6 minutes. 

Test Conditions 

Three different "random" wave sequences were used (coded WR1, WR2 and WR3), 
all generated from a Jonswap target spectrum with peak periods of 1.3 s and 1.5 s 
- fig.l. Spectra observed at the four wave probes immediately surrounding the 
shear plate (fig.2) show that there were significant reflections in the basin at 
discrete frequencies, but these did not hinder the main objective of the research 
which was to correlate observed bottom shear stresses to the velocities immediately 
above the bed. 
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Figure 1  Sample of random wave sequence WR1 with strong current added. 

Each wave spectral sequence was tested under three flow conditions: firstly through 
initially still water, secondly over a current with a mean velocity of 0.1 m/s, and 
finally over a current with a mean velocity of 0.2 m/s. The two currents were also 
tested without waves.   Test conditions are listed in Table 1. 

The wave sequences were reproducable, so that each test could be repeated with 
the UCM positioned at different heights above the bed. In this way velocity data 
were obtained at 18 positions through the flow depth for each test condition, while 
at the same time recording bottom stresses and wave surface elevations as a check 
on repeatability. The wave signal generator was not directly synchronised with the 
data recording system, so comparison between time-series from different tests 
required a small manual time-shift. 
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Figure 2  Spectra measured at 4 wave probes close to the shear plate. 

The repeatability of the wave sequences was confirmed by the ease with which it 
was possible to overlay the time-series from tests with waves alone and those with 
orthogonal currents superimposed - as in fig.3. 

Analysis 

Because of the characteristics of the shear plate, it was necessary in the initial 
analysis of observed "shear stresses" to correct for the wave-induced pressure on 
the edge of the active plate. Under regular wave conditions it is possible (assuming 
an appropriate wave theory) to infer the pressure field across the bed of the basin 
from the fluid acceleration at a single point just outside the wave boundary layer 
above the centre of the plate.   This procedure becomes more questionable under 



BOTTOM SHEAR STRESSES 571 

1E 

225.     227.     229.     231.     233.     235.     237.     239.     241. 

Time   (sec) 

Figure 3   Wave-induced velocities and shear stresses for random waves: 
a) in still water,   b) with weak current,   c) with stronger current. 

irregular wave conditions, and in the present tests the calculation was simplified by 
taking the pressure gradient to be constant across the whole plate area. 

It was also possible to apply a further correction to account for the pressure/inertia 
force being applied to the sand grain roughness attached to the plate. Although this 
force is a real effect, acting to generate sediment transport and dissipate wave 
energy, its consequences are far greater in laboratory scale experiments (with the 
ratio of wave length to grain diameter approximately 103 ) than in the field (ratio 
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greater than 105), and might distort the interpretation of bottom forces. However, 
it was largely this force component that gave the "shear stress" a significant phase 
lead over the near-bed velocity. 

Analysis of the random wave tests was performed both wave-by-wave, comparing 
maximum and minimum shear stresses and velocities during each wave crest and 
wave trough, and also in terms of the RMS of these quantities for the complete 
wave sequence (neglecting the first 20s start-up period), measured under the three 
different current conditions. 

Results 

Table 1 summarises results from the 11 test runs considered in the present paper, 
recording the changes in wave characteristics induced by the addition of currents, 
and vice versa. The effect of adding random waves to the mean flow was less 
significant than in the earlier tests using regular waves, but from the mean velocity 
profiles (fig.4) it was still possible to discern a reduction in velocity in the outer 
flow, with a corresponding increase closer to the bed. Experimental procedures 
meant that measurements at different heights above the bed for the same current 
flow were carried out on different days, so the scatter in mean velocity data can 
probably be attributed to the difficulty in resetting the current. The scale of the 
alteration in mean velocity profile can be judged from the negligible change in 
mean bed shear stress in the current direction sensed by the shear plate when the 
waves were superimposed. 

The friction factor fw and a/^ ratio were both calculated from the root mean square 
properties of the full random wave sequences. The equivalent regular wave used 
in the normalisation procedure was chosen to have the period of the spectral peak 
Tp and an amplitude yielding the same RMS variation as that recorded in the 
random wave sequences: 

f  = a mjfi"Tp 

Fig.5 shows these values of friction factor in comparison with previous data and 
theories for predicting wave-induced friction. The agreement is very good, and 
suggests that the use of u „„, A/2 as the scaling velocity is an appropriate choice. 
It is also apparent that the data from all 9 tests lie very closely clustered and thus 
the addition of the two currents has made no significant difference to the wave- 
induced shear stress. Such a lack of enhancement is in agreement with the earlier 
results using regular waves (Simons et al. 1992) and with the work of Arnskov et 
al. (1993). 
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Figure 4 Mean velocity profiles for current alone and with random waves added. 

While it is sometimes helpful to be able to characterise a random sea in terms of 
regular wave parameters, it is more important in assessing sediment transport to be 
able to predict particular "events" when the wave-induced shear stress exceeds that 
needed to initiate movement of the seabed material. To give an insight into the 
wave-by-wave behaviour of random waves, each of the present sequences of 
velocities and shear stresses was considered as independent half-cycles (between 
velocity zero-crossings). Friction factors were calculated from the half-cycle 
amplitude of shear stress (between consecutive maxima and minima) and the 
corresponding amplitude of wave-induced velocity, and a typical data sample is 
shown in fig.6. This method avoided the anomalous results caused by long waves 
if absolute maximum and minimum values were used in the calculations, when 
significant shear stresses could apparently be induced by infinitesimally small 
velocity fluctuations. It was also decided to ignore all values for waves with an 
amplitude less than 1.5 mm, as this was not felt to be within the measuring 
accuracy of the UCM. 

Fig.7 shows the friction factors produced from one of the random wave sequences, 
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Figure 5 Variation of friction factor with relative bed excursion for random waves 
with/without current superimposed: (uses equivalent wave velocity urmsy2) 

firstly propagating through still water, then with the weaker current superimposed, 
and finally with the stronger current flowing. The first thing to note is that for low 
a/k, the friction factors are greater than predicted by theories for fully rough 
turbulent flow, but that as a/k increases, so the friction factor falls back in line with 
those formulae - Soulsby et al. (1993) for instance. While the underprediction of 
fw at low a/k is at first sight worrying, it can almost certainly be attributed to the 
relatively low oscillatory Reynolds numbers [ua/u] associated with these waves, 
when viscous effects are to be expected. In fact, the trend line formed by the 
scattered data lies parallel to (and almost exactly a factor of 2 above) the prediction 
for completely laminar flow over a smooth bed when the friction factor is given as: 

/„  = 
i/(Re)       <f(ua/v) 
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Figure 6   Sample of shear stress and velocity data used to identify friction factors. 

Much of the data lies in the rough transitional flow regime, and these values are 
not out of line with the observations of Kamphuis (1975) for similar conditions. 

The main aim of the project was to identify what effect the addition of an 
orthogonal current would have on the bottom friction, and it is clear from fig.7 that 
all three sets of data have very similar distributions, implying that the current has 
caused no obvious change. The same lack of sensitivity to the addition of an 
orthogonal current was also found for the other two random wave sequences, and 
confirms the results discussed above for the friction factors based on an equivalent 
regular wave representative of the complete test run, namely, that the current has 
little effect. 

Although these results indicate that the presence of longshore currents can be 
ignored when considering wave energy dissipation in the onshore direction, it 
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Figure 7 Friction factors for each half-cycle during random wave sequences: 
a) in still water,   b) with weak current,   c) with stronger current added. 
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should be noted that Lodahl et al. (1994) have recently reported results from tests 
over a smooth boundary. These suggest no increase in oscillatory shear stress when 
weak currents are added, but that friction factors do increase with the addition of 
currents at Reynolds numbers very much greater than those reported here. It is not 
unreasonable to expect that the interaction between a fully turbulent wave boundary 
layer and a turbulent steady current boundary layer is likely to be qualitatively 
different from the corresponding interaction at the low Reynolds numbers prevailing 
in the present tests. 

Summary 

Tests have being performed with 3 different sequences of Jonswap spectrum 
random waves, and direct measurements have been made of the bottom shear 
stresses with the UCL shear plate. 

Friction factors have been calculated to represent the complete test sequence, using 
the RMS of the shear stress. When scaled on an equivalent regular wave with bed 
orbital velocity u = urms N2 and period = Tp, the results correspond to standard 
predictions for fully rough turbulent wave-induced motion. 

Friction factors have also been calculated for each half-cycle during the tests. 
These reflect the transitional regime in which the data lie, at low a/k indicating 
higher values than predicted for fully rough turbulent oscillatory flow, but giving 
good agreement at higher a/k, where the flow approaches the fully turbulent regime. 

For the three random wave spectra tested, the addition of a current was found to 
have little effect either on the wave-induced velocities near the bed or on the 
oscillatory shear stresses and friction factors. 
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CHAPTER 43 

EFFECTS FROM DIRECTIONALITY AND SPECTRAL BANDWIDTH 
ON NON-LINEAR SPATIAL MODULATIONS OF DEEP-WATER 

SURFACE GRAVITY WAVE TRAINS 

Carl Trygve Stansberg 

Abstract 

The non-linear nature of the largest waves in random wave trains is studied. 
Experimental wave elevation records from measurements in a large wave basin are 
analysed. Longcrested as well as shortcrested wave conditions, with various 
spectral shapes, are included. The spatial development of spectral and statistical 
properties of the wave trains are analysed. The results indicate that closer than 10- 
15 wavelengths, observed deviations from linear theory may be explained by 2nd 
order effects. Further away, higher-order modulational instabilities may lead to a 
stronger increase of extreme waves. This is especially observed in narrow-banded 
long-crested waves, while observations in short-crested sea show very little content 
of these space-dependent modulational effects. 

1. Introduction. 

Extreme waves observed in random wave trains on deep water have in many cases 
exceeded predicted levels based on linear wave theory and Rayleigh statistics. 
Examples on this may be found in laboratory experiments (Stansberg 1991, 1992) 
as well as in full scale records (Sand et. al. 1990, Kjeldsen 1990, Jonathan et. al. 
1994, and others). Second-order random wave theory (Longuet-Higgins 1963) 
explains a significant part of the deviations from linear theory (Marthinsen and 
Winterstein 1991, Stansberg 1993, 1994, Vinje and Haver 1994). Some of the 
observed effects, however, need other explanations. Such results have been 
published in e.g. Stansberg (1992), where experiments with long-crested waves in 
a large wave basin were reported. Those experiments seemed to indicate that 
laboratory generated random wave trains travelling more than 10-15 wavelengths 
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from the wavemaker are modulated due to higher-order non-linear wave-wave 
couplings. These may then lead to extreme waves clearly higher than estimates 
from linear as well as from second-order theory. A possible connection between 
these observations and the well-known "Benjamin-Feir-modulations" in regular 
waves (Benjamin and Feir 1967, Lake et. al. 1977, Lo and Mei 1985, and others) 
was discussed on basis of the experiments. Numerical simulations on related 
problems have shown a similar connection (Wang et. al. 1992, Yasuda et. al. 1992, 
Yasuda and Mori 1994). 

The significance of such higher-order modulational instabilities in random waves 
is, however, still not quite clear. Although their existence have been more or less 
documented, it is a question how stable they are in time and space, and how they 
depend on various parameters such as the spectral shape and the wave direction- 
ality. Previous works (see e.g. the experiments by Su et. al. 1982) have indicated, 
however, that there is a connection between non-linear modulations and wave 
directionality, and the simulations by Yasuda and Mori (1994) show some 
dependence on spectral bandwidth. On this background, new systematic and 
controlled experiments have been carried out with random waves in MARINTEKs 
Ocean Basin. Long-crested (unidirectional) as well as short-crested (directional) 
waves were run, with various spectral bandwidths. The present paper describes a 
preliminary, empirical analysis study based on the measurements. Thus some main 
results are shown and interpreted in light of the relationships discussed above. The 
presentation starts with some simple, but illustrating examples in Dichromatic 
waves, and this is then followed by the main part dealing with random waves. 

2. Tests with bi-chromatic waves 

2.1. Test facility with set-up. 

The tests were carried out in MARINTEKs 50mx80m Ocean Basin, which is 
equipped with a longcrested wavemaker along one full short side, and with a 
multiflap directional wavemaker along 63m of one long side. Rigid sloped beaches 
are installed at the opposite sides of the basin. The depth of the adjustable bottom 
was set to 4m, which corresponds to deep water for the actual waves considered. 
Wave elevation was measured with wave staffss at a number of locations at diffe- 
rent distances from the wavemakers. In the present study, records taken at 10m 
meters intervals in the actual wave directions are reported. 

2.2. Directional effects in bichromatic waves. 

As shown in previous experiments (e.g. Stansberg 1992), non-linear wave 
modulations are rather rapidly developing in long-crested bichromatic wave trains 
with the 2 frequencies quite close to each other. These modulations, also identified 
through spatially developing side-bands in the frequency domain, give rise to 
asymmetry in the wave groups. This developes into groups with extreme individual 
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waves that may become significantly higher than in the initial wave trains. In the 
new experiments, similar tests were run with longcrested as well as with shortcres- 
ted (bi-directional) waves. Examples from the results are shown in fig. 1, including 
time series samples taken at 3 different distances from the wavemakers. As seen 
from this, the strong modulations in the longcrested case (which confirms the 
previous results referred to above) almost disappear completely in the shortcrested 
case. This is a strong support of the idea that the directionality is an important 
parameter in the study of non-linear wave modulations. 

As a check on the influence from the basin geometry, additional long-crested wave 
tests were run from the multiflap wavemaker, as well as from the longcrested 
wavemaker. The characteristic nature of the modulations in fig. la was observed 
in both cases. 
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Fig. 1.  Wave elevation from bichromatic test records. 
A = long-crested. B = short-crested (bi-directional). 

3. Tests with random waves. 

All wave records presented below are from measurements in the MARINTEK 
Ocean Basin. For a brief description of the facility and the set-up, see section 2.1 
above. 
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3.1. An example. 

The random wave elevation sample records in fig. 2a illustrate how a long-crested 
wave group developes throughout space, finally resulting in a very large wave 
event. Similarly, fig. 2b shows how a group propagates in a directional sea. A 
basic difference is observed between the 2 cases: The long-crested group continues 
over a long distance, while the short-crested one exists only over a limited area. 
It seems reasonable to state that the spatial development of non-linear modulations 
in such wave groups must be different in the 2 cases. Intuitively, one would expect 
stronger modulational effects in the longcrested case, where these non-linear effects 
may grow over many wavelengths, than in the shortcrested case, where the wave 
groups disappear more quickly. (This can be seen in relation to a comment in 
Taylor and Haagsma (1994), where a simple argument indicates that these wave- 
wave interactions are less significant in spread sea than in unidirectional sea). Thus 
the study of non-linear extreme waves is closely connected to the study of non- 
linear wave group evolution, as indicated in Wang et. al. (1994). 

3.2. Brief description of the tests and procedures. 

A systematic test program with a large number of different longcrested and 
shortcrested wave conditions was run. Shortcrested waves were run from the 
multiflap wavemaker, while longcrested waves were basically run from the other, 
longcrested wavemaker. Since they generate waves in different directions in 
thebasin, some longcrested waves were also run from the multiflap wavemaker, as 
a check on possible noise effects from the basin geometry etc. Here we report 
mainly on tests with initial spectral peak periods Tp at 1.0 seconds, which 
corresponds to relatively short waves in this large basin. This is chosen in order 
to let the waves propagate a large number of wavelengths across the measuring 
area, for the study of spatially developing non-linear modulations. 

The wave elevation was simultaneously recorded at a number of locations in the 
basin, as described in 2.1 above. Each random wave record includes about 1500 
zero-crossing waves, in non-repeating wave trains. This is considered sufficient for 
the study of non-linear wave statistics. The following presentation focuses on the 
spatial development of spectral, grouping and statistical properties of the wave 
records. The dependence on the travelled distance (in number of wavelengths), 
directionality, spectral bandwidth and wave steepness is emphasized. Wave groups 
are analysed by the Hilbert envelope technique, where the square wave envelope 
represents the continous "group signal" (Stansberg 1983). 

3.3. Presentation of results. 

Figs. 3 & 4 show examples on the spatial development of the elevation power 
spectra. 3 different long-crested wave conditions are presented in fig. 3, while 2 
short-crested conditions are presented in fig. 4. The short-crested conditions are 
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Fig. 2.  Sample records illustrating wave group development. 



584 COASTAL ENGINEERING 1994 

LONG-CRESTED WAVE CONDITIONS 

•A /         .  10 U DISTANCE 
 40 U DISTANCE 

0.0005 
i/\   f\             Run 00120: HMO=0.066U TP=1.0S G-1.0 

0.0004 ': 

0.0003 \ \ 

0.0002 \    \ 

0.0001 

1.0 1.5 

Freq IHzl 

Fig. 3.  Power spectra, 3 longcrested wave conditions, each at 2 locations (10 m 
and 40 m). 
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comparable, in scalar spectral parameters, to the 2 narrow-banded long-crested 
spectra. Each plot includes spectra measured both at 6 and 25 wavelengths 
distances (corresponding to 10 and 40 meters). 

With location 10 m, nearest to the wavemaker, defined as the reference signal, 
amplitude amplification factors at location (40 m) are calculated for the same 5 sea 
states as in figs. 3 & 4. The results are presented in fig. 5, with 1 plot for 
longcrested, and 1 plot for short-crested waves. This factor is simply estimated as 
the square root of the ration between the corresponding spectra. 
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Fig. 4.  As fig. 3, but for 2 shartcrested conditions, (cos8 - distributions). 
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Fig. 5.  Amplitude amplification from 10 m to 40 m distance. 
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Fig. 6.   Wave group spectra, for conditions in figs. 3B (long-crested) and 4A 
(short-crested). 
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The most pronounced modulations and non-Gaussian statistics are observed in the 
narrow-banded long-crested test case 122 (figure 3 B). For this case, wave group 
spectra and crest and waveheight distributions are presented in figs. 6A and 7, 
respectively. For comparison, the same type of results for the corresponding short- 
crested case are plotted in figs. 6B and 8. 

For a concentrated illustration of the basic non-linear statistical properties of the 
recorded data, and their relations to other relevant parameters, the statistical 
skewness and kurtosis of some of the records are shown in fig. 9. The skewness 
is based on 3rd order statistical moment of the time series, and is calculated as: 

Ti=^IM3 (1) 

where 
X; = sample valueof time history 
x = mean value of Xj 
a        = standard deviation of Xj 
N        = number of time history samples. 

The kurtosis is based on the 4th order statistical moment, and is calculated as: 

N 

Y2 = ^EM4-3 (2) 
No4 i=i        ' 

(with this definition also called "the excess of kurtosis") 

Both these parameters are expected to be zero for Gaussian records (linear waves), 
but they are always subject to some statistical scatter. With the long records 
available here, the scatter is believed not to be a problem. The skewness is an 
indicator of 2nd order contents in the wave signal (Vinje and Haver 1994), while 
the kurtosis indicates the presence of 3rd and higher order contents. Thus the 
skewness gives information on crest heights, while the kurtosis indicates possible 
non-linear wave height statistics. The skewness values are plotted for all records 
of the total experiment, as a function of the typical steepness of the record. (S = 
Hs / L , with L = (g / 2 7t) • T 2, T = spectral peak period). The kurtosis values, 
however, are here plotted only for one set of Hs and Tp (Hs=0.067m, T =1.0s), as 
a function of the normalized travelled distance Dr (number of propagated 
wavelengths). (Dr = D / L ). This is done in order to highlight observed 
relationships. 
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Fig. 7.  Crest and wave height distributions, same conditions as in fig. 6A (long- 

crested). 
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4. Discussion of results. 

The power spectrum plots in figs. 3 & 4 show some changes in the spectra with 
increasing travelling distance. This is especially seen when the wave steepness is 
very high. In general, the energy in the high-frequency part of the spectrum is 
somewhat reduced due to dissipation. (At very high frequencies, however, the 
energy content seems to be more stable, probably due to bound harmonics). Energy 
shift is also observed from the peak frequency region to the surrounding upper and 
lower frequencies, particularly in longcrested waves. This is especially pronounced 
in the very steep sea condition in which case a net transfer to lower frequencies is 
also taking place together with some loss of energy (to some extent connected with 
dissipation due to breaking). 

The energy transfer is further illustrated by the amplification plots in fig. 5. Of 
particular interest here is the apparent growth of side bands around the initial peak 
frequency, mainly observed in narrow-banded longcrested waves. This observation 
indicates a similarity with the side bands due to non-linear modulational effects in 
monochromatic and bichromatic waves discussed earlier. Therefore it fits well 
together with the observed increase in the far-distance wave group spectrum in fig. 
6, and also with the crest height statistics deviating systematically from the 
Rayleigh model (fig. 7). While the distribution in fig. 7, at 10 m, (with extreme 
crests exceeding the Rayleigh estimate by 15-20 %) can be explained by 2nd order 
effects, the distributions at 40 m must be explained by higher-order effects. Crest 
levels up to 40% higher than the Rayleigh prediction are observed in the latter 
case. 

The non-Gaussian statistics observed in the amplitude distribution plots are also 
reckognized in the skewness and kurtosis plots. The plot of skewness shows that 
it depends more or less only on the steepness of the sea state, and less on other 
parameters such as directionality, propagation etc. The theoretical curve from Vinje 
and Haver (1994), based on 2nd order theory, fits reasonably well. (A slight 
skewness reduction is observed in directional sea). We interpret the result in the 
way that the 2nd order contribution is quite stable, regardless of other 
circumstances. The kurtosis, however, varies significantly with travelling distance, 
wave directionality and with the spectral width. 

A clear increase in non-linear modulation effects with narrower spectral width is 
observed from the measurements. We interpret this, qualitatively, as a consequence 
of modulation periods possibly around 4 - 6 times the wave periods. It is 
reasonable to assume that this will affect long wave groups (narrow spectra) 
stronger than it will affect short wave groups (broader spectra). (Side-band 
instabilities may more easily become "smeared out" by disturbing neighbouring 
frequencies). 

As already commented, the above non-linear effects are only to a limited extent 
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observed in short-crested waves in the present measurements. This is an important 
observation, which confirms the conclusion from the Dichromatic test examples in 
fig. 1. Thus it seems reasonable to conclude from this that extreme wave events 
due to non-linear modulations are most pronounced in longcrested waves. It 
appears to be a possible connection between these effects and the direction of the 
local phase gradient relative to that of the energy gradient. For more firm 
conclusions to be drawn on this, more analysis work is to be made, possibly 
including comparisons to theoretical/numerical models. 

5. Acknowledgement 

This work has been financially supported by the Royal Norwegian Research 
Council. 

6. References. 

Benjamin, T.B. & Feir, J., (1967), "The Disintegration of Wave Trains on Deep 
Water", J. Fluid Mech., Vol. 27, pp. 417-430. 

Jonathan, P., Taylor, P.H. & Tromans, P. S., (1994), "Storm Waves in the Northern 
North Sea", Proceedings, Vol. 2, the 7th BOSS Conference, MIT Cambridge, USA 
(Published by Pergamon / Elsevier, Oxford, UK), pp. 481-494. 

Kjeldsen, S.P. (1990), "Breaking Waves", in Water Wave Kinematics, ed. A. 
T0rum & O.T. Gudmestad, Kluwer Academic, Dordrecht, the Netherlands, pp. 453- 
473. 

Lake, B.M., Yuen, H.C., Rungaldier, H. & Ferguson, W.E., (1977), "Non-linear 
Deep-water Waves: Theory and Experiment. Part 2: Evolution of a Continuous 
Wave Train", J.Fluid Mech., Vol. 83, pp. 49-74. 

Lo, E. & Mei, C.C., (1985), "A Numerical Study of Water-wave Modulation Based 
on a Higher-order Nonlinear Scrodinger Equation", J. Fluid Mech., Vol. 150, pp. 
395-416. 

Longuet-Higgins, M.S. (1963), "The Effect of Non-Linearities on Statistical 
Distributions in the Theory of Sea Waves", J. Fluid Mech. Vol. 17, pp. 459-480. 

Marthinsen, T. and Winterstein, S. (1992), "On the Skewness of Random Surface 
Waves", Proceedings, Vol. HI, the 2nd ISOPE Conference, San Francisco, USA, 
pp. 472-478. 

Sand, S.E. et al. (1990), "Freak Wave Kinematics", in Water Wave Kinematics, ed. 
A. T0rum & O.T. Gudmestad, Kluwer Academic, Dordrecht, the Netherlands, pp. 
535-549. 



DIRECTIONALITY AND SPECTRAL BANDWIDTH EFFECTS 593 

Stansberg, C.T. (1983), "Statistical Analysis of Slow Drift Responses", Journal of 
Energy Resources Technology, Vol. 105, pp. 310-317. 

Stansberg, C.T. (1991), "Extreme Wave Asymmetry in Full Scale and Model Scale 
Experimental Wave Trains", Proceedings, the 10th OMAE Conference, Stavanger, 
Norway, pp. 215-222. 

Stansberg, C.T., (1992), "On Spectral Instabilities and Development of Non- 
linearities in Deep-water Propagating Wave Trains", Proceedings, Vol. 1, 23rd 
International Conference on Coastal Engineering, Venice, Italy, pp. 658-671. 

Stansberg, C.T., (1993), "Second-Order Numerical Reconstruction of Laboratory 
Generated Random Waves", Proceedings, Vol. n, the 12th OMAE Conference, 
Glasgow, Scotland, pp. 143-151. 

Stansberg, C.T., (1994), "Second-Order Effects in Random Wave Modelling", 
Proceedings, Vol. II, the International Symposium, "Wave-Physical and Numerical 
Modelling", the University of British Columbia, Vancouver, Canada, pp. 793-802. 

Su, M.-Y., Bergin, M., Marler, P. & Myrick, R., (1982), "Experiments on nonlinear 
instabilities and evolution of steep gravity-wave trains", J. Fluid Mech., Vol. 124, 
pp. 45-72. 

Taylor, P.H. & Haagsma, I.J., (1994), "Focusing of Steep Wave Group on Deep 
Water", Proceedings Vol. II, International Symposium on "Waves-Physical and 
Numerical Modelling", University of British Columbia, Vancouver, Canada, pp. 
862-870. 

Vinje, T. & Haver, S. (1994), "On the Non-Gaussian Structure of Ocean-Waves", 
Proceedings, Vol. 2, the 7th BOSS Conference, MIT Cambridge USA, (Published 
by Pergamon / Elsevier, Oxford, UK), pp. 453-480. 

Wang, P., Yao, Y. and Tulin, M.P., (1993), "Wave Group Evolution, Wave 
Deformation, and Breaking: Simulations Using LONGTANK, a Numerical Wave 
Tank", Proceedings, Vol. HI, the 3rd ISOPE Conference, Singapore. 

Yasuda, T., Mori, N. & Ito, K., (1992), "Freak Waves in Unidirectional Wave 
Trains and their Properties", Proceedings, Vol. 1, 23rd International Conference on 
Coastal Engineering, Venice, Italy, pp. 751-764. 

Yasuda, T. & Mori, N. (1994), "High Order Nonlinear Effects on Deep-Water 
Random Wave Trains", Proceedings, Vol. II, International Symposium on "Waves- 
Physical and Numerical Modelling", University of British Columbia, Vancouver, 
Canada, pp. 823-832. 



CHAPTER 44 

SHEAR STRESSES AND MEAN FLOW IN SHOALING 
AND BREAKING WAVES 

Marcel J.F. Stive1) and Huib J. De Vriend2) 

ABSTRACT 

We investigate the vertical, wave averaged distributions of shear stresses and 
Eulerian flow in normally incident, shoaling and breaking waves. It is found that 
shear stresses are solely due to wave amplitude variations, which can be caused by 
shoaling, boundary layer dissipation and/or breaking wave dissipation. The resulting 
shear stress and mean flow distributions for these cases are derived, and compared 
with earlier work. 

The attractive, now frequently used modelling choice of specifying a shear stress 
at the mean surface level is discussed in the context of the constituent equations and 
related boundary conditions and constraints. A derivation of the shear stress at the 
mean surface level is given both by using the momentum balance and energy balance 
equations, which is shown to lead to the same result, if the effects of a changing 
roller are incorporated correctly3'. 

Finally, matching solutions for the shoaling and breaking wave cases between the 
boundary layer and the middle layer for the shear stresses and the wave averaged 
flow are derived. 

INTRODUCTION 

The intentions of the present paper are to present a conceptual view on the consti- 
tuent equations and related boundary conditions and constraints for the vertical 
distributions of wave averaged shear stresses and Eulerian flow for the cases of 

1) Netherlands Centre for Coastal Research, Delft University of Technology, Faculty of Civil 
Engineering, PO Box 5048, 2600 GA Delft, The Netherlands; and Delft Hydraulics, PO Box 152, 
8300 AD Emmeloord, The Netherlands (Internet: marcel.stive@wldelft.nl) 

2) University of Twente, Section Civil Engineering and Management, PO Box 217, 7500 AE 
Enschede, The Netherlands (Internet: h.j.devriend@sms.utwente.nl) 

3) See Appendix to this paper: "Mean surface shear stress due to a changing roller" by Rolf Deigaard 
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shoaling and breaking waves, including boundary layer dissipation effects. While the 
relevant physical phenomena are indicated, it is not intended to suggest optimal 
closure hypotheses for all the phenomena, but rather to indicate their physical 
consequences in a transparent way. Examples are the eddy viscosity assumptions and 
the roller effects, for which simplified choices are made, which are, to a certain 
degree, not essential but only made for simplicity and transparency of the concept. 

It is found that the sloping bottom does not introduce additional terms in the shear 
stress distributions found by Deigaard and Fredsoe (1989). The separate cases of no- 
breaking and breaking are discussed. 

Furthermore, it is shown how a general expression for the mean Eulerian flow 
may be derived, which incorporates the effects of sloping bottom and wave 
amplitude variations, either due to boundary layer dissipation, shoaling or breaking. 
In the special cases of horizontal bottom and no-breaking and of sloping bottom and 
no-breaking, the expression reduces to Longuet-Higgins' conduction solution (1953) 
and to Bijker et al's shoaling solution (1974), respectively. 

CONSTITUENT EQUATIONS AND CONDITIONS 

If we neglect the effects of advective acceleration for the time-mean flow and 
assume a wave-averaged eddy viscosity approximation for the Reynolds' stresses, the 
local momentum equation most commonly used to solve the wave averaged Eulerian 
flow reads: 

fz V'"W = *"* + ^)x ~ ^)x + ^ (1) 

where 

U is the wave averaged Eulerian flow, 
vt is the eddy viscosity, 
i?x is the mean water level set-up, and 
u,w are the horizontal and vertical wave-orbital velocities. 

This equation is assumed to be valid in the full vertical domain, except for the 
region near the free surface. Somewhat heuristicly, we assume the equation to be 
valid unto mean water level, since a wave averaged situation is considered, and we 
let the effects of the near surface layer (such as the roller) be effectuated in a 
shearstress acting at the mean water level. 

Let us introduce the common assumption that the wave terms (orbital velocity 
moments) can be derived independently from the mean flow, i.e. we assume that 
there exists a sufficiently accurate wave theory to describe the wave terms which 
neglects the wave-current interaction. This is of course a simplification, and we may 
state that a true break-through here would be achieved if we could tackle the problem 
with a Lagrangian approach in which waves and currents would be considered 
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simultaneously, which at the same time would allow us to deal consistently with the 
near surface layer (NSL). However, until such an approach is developed we rely on 
the experience that the suggested approach is shown to yield sufficiently accurate 
results for the moment. 

Let us further assume that the turbulence viscosity is constant over depth. Note 
that this is only for the clarity of the argumentation. The rationale which follows 
would also allow for a depth-varying viscosity, as long as it is time invariant and 
does not depend on the undertow solution itself. 

The above implies that we have one equation to solve for the undertow and the 
mean water level set-up. Integrating the equation twice yields: 

v,U = \^a + fo' £(«*>/&* "^oPVafe + /S'GSO* + ClZ' + C2 (2) 

This expression contains three unknowns, viz. the two constants of integration, C1 

and C2 remaining in this expression, and the set-up gradient. We therefore need, in 
addition to this equation, three boundary conditions and/or constraints: 

(1) no-slip condition at the bottom (U = 0), from which we can find C2; 
(2) shear stress condition at the transition from the middle layer (ML) to the NSL 

(jt given), from which we can find C}; 
(3) mass balance constraint (total mass flux in the lower layers balances that in the 

NSL), from which we can derive the set-up gradient. 

The essential information which we need here is related to the NSL. In fact, 
condition (2) is based on the assumption that we know the shear stress at the lower 
end of the NSL from the momentum balance for this layer. Similarly, when formula- 
ting the constraint (3), we assume the total mass flux in the NSL to be known. 

This route is suggested by Stive and De Vriend (1987) and also followed by 
Deigaard et al. (1991). The former derive a formal expression through a third depth 
integration, while the latter use an iteration procedure which sees to it that a set-up 
gradient is created such that the correct depth-average mass flux is created. The 
result should be the same. 

Alternatively, one could use the depth-averaged horizontal mass and momentum 
equations, with the wave-induced radiation stresses and mass fluxes properly 
modelled, instead of giving rt and imposing constraint (3). Note also that imposing 
constraint (3) is not correct in 3-D situations, where the mass flux in the NSL is not 
necessarily compensated in the lower parts of the same water column (cf. De Vriend 
and Kitou, 1990). In fact, later we shall use the depth-averaged momentum equation, 
with the usual expressions for the radiation stresses, to derive an expression for TV 

Note that in either case we face the problem of describing the NSL, via rt and the 
mass flux, or via the wave-related terms in the depth-averaged mass and momentum 
equations. 
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DISTRIBUTION OF ORBITAL VELOCITY MOMENTS AND SHEAR 
STRESSES ON A SLOPING BOTTOM IN THE MIDDLE LAYER 

In order to derive the shear stress distribution the orbital velocities outside and a 
little away from the bottom boundary layer need to be known. The idea is to use 
these results to look at the shear stress distribution in the middle layer for the cases 
of sloping bottom and boundary layer dissipation and of sloping bottom and breaking 
wave dissipation. Furtheron, we will look at these cases with boundary layer effects 
on the shear stress distribution included. 

Since we are interested in the case of spatially varying waves on a sloping bottom, 
we must at least rely on a non-uniform depth approximation. This has been done by 
De Vriend and Kitou (1990) and recently also by Rivero and Arcilla (1994) for the 
shallow water approximation to shoaling waves. The result as obtained for the orbital 
velocity moments reads: 

A/12 + 0 
2 

A |2  ^ 

OU2^ (3) 
L 

w = -A2h- -{A2)xz' 
2        x      4 v     x 

where 

X = wave length, 
L = scale of horizontal variations, and 
A = (aw)/(kh). 

Based on these results we can investigate our two cases. 

(1)   The case of a sloping bottom and boundary layer dissipation 

Using the above results the shear stress becomes 

x(z)/p = vtUz = g^xz' + \ (A\z' + \ A\ + q (4) 

Because of the absence of dissipation in the NSL there is no shear stress at the 
mean water level, sothat 

*fc'Vp =g^{z'-dm)-{iA\(Z'-dm) (5) 



598 COASTAL ENGINEERING 1994 

In fact, no shear stresses will exist in the whole of the middle layer for 
(Deigaard and Fredsoe, 1989): 

P8Vxdm = --P(4\dm = --Ex (6) 

which complies with the fact that no shear stresses can be maintained in the 
middle layer due to the existence of irrotational flow. However, we will show 
later that due to the constraint of depth averaged zero mean flow, the existence 
of an additional mean water level gradient is required. 

(2)   The case of a sloping bottom and wave breaking dissipation 

Again using the above results the shear stress in this case becomes: 

*(z')/p = OTxfc'-dJ + I (A%(z'-dJ + T, (7) 

Now a shear stress at mean water level exists due to the presence of the roller. 
The mean water level gradient again follows from the mean flow constraint. 

DERIVATION OF THE SHEAR STRESS AT MEAN WATER LEVEL 

Here derivations of the shear stress at mean water level are presented, and we 
show that the result is consistent between using either momentum flux or energy flux 
considerations. 

From the above Equation (7) we find for the bottom shear stress: 

•P8*m*x  +  V7P(^V» (8) 

Since we consider wave breaking dissipation only, the mean bottom shear stress rb 

should be zero. 
The shear stress rt may be resolved between the rb equation and the depth mean 

horizontal momentum balance equation. In order to do this we need to introduce an 
expression for the radiation stress which at least needs to be extended with the roller 
effect. Following Svendsen (1984), Deigaard and Fredsoe (1989) suggest the shallow 
water approximation 

5=5     +5     =!#+ 
XX XXJ> XXJl f\ 

E + p Re (9) 

where R is the roller area. 
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The above implies that the set of equations available to resolve the shear stress 
Tt reads: 

dS 
XX 

dx 
+ PSdmi)x (10) 

dS, 
H  = Iff   + -P-tffc), 

dx       2   x      T       x 

P8i\xdm + xt -~P(A2)xdm = -pgr\xdm + xt--Ex = 0 

(11) 

(12) 

which yields: 

*, =   ~Ex  -  f<Mx 

and 

(13) 

<z') = -Ex 1 + 
d-z i\ 

2d_ m   / 

P8nx(dm-z') ;<&), (14) 

These equations are equivalent to equations (56) and (58) of Deigaard and Fredsoe 
(1989), when introducing the relation 

where E* is the energy flux and D is the dissipation due to wave breaking. 

In slightly different notation Equation (13) reads: 

(15) 

*.--7ft),-P*'), (16) 

where Ef is the energy flux, now using the expression of kinetic roller energy E,. 
(introduced by Svendsen, 1984, and used by Nairn et al., 1990): 

2Er  = trotter  =  P*^  =   PRclT (17) 

The presence of the roller leads to the additional term, which is due to the 
nonnegligible velocity contribution to the momentum flux, since the velocities are 
of magnitude c. The contribution due to the roller enhanced pressure is probably not 
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only small, but may also be already included in (Ef)x since this property is quantified 
using the surface elevation variance. 

One may, however, observe that the shear stress at NSL also appears in the 
energy balance equation, which according to Nairn et al. (1990) reads: 

at>* (ETc\ + T,c = 0 (18) 

where they have introduced Svendsen's (1984) suggestion for the energy flux due to 
the roller and the result given in Deigaard and Fredsoe (1989) that the dissipation 
D is due to the work done by the shear stress due to the roller acting on the fluid 
right below it. Again, the roller related contribution is due to the mean transfer of 
kinetic energy (proportional to c2) with the roller velocity (equal to c). 

Rearranging the last equation for rt yields 

^ = --c(
Ef)x--cmx (i9> 

which indicates that when we accept that the spatial variations in c are small relative 
to those in Er we are faced with a factor 2 difference. Note that here also we have 
assumed that the horizontal component of the shear stress is negligibly different from 
the shear stress along the roller-wave interface. 

It appears that the apparent inconsistency is caused by the complicated situation 
that occurs when the volume of the roller is changing in the wave propagation 
direction (see Appendix). Beside the shear layer between the roller and the wave 
there is a net transfer of water from the wave to the roller. If the roller is losing 
water (dR/dx < 0) the horizontal momentum transfer from the roller to the wave is 
not only that due to the shear layer, but also the momentum of the water leaving the 
roller. If the roller gains water (dR/dx > 0), the water leaving the wave has 
negligible horizontal velocity and does not change the momentum of the water 
remaining in the wave. In both cases, however, there is an additional energy 
dissipation of 

pf«'lfl M> 

The corrections that these considerations give to the NSL shear stress and to the 
energy dissipation rate were derived in Deigaard (1993), and it appears that the 
energy balance equations in both cases yield: 

(Ef)x + (2Erc)x + v = 0 (21) 

which removes the discrepancy and implies a correction to Nairn et al. (1990) and 
Stive and De Vriend (1994). 
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MATCHING SOLUTION BETWEEN BOUNDARY LAYER AND 
MIDDLE LAYER 

Where in the foregoing we have neglected the bottom boundary layer effects on 
the time- and depth-averaged momentum equation since it is a second-order effect 
in the overall momentum balance, we present in this section a matching solution to 
derive the mean Eulerian flow over the vertical, with accuracy near the bottom. Due 
to the existence of the bottom boundary layer the near-bottom horizontal orbital 
velocity may be shown to include a phase difference compared to the orbital velocity 
in the middle layer (cf. Longuet-Higgins, 1953). Because of the sloping bottom 
and/or due to wave breaking a variation of the wave amplitudes results which may 
be shown to yield the following matched result for the horizontal orbital velocity (cf. 
Bijker etal., 1974): 

u = A(x)[cas% - e~*(x ~ *)] (22) 

where 

<|> = z7§ 
62 = 2vf/w 
X = ut - f 
k = d ty/dx. 

By using continuity 

and depth integration 

(23) 

w -fuxdz' 
0 

(24) 

we may derive the following expressions for the time-averaged values of the wave 
terms needed in Equation (1): 

u2 = ±A2[1 + c"2* - 2c-*cos*] (25) 

uw = A2kb -A + *e-*sin4 
4      2 

— +  cos* 
4 2 

A? 
2 L 2 

— + (j) + g-* C0S(|) - <|)C-* cos<|) 
-2<)> 

(26) 
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These equations were derived by Bijker et al. (1974) for the shoaling wave case, but 
they are equally valid for the case of wave breaking, since in the shoaling case it is 
the amplitude variation only that impacts on these terms. The difference being solely 
that during shoaling the amplitudes increase, while due to breaking they decrease. 

Using the above expressions for the wave-averaged orbital terms we may resolve 
Equation (2) and the set of three boundary conditions and constraints to yield: 

t,U = (gi\ 
4 

1 z'd 
p 

+ (A%^ 

+ A*k* 

2e "*sin(|> + - e "*cosc|) + - $e "* (sin<J> - cos<|>) + - e_2* - - 2 2^ 4 4 

1   . 
— e 

2 
(sin<t> + cos<l>) - e ~*cos<|> + — e ~*sin<J> + — e 1   _ -*_•_ x   .    1   _ -2+ + 3 

4 

+     (27) 

Note that for transparency we have assumed an eddy viscosity invariant over depth, 
which is not necessary: it only yields an attractive, analytical expression over the 
total depth, which allows us to point out the respective approximations for the cases 
derived before. Longuet-Higgins' solution (1953) contains the fourth term of 
Equation (19) only. In the shoaling case of Bijker et al. (1974) we have 

8VX = -^(A^and 

x   = 0 

(28) 

so that only the last two terms of Equation (27) result. For breaking waves on a 
sloping bottom we need all four terms. Note that in all cases a small mean water 
level gradient may be necessary to comply with a depth-averaged zero Eulerian flow. 

Here, we refrain from a deeper analysis of the surfzone situation with strong, 
breaking induced wave amplitude variations. Clearly, the mean water level gradient 
and the NSL shear stress (as represented by the first two terms in Equation (27)) will 
exert a major influence on the mean Eulerian flow distribution. However, we may 
expect that especially near the bottom the boundary layer term and the amplitude 
variation term will show their significance. An insight into their qualitative influence 
is given below. 

For the shoaling wave case the mean Eulerian flow distribution reads: 

u = i-Vw + A *± g'(4>) 
b> (•)   ax 

(29) 

where the vertical form functions are given by 

fm — e "*<b (sind> + cosd>) - e "*cosd> + — e "*sin<b + — e ~2* + — (30) 
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*'<•)  = 
11 1 'V 

2e "*sind) + — e~*cosd> + — <be "*(sind> - cosd>) + — e "2* — (31) 

Their behaviour is graphically illustrated in Figure 1, which teaches us that close to 
the bottom the amplitude variation effect strengthens the streaming effect in the 
shoaling zone, but weakens it in the breaker zone. Whether this actually occurs is 
depending on the relative magnitude of these terms, which may be estimated as 
follows. At the edge of the boundary layer we find: 

U_ = 
3 A2k      3 A dA 
4   (0 

3 A2k 
4 a) 

4 w dx 

1 - J_dAdh 
Ak dh dx 

(32) 

Using linear shoaling it may be shown (Bijker et al., 1974) that l/(Ak) dA/dh = 
0(1) for kh > 1, sothat only in the breaker zone and with relative steep slopes the 
amplitude variation effect becomes important. 
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Figure 1  Form functions of streaming effect (/'(<p)) and amplitude variation 
effect (g;(<p)) 
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CONCLUSIONS AND DISCUSSION 

A conceptual view is presented on the constituent equations and related boundary 
conditions and constraints for the vertical distributions of wave averaged shear 
stresses and Eulerian flow for the cases of shoaling and breaking waves, including 
boundary layer dissipation effects. We have refrained from suggesting optimal 
closure hypotheses for the relevant processes, but we have tried to indicate their 
physical consequences in a transparent way. It is found that shear stresses are solely 
due to wave amplitude variations, which can be caused by shoaling, boundary layer 
dissipation and/or breaking wave dissipation. The resulting shear stress and mean 
flow distributions for these cases are derived, and compared with earlier work. 

The specification of the shear stress at the mean surface level is discussed in the 
context of the constituent equations and related boundary conditions and constraints. 
A derivation of the shear stress at the mean surface level is given both by using the 
momentum balance and energy balance equations, which is shown to lead to the 
same result, if the effects of a changing roller are incorporated correctly (see 
Appendix). Finally, matching solutions for the shoaling and breaking wave cases 
between the boundary layer and the middle layer for the shear stresses and the wave 
averaged flow are derived. 

We conclude by noting that the foregoing considerations concern the 2-D wave- 
induced water motion in a vertical plane parallel to the direction of wave propa- 
gation. The currents are weak and boundary-layer processes are primarily wave- 
induced. The wave orbital motion and the mean current higher up in the vertical can 
be treated separately, the former as inviscid, the latter as viscous flow. Advection 
plays no significant role in the mean current field. 

Although this situation must occur now and then in nature, it rather concerns a 
wave flume. The common situation on a natural beach is more complicated, because 

• the wave field is directionally spread, so whatever definition is chosen for 
"the" direction of wave propagation, there are always wave components in 
other directions; 

• the waves are not monochromatic, there is always energy in the low- 
frequency bands (edge waves, surfbeat, shear waves, etc.); 

• there can be strong currents, tidal, wave-driven or otherwise, and not 
necessarily in the alongshore direction; in general, these currents make a non- 
zero angle with the direction of wave propagation; 

• strong spatial gradients of the bed topography and wave or current parameters 
can occur in any direction. 

As a consequence, one would have to abandon a number of simplifying assumptions 
which underlie the present 2-D vertical (2-DV) model. One of these for instance is 
that in 3-D situations the mass flux in the NSL is not necessarily compensated in the 
lower parts of the same water column (cf. De Vriend and Kitou, 1990). 
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APPENDIX 

MEAN SURFACE SHEAR STRESS DUE TO A CHANGING ROLLER 

Rolf Deigaard 

Institute of Hydrodynamics and Hydraulic Engineering, Technical University of 
Denmark, Building 115, DK-2800 Lyngby, Denmark 

The apparent inconsistency, mentioned in Section 4 of the above paper, is caused 
by the complicated situation that arises when the volume of the roller is changing in 
the propagation direction. In this case the formulation of the energy dissipation and 
of the surface shear stress will have to be modified. In the following, the notation 
of the paper is used. 

Due to the existence of a shear layer between the roller and the wave a shear 
stress (averaged over a wave length) rt exists which is assumed to apply at the mean 
water level. In addition there is a net transfer of water from the wave to the roller 
of: 

2dR=c^dR=ldR (A1) 

L   dt       L  dx      T  dx 

We are interested in the horizontal momentum transferred from the roller to the 
wave. If the roller is losing water (dR/dx < 0) this momentum is not just rt, but 
also the momentum of the water leaving the roller, which has a horizontal velocity 
of c. If the roller gains water (dR/dx > 0), the water leaving the wave has a 
negligible horizontal velocity, and it does not change the momentum of the water 
remaining in the wave. 

If there is a net transfer of water to or from the roller this water will be mixed 
with the water in the roller (dR/dx > 0) or in the wave (dR/dx < 0). In both 
situations there is an additional energy dissipation, just as energy is lost when a rain 
drop hits the wind screen of a fast car, or if the car loses a drop of water on the 
road. The additional energy dissipation is: 

P^c2|^| (A.2) 
2       at 

The force between the roller and wave is split into a (symmetric) shear stress and 
a contribution from the net transfer of water makes the analysis complex. In 
Deigaard (1993) the shear stress in the shear layer was modelled as a Reynolds' 
stress with an exchange of water between the roller and the wave. A variation in the 
roller volume is then represented by a difference between the rate of fluid moving 
up and down. 

With the modified energy dissipation and momentum transfer to the wave the 
analysis can proceed for the two cases, a decreasing roller and a growing roller: 



SHEAR STRESSES AND MEAN FLOW 607 

Case 1:      — < 0 
dx 

Dissipation rate: 

„ 1   c2  dR 1    2  c   dR p   c2  dR ,. ,. D = x.c - p = tfc - p- <r = z,c - — — (A.3) 
*       H2Ldt        ' 2        Ldx        '       T2dx 

Energy dissipation expressed as a gradient in the energy flux: 

d(-Rc2) 
dEt        n      2 

D = - —* - •£—=  (A.4) 
dx       T    (dx) 

Horizontal momentum transferred to the wave surface (averaged over a wave 
length): 

T» = Tt  - 
c dR c      dR p — c — 

L      dx 
= 

T.   - 
c 

p — 
dR . .(»+£. ±m-P 

c dR 
t P  T dx U       T 2  da) T dx 

1 dEf  P_ d(Rc2) p   cdR 
C ~d7 2Tc     dx 2T   dx 

(A.5) 

- 1 ^1 - JL ^Rc _p_ Rdc _p_ cdR = 

c   dx       2T   dx 2T   dx 2T   dx 

c   dx       T   dx c   dx dx 

Case 2:      — > 0 
dx 

Dissipation rate: 

_,                   lc2  dR p c2  dR                                                     ,A ~ D = T,C + p  = x,c + —  (A.6) 
*         2 L   dt '       T 2   dx 
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Horizontal momentum transferred to the wave surface: 

= Tt = 
1D      p   c  dR _ 
c         T 2  dx 

1 
c 

dEf 

"dx" 
p    d(Rc2)        p   cdR 

2Tc      dx         2T   dx 

1 
c 

dEf 

"d7 
p   dRc _ _  1   dEf      d(2Er) 
T   dx           c   dx         dx 

(A.7) 

As appears from the above derivations, an additional energy dissipation occurs due 
to a growing as well as a decreasing roller volume which causes additional work 
done, and consequently increases the shear stress, expressed by TS, which we have 
to apply at the mean water level. This removes the apparent inconsistency as noted 
in Section 4. 



CHAPTER 45 

Prediction of the maximum wave on the coral flat 

Dede. M. Sulaiman , Shigeaki Tsutsui , Hiroshi Yoshioka , Takao Yamashita , 

Shinichi Oshiro4, and Yoshito Tsuchiya5, M. ASCE 

Abstract 

Beach erosion has become a major problem at coral-sand beaches in Bali, Indonesia, due 
to the rapid changes in natural environment and utilization of coastal areas. An observation 
of waves was carried out at Sanur beach in Bali to know what waves are effective for beach 
processes. The representative waves are predicted by use of the mild-slope and KdV equa- 
tions with evaluation of the coefficient of bottom friction. Empirical formulae of wave 
energy dissipation are proposed for taking into account of wave height damping due to 
breaking on the coral flat. The maximum wave on the coral flat, occurring in the reforming 
region of waves after breaking near the reef edge, can be decided by the theoretical results 
of the highest wave of permanent-type on water of uniform depth. Sanur beach has ob- 
served swells with a period longer than 15 sec, being incident onto the coral flat without 
breaking. This maximum wave of non-breaking progressive-type is, therefore, evaluated 
by the experimental wave height criteria. 

INTRODUCTION 

Indonesia, one of the largest archipelagos, is located in the tropics and is consisted of about 
13,7000 islands. Among them the total area of islands surrounded with the coral reef, such 
as Bali, is about 1,900,000 km2. Many rivers in the south parts of Bali island, as shown in 
Figure 1, supply sand sediment sources into the beach. The length of coastline of Bali is 
about 430 km, and main coastal engineering problems are beach erosion, river mouth 
closing, and tidal flood (Syamsudin, 1993). Especially in Sanur, Kuta, and Nusa Dua 
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Works, Bandung, 40135, Indonesia. 
Professor, Dept. of Civil Engineering and Architecture, Faculty of Engineering, Univ. of 
the Ryukyus, Okinawa, 903-01, Japan. 
Instructor, Disaster Prevention Research Institute, Kyoto Univ., Uji, 611, Japan. 
Graduate Student, Civil Engineering and Architecture, Faculty of Engineering, Univ. of 
the Ryukyus, Okinawa, 903-01, Japan. 
Professor Emeritus, Kyoto Univ., and Professor, Meijo Univ., Nagoya, 468, Japan. 
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coral-sand beaches, located nearby the southern peninsular of coral limestone forming 
beautiful steep sea cliffs, beach erosion has become a major problem for which effective 
countermeasures are needed. There should be interrelation between coastal processes 
concerned with beach erosion in these beaches and changes in natural environment due to 
utilization of coastal areas. Clarification of the relation is very useful for other coral-sand 
beaches to predict what beach processes will occur in the future. 
The successful control of coral-sand beach processes requires the knowledge of prediction 
of the maximum wave on the coral flat, i.e., what waves are the most effective for beach 
change. As the first step, therefore, an observation of waves, as joint investigation between 
the Research Institute for Water Resources Development and the Disaster Prevention 
Research Institute, Kyoto University, has been carried out at Sanur beach. This paper 
examines changes in wave heights and periods by using wave data, and predicts wave 
transformation in the coral reef beach, both by the mild-slope and KdV equations, and the 
maximum wave on the coral flat, where the effects of wave breaking and bottom friction 
are introduced. 

Figure 1. Bali island and coral-sand beaches. 

COASTAL ENVIRONMENTS 

Field measurements 
(1) Bathymetry near Sanur coral reef beach and wave measuring stations 
As seen in Figure 2(1), Sanur beach is about 7 km long having coral flats, 500 - 800 m 
wide. The coral reef beach profile is of slope-type, as seen in Figure 2(3), where the water 
depth increases gently in the outer reef with the bottom slopes of 1/20 - 1/50. This 
geometric feature is different from that in the Okinawa islands, Japan, where the step and 
barrier-type coral reefs are formed. 
The linear array of five wave gauges was set up perpendicular to the reef edge, as shown in 
Figure 2(2) by the circles. The offshore station was set up at the location of 20 m water 
depth for measuring incident waves, and the others (St.l, 2,3, and 4) were installed on the 
coral flat at intervals of 100 m from the reef edge. The offshore wave gauge is supersonic- 
type and those on the coral flat are of capacitance-type. 
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(1) Bathymetry near Sanur and Nusa Dua beaches. 
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(2) Wave array installed at Sanur beach, shown by circles. 
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(3) Beach profile along the course of wave array. 

Figure 2. Bathymetry around Sanur beach in Bali and the wave probe linear array. 
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Figure 3. Seasonal variations of incident wave 
characteristics at Sanur beach. 

(2) The period of observation 
The seasonal variations of incident wave 
characteristics at Sanur coral reef beach, 
shown in Figure 3, indicate significance 
of the waves in the dry season for the 
beach process. The wave direction is 
almost unchanged throughout the year 
and the maximum wave heights and the 
corresponding wave periods (//„„„, Tmax) 
in the dry season (June - August) are 
greater than those in the wet season 
(December - February). The observation 
was therefore carried out in the period of 
July 16-19,1992 under the usual sea con- 
ditions. After preliminary measurements 
on July 16, three runs of measurements were put into operation from 11:00 to 24:00 on July 
17, from 9:00 on July 18 to 1:00 on July 19,andfrom 9:00 to 17:00 on July 19. The sample 
size of the data used is 20 minutes for all measuring stations, and the data were obtained at 
intervals of two hours for the offshore station and one hour for the other stations on the 
coral flat. At the offshore station, in addition, two-directional (NS and EW) water particle 
velocities were measured for a period of 20 minutes in every two hours, by using the sonic- 
type current meter. 
(3) Wave direction 
Figure 4 shows velocity vectors at the offshore measuring station, which were estimated 
from the two-directional (NS and EW) components of water particle velocities at high 
(12:00, 24:00) and low (18:00) tides. In the expression, the velocity components are 
normalized by each maximum value. The predominant directions of currents are ESE and 
WNW, indicating that offshore waves are incident from the direction of ESE. According to 
the results of numerical calculation of wave rays (Syamsudin, 1993), waves propagating in 
the Indonesian Ocean from the direction of SE are coming onto the beach, nearly 
perpendicular to the reef edge. Judging from the bathymetry of the beach in Figure 2(2) and 
the velocity vectors in Figure 4, offshore waves can be assumed to be incident normally to 
the reef edge in the period of the present observation. 

7/18/18:00 7/18/24:00 

Figure 4. Velocity vectors at the offshore measuring station. 
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Wave characteristics 
(1) Power spectra and wave energy dissipation 
According to the tidal record measured at Benoa harbor nearby Sanur beach, the highest 
tidal level of water rises up to +2.3 m and +2.5 m in the period of July 17 -18, as shown in 
Figure 5 by thin solid lines. The water depth at low tide is extremely shallow so that there 
appear some places dried up. The significant wave heights and periods (HlB,TlB) 
measured in the reef vary in phase with the tide level, as shown in Figure 5. Waves can 
enter onto the coral reef at high tidal phase of several hours, but the wave heights decrease 
gradually due to bottom friction with wave propagation toward the shore. Waves in the reef 
are, therefore, subjected to the water depth on the coral flat and incident waves at high tide 
are effective for coral-sand beach processes. 

14  16  18  20  22  24        10  12  14  16  18  20  22  24 
Time (hour) Time (hour) 

Figure 5. Significant wave heights (left) and periods (right), varying with the tide level 
on the coral flat (July 18). 

(1) July 17 at 12:00 
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(2) July 18 at 24:00 

Figure 6. Frequency spectra for waves in and outside the reef at high tide. 

Figure 6 shows typical examples of frequency spectra at high tide on July 17-18. In the 
ordinates, power spectra S(f) are multiplied by the frequency / to obtain dominant peak 
frequencies clearly (Kai, 1985). The sampling time is 0.5 sec for offshore data and 0.1 sec 
for data on the coral flat. 
Power spectra of offshore waves (solid lines) have several dominant peaks, showing that 
the waves include swells with a period of about 15 sec and wind waves with periods less 
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than 8 sec. As can be seen in spectra at the stations 1 to 4 on the coral flat, high energy 
components with periods of 3 - 20 sec in offshore waves decrease suddenly by breaking 
near the reef edge. Long waves less than 0.05 Hz are then generated clearly on the reef 
These long waves might be consisted of two components; incident swells onto the coral flat 
without breaking near the reef edge and waves generated by nonlinear interaction of 
incident and reflected waves on the reef, resulting in wave setup (Goda, 1975; Hino et al., 
1989). The former can be confirmed in the following discussion on Figure 7. The power 
spectral shape on the coral flat becomes flat and the spectral width seems to be wider than 
that of offshore ones. Note, however, that the energy of swells with a period of about 15 
sec, though decrease by breaking, is 
still predominant in the reef, as io° 
clearly shown in Figure 6(2). At the 
lowest tidal phase, on the other 
hand, the water depth becomes very 
shallow, and there exist strong 
offshore-wards currents from the 
reef edge, as shown in Figure 4. A 
few waves thus coming into the reef 
flat, most waves measured on the 
coral flat are, as shown in Figure 5, 
wind waves with periods less than 1 
sec, of which the energies are very 
small. 
If the frequency region of power 
spectra at high tide is divided into 
three regions; long waves 
(/<0.04), swells (0.04 </< 0.1), 
and wind waves (/> 0.1), respec- 
tively, each wave energy compo- 
nent £, changes in and outside the 
reef due to wave breaking and bot- 
tom friction, as shown in Figure 7. 
The abscissa indicates the meas- 
uring stations and the ordinate does 
the energies relative to the total 
energy of incident waves, Er. It is 
noted that the energy of long waves 
with periods greater than 25 sec, 
having small partition rate of the 
wave energy, are unchanged both in 
and outside the reef. The result 
shows that the coral reef in the beach 
is not effective for dissipating long 
period waves. 
(2) Significant waves 
At high tidal phase the significant 
wave heights and periods (Hm, Tin) 
change in and outside the reef, i.e., 
in the wave propagation direction, 
as shown in Figure 8. The abscissa 
shows the measuring stations and 
the subscript 0 denotes quantities of 

2 3 4 Offshore 
Measuring site 

Figure 7. Wave energy dissipation on Sanur coral 
flat due to wave breaking and bottom friction at 
high tide (July 17 at 12:00). 
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the offshore incident waves. After entering onto the coral flat, the significant wave heights 
decrease suddenly by breaking nearby the reef edge, and furthermore decrease gradually 
due to bottom friction on the coral flat. Similarly, the significant wave periods change 
suddenly near the reef edge, but they remain nearly constant on the coral flat. The main 
reasons of decrease in wave period are due to short-period waves generated in the course of 
wave breaking, and, probably, fission of long-period waves into solitons taking places on 
the coral flat. The prediction of wave properties should become taking into account of the 
change in wave period caused both by wave breaking and fission. 

PREDICTION OF REPRESENTATIVE WAVE HEIGHTS 

Model equations 
The mild-slope (MS) and KdV equations are applied herein to predict representative wave 
heights for irregular waves on the coral flat. The MS equation is useful for estimation of 
transformation of waves propagating on the step-type reef with bathymetric discontinuity 
(Tsutsui & Zamami, 1993), as shown schematically on the left in Figure 9. Coral reefs of 
step-type are formed in the Okinawa islands, but those of slope-type are formed in Sanur 
beach, as shown schematically in the figure. As the offshore-side bottom slope changes 
gradually from 1/20 to 1/50, the KdV equation can be applied, but not for the step-type reef. 
Notice that all the physical quantities in this section are written in dimensionless form by 
using the representative quantities, the length being the nominal water depth h0, the time 
n/hjg, the velocity >/gh0, and the acceleration of gravity g. 

Step-type 

< 
Waves -<J Waves 

Slope-type 

h, 

Figure 9. Step and slope-type reefs. 

(1) The MS equation 
The MS equation with the effects of wave energy dissipation due to wave breaking and 
bottom friction is given in the form (Dalrymple et al., 1984) 

V(ccgVrj) + [(cg/c) o2~ iafd] t] = 0 (1) 

where V = (d/dx, d/dy) is the horizontal differential operator, (x,y) are the horizontal 
coordinates, c is the wave velocity, c the group velocity, r\ the water surface 
displacement, a = 2JIIT the frequency, T the wave period, and fd the dimensionless 
coefficient of wave energy dissipation due to breaking and bottom friction. In the present 
study, after transformation into the two-dimensional form (Tsutsui, 1991), the MS 
equation (1) is calculated numerically by the finite element method. 
(2) The KdV equation 
The KdV equation with the effects of wave energy dissipation due to wave breaking and 
bottom friction is given in the form (Tsutsui, 1986; Yasuda & Nishio, 1990) 

Vx \« 
3/2 rjrjj I h mn i/r1/ 

4 !r1 = - Kh -3/2, n^-^sh    r]\r\\ (2) 

1/2 with  § = \ h     dx -t (3) 
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where h is the local still water depth, K the dimensionless coefficient of wave energy 
dissipation, s the coefficient of bottom friction, and the subscripts denote partial 
derivatives. Note that the wave energy dissipation is estimated by two terms on the right- 
hand side of Eq.(2). The term of diffusion, the first term, plays an important role in 
evaluating the effect of wave height damping due to breaking, and the second term does 
due to bottom friction. The equation (2) can be calculated numerically by the finite 
difference method (Tsutsui, 1986). 
The sudden decrease in wave periods 
due to fission of long-period waves into 
solitons just after wave incidence upon 
the reef can be confirmed numerically, 
by making use of the KdV equation 
without wave breaking and bottom 
friction. Figure 10 shows an example 
for a gradually varying reef shown in 
the bottom of the figure, where Ur is the 
Ursell number, e= h2/hl the ratio of 
the shallower water depth h2 on the 
reef to the offshore water depth h,, H is 
the wave height, and the subscript i 
stands for quantities of an incident 
wave. The wave height and period vary 
periodically with respect to wave 
propagation because of nonlinear interaction of solitons. Just after the fission, its period 
decreases suddenly to a value less than half of the incident wave period. As shown in 
Figure 8, the value nearly equals those obtained from observation. In the course of wave 
propagation the wave period becomes longest in the phase of reformation of waves, at 
which the wave height decreases a little. 

Coefficient of energy dissipation 
In order to use Eqs.(l) and (2) for calculating wave properties on the coral reef, the 
coefficient of wave energy dissipation due to breaking and bottom friction must be 
evaluated. The equation of wave energy conservation is given by 

Figure 10. Changes in the wave height and 
period on the reef due to fission of a wave into 
solitons. 

d 
— (EcA = ~fdE (4) 

where E is the total wave energy and § is the horizontal coordinate in the direction of wave 
propagation. We use the expression for the coefficient of wave energy dissipation, fd, 
introduced by Izumiya & Horikawa (1984), considering bottom friction, under the 
assumption of homogeneity of turbulence in the breaker zone. As the total water depth 
including wave setup is used in the expression, using linear wave theory, it can be modified 
(Yamashita et al., 1990; Tsutsui & Zamami, 1993) as 

L lc:+i JffiW. K°JL 
h   h 

(5) 

in their notations, where {Hlh)s is the minimum wave height relative to the water depth in 
the wave damping region, C*f the coefficient of bottom friction, and jS0 the dimensionless 
coefficient related with wave energy dissipation due to breaking. 
Based on the experimental estimation of the coefficient fi0 for the step-type reef, the wave 
height distribution in the breaker zone can be estimated correctly (Tsutsui & Zamami, 
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TVfl/te 

Figure 11. Coefficients /3 0 for the slope and step-type reefs. 

1993). Similarly, we can determine the coefficient P0 on the slope-type reef, as shown in 
Figure 11, where the offshore slope is 1/20 and the abscissa indicates the dimensionless 
wave period T Jg/h2 on the coral flat. In the limiting state of T n/g/h2 -» °°, the value of P 0 
on the slope-type reef can be approximated as /80~ J3 (Appendix), by referring to the 
breaking model for the solitary wave (Le Mehaute,1963). The empirical formulae of the 
coefficient /30 are, for the slope-type reef, 

j80=3.27exp[-0.10277,yi%7]+1.73,    T Jglh^ > 5 

and for the step-type reef, 

/30 = 4.48exp[- 0.092ir ,] glh2 ] + 0.12,     T fglh2 >5 

(6) 

(7) 

Figure 12 shows typical examples of 
experimental wave height distributions 
for periodic waves on the slope-type 
reef, comparing with numerical results 
by the MS and KdV equations without 
bottom friction. The abscissa is taken as 
the distance from the reef edge and the 
ordinate denotes the dimensionless 
wave height. In the MS equation the 
coefficient of wave energy dissipation 
fd with /30 given by Eq.(6) is used in 
estimation of wave damping, whereas 
the coefficient of energy dissipation in 
the KdV equation is evaluated by 

K = fJ4 (8) 
to express the effect of wave breaking 
by the term of diffusion. Generally, for 
snorter period waves the wave height 
distributions by the MS equation agree 
well with experimental ones, whereas 
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Figure 12. Wave height distributions on the 
slope-type reef. 
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the KdV equation gives good estimation of the wave height distributions for longer period 
waves. This reason is that, for longer period waves, the breaking wave heights at the reef 
edge estimated by KdV equation are agree fairly with experimental ones, but the MS 
equation shows to underestimate them. Therefore, the discrepancy between the calculated 
and experimental values of relative wave height near breaking point becomes remarkably. 
However, in a region far from the reef edge, both the MS and KdV equations are applicable 
for wave height estimation after wave breaking. 

Wave height prediction on Sanur coral flat 
As mentioned previously, wave setup takes place on the coral flat due to wave breaking. 
Hereafter, the amount of wave setup Ah is assumed to be 30 cm according to the results of 
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Figure 14. Coefficient of bottom friction on Sanur coral flat. 

Goda (1975) and Hino et al. (1989). 
When the significant waves on the coral flat at high tide were estimated by the MS and 
KdV equations, taking into account only of wave damping due to breaking, the values of 
wave heights were greater than those of observation. The result indicates the significant 
role of bottom friction to the wave energy dissipation on the coral flat. However, the value 
of the coefficient of bottom friction in the coral flat is unknown. Therefore, the coefficient 
of bottom friction was evaluated such that wave heights estimated coincide with the 
observed data. Figure 13 shows the results of prediction of significant wave heights on the 
coral flat at the highest tidal level of water, where the distance is taken offshore-ward from 
the shoreline. Discrepancy in numerical estimations by the MS and KdV equations (solid 
and dotted lines) becomes remarkably near the breaking point, i.e., the reef edge. The 
relative distances between the measuring station 4 and the reef edge are within 
35 < xlh2 < 40, showing that all the measuring stations are located in the region where the 
damping of wave heights due to breaking is not effective, as shown in Figure 12. The MS 
and KdV equations, therefore, predict well the wave height distributions observed. 
On the bottom friction, as seen in the data for sandy beaches shown by open symbols in 
Figure 14 (e.g., Iwagaki & Kakimuna, 1962), there exists a linear relation between the 
coefficient of bottom friction / and the wave Reynolds number Rel-= uhmaxTlv, where 
"/.max = crf//2sinh kh, k is the wave number, and v is the kinematic viscosity. The values 
of bottom friction on Sanur coral flat are plotted by the solid symbols ( • , • ). The coral 
flat composed of unevenness is covered by sea glasses so densely that the bottom friction is 
evaluated greater than those on sandy beaches. The values of bottom friction on the coral 
fiat are not enough to design the relation, but may follow the linear relation shown in the 
figure by the solid line. 

THE MAXIMUM WAVE ON THE CORAL FLAT 

We consider two kinds of the maximum waves on the coral flat in relation to the rate of 
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wave breaking near the reef edge. Waves of small wave heights can propagate on the coral 
flat without breaking but the waves may break after propagation of some distances when 
they become large. The first kind of the maximum wave is then for progressive waves 
propagating onto the coral flat without breaking. Figure 7 has already indicated the incident 
possibility of long-period waves into Sanur beach. Due to the low breaking rate of irregular 
waves at the reef edge, the maximum wave arriving at the shore is therefore subjected to 
this breaking criterion for progressive waves on the reef. As the results of experiments for 
periodic waves on the step-type reef (Tsutsui & Zamami, 1993), this breaking criterion is 
given by 

Hh c0 

?2 1+C,£ + C2£2 
I'- 

1nh-> 
(9) 

with 

:0 = 2.45 e,   for e < 0.2 

1 + 1.34/e-0.17 
= 0.4- 

1+0.1/e-0.17 
for e a 0.2 

l-0.6e, 0.02 

(10) 

J 

0.5 

,0.4 

0.3 

0.2 

0.1 

0.0 
0.001 

On the other hand, when incident waves are relatively large to the water depth, they break 
very close to the reef edge on the step- 
type reef, forming partial standing        °-6 

waves in the offshore deeper region of 
the reef, but they break near the reef 
edge on the slope-type reef. In this case 
of high wave breaking rates of irregular 
waves, the second kind of the maxi- 
mum wave arriving at the shore is sub- 
jected to the waves that are reformed 
after strong wave breaking. 
As the results of experiments for irreg- 
ular waves on the step-type reef, Figure 
15 shows examples of the relationship 
between the wave height relative to the 
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water depth on the coral flat, Hlh2, and 
the shallowness h2/L0, where all the 
individual waves measured in the 
reforming region after wave damping 
due to breaking are plotted by the open 
circle. In the parameters, L „ is the wave 
length in deep water for the individual 
wave and H0/LQ is the wave steepness 
in deep water for the significant waves. 
In the upper figure (1), the significant 
wave height is smaller than the critical 
wave height shown by the solid line, 
Eqs.(9) and (10), and it seems that the 
rate of wave breaking is low. This solid 
line indicates the maximum wave, 
which shows the envelope of the data. 

(1) Low rate of wave breaking. 

hj/u 

(2) High rate of wave breaking. 

Figure 15. Maximum waves on the step-type 
reef according to the rate of wave breaking. 
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The result in the case of high wave breaking rate is shown in the lower figure (2), where the 
significant wave height is larger than the critical wave height shown by the lower solid line, 
and most waves break at the reef edge. The upper solid line with e = 1 indicates the breaker 
index for the flat sea bottom (Goda, 1970), an approximation of the highest wave of 
permanent-type on water of uniform depth (Yamada and Shiotani, 1968), and it becomes 
the envelope of all the experimental data. Therefore, the maximum wave after strong wave 
breaking near the reef edge is deter- 
mined by the breaker index for the flat °-7 

sea bottom. 
Similarly, the relation of the relative 
wave height Hlh2 on Sanur coral flat 
and the shallowness h2lL 0 is shown in 
Figure 16, where all the individual 
waves measured at the station 4 near 
the highest tidal phase are plotted by the 
open circle. The breaker type near the 
reef edge is for progressive waves be- 
cause Sanur beach is of slope-type reef 
with the offshore slopes of 1/20 - 1/50. 
Therefore, we can use Eqs.(9) and (10) 
as the breaking criterion, when the 
water depth ratio e=h1lhx is given as 
the ratio of the water depth h2 on the 
coral flat to the offshore water depth h,, 
where the shoaling coefficient given by 
the small amplitude wave theory takes 
unity, i.e., hx/L0 = 0.057. The solid 
lines in Figure 16 show the results. As 
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data. Furthermore, it has been confirmed by laboratory tests that the maximum wave on 
Sanur coral flat at the high wave breaking rate is also evaluated by the breaker index for the 
flat sea bottom, as well as for the step-type reef. 

CONCLUSIONS 

Main conclusions of the present analysis of wave properties and the maximum wave based 
on the experimental and field data at Sanur coral beach are summarized as: 
(1) In Sanur beach, waves in the dry season (June - August) are predominant for the beach 
process, and they are incident perpendicular to the reef edge. Swells with a period of about 
15 sec are most effective for beach change. 
(2) The MS and KdV equations with the effects of wave energy dissipation can predict the 
wave height distribution on the coral flat, when the coefficients of wave breaking and 
bottom friction are evaluated. 
(3) In the case of the low wave breaking rate, the experimental wave height criteria for 
progressive waves, Eq.(9) and (10), give the maximum wave arriving at the shore without 
breaking. Contrarily, after full breaking of incident waves near the reef edge, the maximum 
wave on coral flats can be determined by the breaker index for flat sea bottom. 
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Appendix: The coefficient P0 for the slope-type reef as TJglh 2 -»oo 

If the small amplitude wave theory is applied in Eqs.(4) and (5), we have 

i^y Po H 

2C8 
(A.1) 

where the effect of bottom friction is neglected. Dividing by He  and integrating with 
respect to § within a small increment 4g = §2 - ^l give 

Hj 

Cg2 

1/2 

exp -*yiwm's 16 
(A.2) 

where the subscripts 1 and 2 denote quantities at the locations f j and §2, respectively, and 
h is the mean water depth within the increment 4§. 
By introducing the bore model, Le Mehaute (1963) evaluated the energy dissipation rate of 
solitary wave as a spilling breaker as; 

Hx     h. 
exp 

16 [h 
^ 

(A3) 

[(\+H/h)-p(l+pH/h)] 
with B = (1 

(1 + Hlh)(\ + pH/h) P)J (A.4) 

where p is the dimensionless parameter that defines the range of surface disturbance due to 
wave breaking and then Os^sl. The condition that p = 1 corresponds to non-breaking 
(B = 0), and p= 0 to full breaking (B - 1). The coefficient B is then call the breaking 
coefficient. In case of non-breaking, Eq.(A.2) gives the so-called Green's law for long 
period waves as H2/Hx ••(hxlh2)ll\ and Eq.(A.3) gives H2lHx >{hxlh2Y

n This 
difference is due to the validity of using the solitary wave theory in analyzing wave motion 
on a slope. However, Eq.(A.3) is applicable for waves on the coral flat because the 
coefficients of the exponential terms in Eqs.(A.2) and (A.3) can be approximated as unity. 
Equation (A.2) must be asymptotic to Eq.(A.3) as T^glh2 -»oo. Comparing the coeffi- 
cients in the exponential damping terms gives 

P0=JT/HJhD, D=B/J\-(HS/Hb)
2 (A.5) 
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It is easy to show that the effect of sea bottom slope on the parameter D in Eq.(A.5) through 
the wave height is very small, by using the breaker index (Goda, 1970) and assuming the 
breaking point to be the reef edge. Furthermore, waves on slopes steeper than 1/50 break 
completely (Le Mehaute, 1963). We can thus approximate as /3=0 and D = \. 
Consequently, the coefficient p0 for longer period waves depends only on the breaking 
wave height (H/h)b, i.e., 

Po=JlJW?h (A-6) 
Since J(Hlh)b = 1.01 for solitary wave propagating on the gentle slope of 1/20, the 
coefficient /30 can be approximated by /30 •> /3 when TJ^/h0-* o°. Note that the 
breaking wave height takes values within 0.91 < j(Hlh)b < 1.17 for the sea bottom 
conditions varying from the uniform water depth to the slope of 1/10. 
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CHAPTER 46 

Development of a Submerged Doppler-Type Directional Wave Meter 

Tomotsuka Takayamal, Noriaki Hashimoto^, Toshihiko NagaP 
Tomoharu Takahashi4, Hiroshi Sasaki5, and Yoshiki Ito6 

Abstract 

This paper presents a newly developed type of submerged directional wave 
meter having the capability to measure water surface elevation and multiple current 
velocity components. These components are determined from Doppler frequency 
shifts using the complex covariance method. The developed system was 
demonstrated to be capable of successfully obtaining directional wave data, as well as 
adequately estimating directional wave spectra. 

1. Introduction 

Many types of wave observation devices have been developed over the years 
for various scientific and engineering applications. Most, however, were designed to 
measure only wave height and period, and consequently, a practical instrument 
incorporating features for satisfactorily measuring directional seas has not yet been 
obtained. 

The most commonly used wave meter in Japan is a submerged ultrasonic-type 
wave gage that can be installed at a water depth of up to about 50 m. A submerged 
ultrasonic-type current meter developed for measuring directional seas, however, is 
limited to 30-m-deep water due to a decay of water particle velocity caused by waves. 
Obviously then, there is a need to develop a combined measuring system that can 
operate at 50 m. 

1 Director, Hydraulic Engineering Div., Port and Harbour Research Institute (PHRI), 
1-1 Nagase 3-chome, Yokosuka 239, Japan 

2 Chief, Ocean Energy Utilization Lab., Hydraulic Engineering Div., PHRI. 
3 Chief, Marine Observation Lab., Marine Hydrodynamics Div., PHRI. 
* Managing Director, Japan Marine Surveyors Association, 

14-12 Kodenma-cho, Nihonbashi, Chuo-ku, Tokyo 103, Japan 
5 Former manager, Measuring and Control System Div., Kaijyo Corporation, 

3-1-5 Sakae-cho, Hamura-shi, Tokyo 205, Japan 
6 Manager, Research and Development Div., Kaijyo Corporation. 
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This led to the present paper which describes a new device, named the 
submerged Doppler-type directional wave meter, that utilizes the Doppler effect of 
ultrasonic waves in water for measuring directional seas in coastal areas having a 
water depth of about 50 m. 

2. Submerged Doppler-type directional wave meter 

2.1  System description 

Figure 1 shows a circuit block diagram of the measurement system of the 
submerged Doppler-type directional wave meter. This system is comprised of a 
submerged transducer, measurement section, and computation unit. The 
measurement section consists of transceiver and signal processing circuits. The 
former circuit connects the transducer to the latter one which converts the signals to 
water surface elevation and current velocities after digitizing received analog 
quantities. The computation unit statistically analyzes wave data and computes the 
resultant directional wave spectra. 

To measure the water surface elevation, the transducer radiates vertically- 
upward-directed ultrasonic waves (Z-axis, Fig. 1) and then receives the waves 
reflected off the water surface. The water surface elevation is estimated using the 
wave propagation time. By also radiating ultrasonic waves upward in four directions 
separated by an inclination angle a, multiple current velocities are measured by 
receiving the waves scattered back from selected layers of water. The water particle 
velocity of each layer is estimated from the frequency shift caused by the Doppler 

Compulation Unil 

Measurement Section 

Fig. 1 Diagram of the measurement system of the submerged 
Doppler-type directional wave meter. 
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Table 1 Specifications of the Doppler-type directional wave meter. 

Specification Current Velocity Wave Height 

Mesurement system Ultrasonic 
method 

Doppler Ultrasonic wave 
propagation time 

Operating frequency 500 kHz 200 kHz 

Beam width 1 30 

Mesurement channel Orthogonal I 4 channels Vertical 1 channel 

Beam tilt 300 - 
Maximum output power 300 W - 
Mesurement range 0   to   ± 5 m/s 0 — 30 m 

Range resolution 2.3 m - 
Transmission interval 165 ms 165 ms 

Mesurement period 900 ms 495 ms 

effect between the radiated and scattered waves. Use of a time sharing system 
enables all these measurements to be successively carried out at very short time 
intervals. Specifications of the new wave meter are summarized in Table 1. 

2.2 Doppler frequency estimation methods 

Two different techniques exist for conducting Doppler frequency analysis: (1) 
use of analog signals, such as the phase lock loop (PLL) or analog filter bank 
methods; and (2) use of digital signals, such as the fast Fourier transformation (FFT) 
and complex covariance (CC) methods. Of these, real-time processing is normally 
performed with the FFT or CC method due to rapid developments in microcomputers 
and peripheral equipment. 

The FFT method has an advantage in that even at a low S/N ratio it can analyze 
the scattered wave signal to estimate the spectral density over the entire frequency 
band. At a higher S/N ratio, however, the CC method is more advantageous because 
computing the spectral moment is easier and the frequency resolution is better. 

Figure 2 shows a flow chart of the CC method's computational procedure, 
where the the input frequency signals cos(o)in/ + e) are first damped by the local 

oscillation frequency signals (cosro0/ and sino)0/) having a phase difference of 90°. 
Next, the first order moment ^, (average frequency) of the input signal is computed 
from the complex covariance function R(x) obtained from the outputs Xr{tn) and 

-£j(0- More specifically, the frequency components of min +a)0 and mjn -o)0 are 

obtained by mixing the input signals cos((ojnt + e) with the cos and sin components of 

the local oscillation signals having frequency w0.  The difference component a)jn -co0 
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cos(«t*e) 
Mixer 

cos(0)|.e)cos^ol- 
cDsi(O).a)o)i.e) 

Low pass 
filter 

cos((k>-«0)t*e) 
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• Xi(t) Low pass 
filter 

Fig. 2 Analog method for generating complex signals. 

is then sent to a low pass filter (LPF) and A/D converter where it digitized. From 
Xr{t„) and Xt(tn), the complex values Z(tn) are obtained by Z{tn) = X^t^ + iX^t^, 

followed by computing jx, using 

*M^|Z(°Z*('"+T) 

1        ., Im[R(x)] 
a = tan   —\   ) [J,, 

1    2rct Re[^(x)] 

(1) 

(2) 

where Z*(/n) is the complex conjugate of Z(?n). 

This procedure can also be performed by the simple homodyne complex 
covariance (SHCC) method which simplifies the computation (Ito et al., 1989). 
Figure 3 shows a flow chart of this method's data processing procedure. Since the 
received signal is digitized, the sampling frequency /, is easily synchronized with the 
transmitting wave which is four times larger than the transmitting frequency /„. The 
reference signals for the homodyne detection can then be simulated as 

-H5M0).¥<1).'J'(2>.,!'<3>.-> 
-,W0).0.-¥<2>,0.-) 

Mixing 
calculation 

(9(0)-,?(2)+S'K)+-) 

-*• Xr(tn) 
Filtter 
operation 

*cos0 -(1.0.-1.0.-) 

(O.yiD.O.-TO).-) 
Mixing 
calculation 

(*(1)-*(3)+*(5)--) 

—»     Xi(tn) Filter 
operation 

*sin0 -(0.1.0.-1.-) 

Fig. 3 Data processing for the SHCC method. 
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cos<|>=(l,0,-l,0,l,0,-l,---) 

sin<|) =(0,1,0,-1,0,1,0,---). 

Therefore, the outputs of homodyne circuit can be approximated by 

i|) (t) cos(j) = ip (0),0,-ijj (2),0,iJ) (4),0, • • • 

ij)(/)sin<t) = 0,T|J (l),0,-Tp (3),0,ijj (5), • - • , 

(3) 

(4) 

where ip (t) is the received signal. If we utilize a LPF, by making block averages (16 
points) of these series, the complex beat signal series, Xr(t) and Xt{t), can be 
obtained. Then R(x) is subsequently determined by Eq. (1) and the Doppler or beat 
frequency |x, can be estimated as per the CC method (Eq. (2)). 

When background noise is approximately stationary during a pulse repetition 
period, noise compensation can be accomplished using 

^.-i-fn^Wj-j^, (5) 
^    2jrr Re[fl(t)]-Re[X(T)] V 

where R„(x) indicates the complex covariance of the noise process. 

Field experimental data shows this method estimates the current velocity at a 
S/N ratio corresponding to actual sea conditions with a mean error of about 2 to 6 
cm/s and standard deviation of about 1 to 2 cm/s. 

2.3 Analysis of directional spectrum 

The extended maximum likelihood method (EMLM) developed by Isobe et al. 
(1984) was employed to estimate the directional spectrum because of its high 
versatility and relatively high accuracy. 

Using polar coordinates (Fig. 4), the water particle velocity U in the direction 
r with coordinates (a, p\r) is obtained by 

(7(a,p,r,/?,zo;o),9) = //(a,p,r,A,zo;(o,0)r|(a,|3,r;a),e), (6) 

where T| is the water surface elevation and H the transfer function between U and 
T].  H can be expressed using linear wave theory as follows: 

#(a,p\r,//,z0;a),e) 
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z„ 
WMMM//,'$UIIII/IIIIIIII, 

7////////.'$/////////, 

Fig. 4 Definition of polar coordinates. 

0) - cosh{&(, rcosa + z, 
sinh khL 

xsinacos(6 - p) 

-?sinh{&(rcosa + z0)}cosa 

.)} 
(7) 

where h, k, a>, 9, and z0 respectively represent the water depth, wave number, 
angular frequency, wave propagation direction, and height at which the meter is 
installed above the seabed. 

When the water surface elevation r|0 above the origin (0,0,0) is used as a basis, 
the transfer function between U and r|0 is obtained by multiplying Eq. (7) by 
expmAr sin a cos(9 - p) -ooA?}l i.e., 

H0(a, P,r,/!,z0;co,6) 
_a,exp(-icoAOjcoshW rcosa +z, .)} sinh kh 

x sina cos(6 - P) - /sinh{£(/-cosa + z0)} 

xcosa]exp{/A?"sinacos(6 - p)} , 

(8) 

where At is the time lag between the measurement of each velocity component and 
that of T)0. 

The current velocity component detected by a Doppler-type wave meter is not 
the water particle velocity at a specified location, but instead an average velocity in a 
volume of known width Ar.  Therefore, by disregarding the width around the r axis 
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and integrating Eq. (8) in terms of r, the transfer function between U in the direction 
r with coordinates (a, pV) and T)0 above the origin (0,0,0) is represented as: 

//(a,P,r0,Ar,z0;o),9) 
1     iv0+Ar/2 

Ar J'b-'^/2 

     'lcosh{A:(rcosa+z0)} 
Ark sinh kh 

x expjz'Ar sin a cos(9 - p)}l" 
|r0+Ar/2 

Ar/2 

(9) 

Employing Eq. (9) leads to the estimation equation of the directional spectrum 
by the EMLM, i.e., 

S(/,6)-—^_- v      ;    H'Q'H 
(10) 

where H is the matrix comprised of the transfer functions given by Eq. (9), H*' the 
complex conjugate of the transpose matrix of H, O"1 the inverse matrix of matrix O 
consisting of the cross-power spectra between each quantity, and K is a 
proportionality constant used to normalize the energy of the directional spectrum. 

3. Field observations 

Field observations were carried out off the entrance of Kamaishi Bay (Fig. 5) 
after installing the transducer 0.95 m above the seabed at a water depth of 35 m. The 

Observatory 

Transducer Location 

Fig. 5 Field observation location. 
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Table 2 Sea conditions during the field observations. 

Obs. No.  Date      Runs 
Wave Wave Water Depth of 
height period depth scattered 

(m) (s) (m) layer Zu(m) 

1 Aug.'90 12 0.69-1.51 9.8~10.6 34.51—35.6 3.56-   9.90 

2 Nov.'90 44 0.32—1.00 6.3—13.3 34.94 — 36.12 8.99-10.17 

3 Dec'90 20 1.16-1.88 9.3 — 12.7 35.08 — 36.32 9.13-10.37 

4 Mar.'91 44 0.76—1.84 5.6 — 10.6 35.56 — 36.46 9.01-10.51 

measured signals were transmitted via a submarine cable to a land-based observatory 
(Miyako Port Construction Office, 2nd District Port Construction Bureau, Ministry of 
Transport). The water surface elevation (Z) and four current velocity components 
(X+, X-, Y+, Y-) were recorded on an optical magnetic disk at a 0.99-s sampling 
interval. Table 2 summarizes the sea conditions during the field observations. 

The current velocities were measured 25 m above the transducer, with the 
thickness Ar of the scattering layers being about 2.3 m. a was set at 30° (Fig. 1). 
We assumed a constant sound velocity of 1500 m/s for the computation. 

3.1 Validity of the transfer function 

The validity of the Eq. (9) transfer function cannot be directly verified using the 

observed data. However, by linear wave theory, the value {Re(//)j + 2[lm(//)j 

can be approximated by dividing the sum of the power spectrum of water particle 

10   1 
:    Ratio CCLitie* ir    Wave   The ory>    /    CObSGrved    Data)]     = 

10   ° 

lO"1 

" 

: 
= 

5 io-» 
+1 
CD 
K    10-3 

: 

: 
% = 

10"" 

10"5 
= N» 
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O.  1 O. 2 0. 3 O. 4 
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Fig. 6 Validity of transfer function 
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Fig. 7 Typical results of cross-power spectra estimations. 

velocities in the X- and Y-directions by the power spectrum of the water surface 
elevation. Figure 6 shows this ratio, which is near 1.0 from 0.08 to 0.15 Hz; hence, 
Eq. (9) can be considered as being valid. 

3.2 Estimation of directional spectrum 

Typical cross-power spectra estimated from the observed data are shown in Fig. 
7, where the coherence between each wave quantity is high near the peak frequency 
of the power spectra and the phase angle shows continuous, smooth fluctuations from 
0.06 to 0.2 Hz. These results indicate the field observation cross-power spectra are 
reasonable. 

Figure 8 shows typical directional spectra estimated by the EMLM, where 
various combinations of quantities are indicated since the EMLM enables using a data 
set consisting of three or more quantities. The entrance of Kamaishi Bay faces east, 
and all these results clearly show that waves come from the appropriate direction. 

In addition, a reasonable directional spectrum was estimated in 99 out of 122 
observations. Of the 23 observations from which adquate results were not estimated, 
16 had water surface elevation contaminated by the noise, while the remaining 7 
contained erroneous measurements. 
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Fig. 8 Typical directional sprecta estimated using various combinations of quantities. 

In cases where reasonable results were obtained, for z^ from 9 to 10 m, a 
measurement was obtained even when the significant wave height was only 35 cm at a 
significant wave period of about 10 s. Furthermore, at a significant wave period of 
about 6 s, waves with a significant wave height of 1 m were measured. It should be 
realized that the highest significant wave height for these observations was 1.85 m, 
which is not a severe sea condition. Under more severe sea conditions, however, 
measurement is believed to be possible by increasing zu. 

4. Conclusions 
Knowledge of directional spectra is essential for clarifying various coastal 

engineering problems. However, difficulties in measuring directional seas have led to 
insufficient information being available. Since the submerged Doppler-type 
directional wave meter can be employed to measure directional seas with only one set 
of units and provide an accurate estimation of directional spectrum. It is considered 
to be the best measuring system for investigation and research on directional seas. In 
fact, in the near future, Japan's Nationwide Ocean Wave information network for 
Ports and HArbourS (NOWPHAS) (Nagai et al., 1993) will install this instrument at 
all their coastal wave observation stations. 
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CHAPTER 47 

Bragg Scattering of Waves over Porous Rippled Bed 

Hajime Mase1 and Ken Takeba2 

ABSTRACT: A time-dependent and a time-independent wave equations 
are developed for waves propagating over porous rippled beds taking 
account of the effects of porous medium. The mean water depth and the 
thickness of porous layer are assumed to be slowly varying compared to 
the wavelength of surface gravity waves, and the spatial scale of ripples is 
assumed to be the same as the wavelength of surface waves. By using the 
time-independent equation, the Bragg scattering is examined in one- 
dimensional case. The results show that the reflected and transmitted 
waves become smaller than those in the case of impermeable rigid rippled 
bed due to energy dissipation in porous medium. 

Introduction 

Davies and Heathershaw (1984) studied the reflection from sinusoidal 
undulation over a horizontal bottom and derived a solution of reflection 
coefficient. Their experimental results showed a resonant Bragg 
reflection at the condition where the wavelength of the bottom 
undulation is one half the wavelength of the surface wave as predicted 
by their theory. Mei (1985) and Naciri and Mei (1988) developed 
theories of wave evolution at and close to the resonant condition by 
shore-parallel sinusoidal bars and two-dimensional doubly sinusoidal 
undulations over a slowly varying topography. For more realistic 
natural topography, Kirby (1986) derived a general wave equation 
which extends the mild slope equation of Berkhoff (1972). These 
existing theories don't take account of the effects of seabed 
permeability. 

1 Assoc. Prof., Dept. of Civil Eng., Kyoto Univ., Kyoto, 606, Japan. 
2 Grad. Student, Dept. of Civil Eng., Kyoto Univ., Kyoto, 606, Japan. 
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The strong reflection of incident waves due to the Bragg reflection 
results in rough offshore sea. Since it is desirable to reduce the 
transmitted and reflected waves, artificial porous ripples or bars would 
be more convenient. 

In this study, a time-dependent wave equation is developed, by 
extending the theory of Kirby (1986), for waves propagating over 
permeable rippled beds in order to take into account the effects of 
porous medium. Some numerical calculations are carried out to show 
the effects of seabed permeability on wave transformations or on the 
Bragg scattering by ripples in one-dimensional case. 

Derivation of Wave Equation over Porous Rippled Bed 

The coordinate system and main quantities are shown in Fig.l. The 
actual depth, h'(x), is divided into the rapidly varying small amplitude 
undulation, 8(x), and the slowly varying mean water depth, h(x): 

h'(x)=h(x)-8(x) (1) 

where x = (x,y). Thickness of the porous layer, h's{x), is expressed as 

h's(x) = hs(x) + S(x) (2) 

Fig.l Definition of variables 
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where hs(x) is the slowly varying mean thickness. The bottom beneath 
the porous layer is assumed to be impermeable and rigid. 

The horizontal scales of changes of h(x), hs(x) and 5(x) are 

O 
kh 

= 0(kS)«1 

and 

O 

O 

kh 
~0(k5)«l 

kd 
-0(1) 

(3) 

(4) 

(5) 

where \ is the gradient operator as (dldx.dldy), and k is the wave- 
number. 

The analytical domain is divided into two regions: the region (I) is 
the fluid domain above the porous layer; the region (II) is the porous 
layer, as shown in Fig.l. 

In the region (I), the irrotational motion of incompressive and 
inviscid fluid is described by a velocity potential, (f>, as follows: 

<t>tt+g<t>z =°; z=o 

<pz = -Vhh-Vh$ + Vh-{5Vh4>) + w(l) ;   z = -h 

(6) 

(7) 

(8) 

Eq.(6) is the Laplace equation, Eq.(7) is the free surface boundary 
condition combined dynamic and kinematic boundary conditions, and 
Eq.(8) is the bottom boundary condition expanded about z = -h to the 
order of 0(kS), where / is the time, g is the acceleration of the gravity, 
and w(I) is the discharge velocity at the interface between the region (I) 
and (II). The pressure, p(1), is given by 

?(I) =-p((j)t+gz) ;  -h<z<0 (9) 

where p is the density of the fluid. 
In the region (II), after Sollit and Cross (1972) and Madsen (1974), 

the unsteady motion of the fluid in the porous medium is described by a 
continuity equation 



638 COASTAL ENGINEERING 1994 

V«=0 (10) 

and by a momentum equation 

% du ^ 

P n at        p    \ I        n 

where M is the discharge velocity vector, V is the gradient operator 
vector as (dldx, dldy, dldz), n is the porosity, Tis the inertia coefficient, 
/ is the linearized friction factor, pm is the pressure, co is the angular 
frequency. Assuming the irrotational motion of the fluid and 
introducing a discharge velocity potential, <p, we can rewrite Eqs.(10) 
and (11) as 

Vh9 + 9a=° ;   ~{h + hs)<z<-h (12) 

pW^-pf-Vt+gz + f-tp) ;   -{h+hs)<z<-h (13) 
yn n   J 

The boundary condition at the upper face of the porous layer is 

(pz=-Vhh-Vh(p + Vh -(SV^ + w^   ;    z=-h (14) 

and the boundary condition at the bottom of the porous layer is 

(pz=-Vh(h + hs)-Vhq>   ;    z = -(h + hs) (15) 

where w(II) is the vertical discharge velocity at the interface between the 
region (I) and (II). 

At the interface, the pressure and the vertical discharge velocity 
should be continuous: 

p(i)=p(n)   ;    z = -h (16) 

w(i) = w(n)   .    z = _h (17) 

The solutions of velocity potentials, (j) and (p, may be expressed as 

<t>{x,z,t) = f   (x,z) ^(jc,f)+(non- propagating modes) (18) 

q>(x,z,t) = f    (x,z) q)(x,t) + (aon- propagating modes)       (19) 
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Under the condition of horizontal bottom (\ h = \ hs = 0), we can obtain 
the vertical distribution functions of /(I) and /(1I) as follows: 

pl' = — {cosh khs coshk(h + z)+y sinh khs sinh k(h + z)} (20) 

/") = — ycoshk(h + hs +z) (.21) 

where 

D = cosh khs cosh.kh (l + 7 tanhkhs tanhkh) (22) 

y = n/(T+if) (23) 

The dispersion relation is given by 

2 _      tanhkh + ytanhkhs 

1 + 7 tanh kh tanh khs 

For the case of mild slope bottom, the velocity potentials could be 
described by Eqs.(18) and (19) with Eqs.(20) and (21). Substituting 
Eqs.(18) and (19) into the matching condition of pressure yields 

0=<P (25) 

Following Smith and Sprinks (1975) and Kirby (1986),  we employ 
Green's second identity to the propagating component of (p and fm: 

0{l\^z-\\^dz = [f%z-^
0 
-h 

Integrating the above equation yields 

l2  .        rO   .1r _m2 Vh-\°_hVh^
Zdz-\lkHf^dz 

-v,-(5v^)/(I)2 

- w(I)/(I) |_ + h{l)f? I + high °rder terms 

-if*,/"2] --Uf")2 
-h 

(27) 

Green's second identity to the propagating component of <p and /(II) is 
described by 
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(28) 
and the integration yields 

-v-.LM,,vt*/<»'2*-LtJj)*
2w<")* 

=vt.(ws*)/'"2  W'V'I 
\-h "• 

— 0/    /z + high order terms (29) 

Eliminating w(I) and wm (actually wm=wm) from Eqs.(27) and (29) 
and using <p = <p,we obtain 

2 

^ (<ft„ + (02$) - Vh • (aWj) -k2a$+ cosh   ^ (i _ y)V/t (s V/^) = 0 

(30) 
where 

a = p + qly (31) 

p = J° f{1)2dz = —i-j {cosh 2 ^ sinh 2kh(\ + 2kh I sinh 2kh) 

+ y sinh 2khs(cos\\ 2kh- l) + y2 sinh2 khs smh2kh 

x(l-2M/sinh2^)} (32) 

9=nA+A ^/(II) dz= 2"{72sinh2%sinh2A:ft(l+2%/sinh2^)} 

(33) 

Eq.(30) is the time-dependent wave equation.   Factoring the time out 
of 0 as 

$=^e~im (34) 

we can transform Eq.(30) into 

V, •(«Vft0) + afc20-C°yj(l-y)VA •(«5V/!0) = O (35) 
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The effects of the porous medium are taken into account through the 
complex wavenumber k given by Eq.(24) and the complex coefficients 
of a and y. 

Relation to Existing Theories 

Case ofhs = 0 and 5 = 0 

In the case that there are not porous layer and rapid undulation, 
Eq.(35) reduces to the mild slope equations derived by Berkhoff 
(1972): 

Vh • (cCgVh <j>) + k2CCg<p = 0 (36) 

Case ofhs = 0 and 5*0 

In the case that there is not porous layer and there exists rapid 
undulation, Eq.(35) reduces to the general wave equation over rippled 
bed derived by Kirby (1986): 

V* • (cCgVh$) + k2CCg$ - CQS^2 ^ Vh -(5V^) = 0 (37) 

Case of very small permeability of porous layer 

The case of very small permeability is treated as a mathematical limit 
of very small porosity (« -> 0) and very large friction factor (/ -> °°). 
In this condition, Eq.(35) reduces to the general wave equation 
expressed as Eq.(37). 

Case of very large permeability of porous layer 

Since ft—>1 and /—>0, so 7—>1. The resultant wave equation 
becomes the same as the mild slope equation expressed as Eq.(36) 
where the phase velocity C and the group velocity Cg are defined by 
using the water depth of h+hs. 
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Numerical Calculations of Bragg Scattering 

Boundary condition 

At the seaward boundary condition, the following condition has to be 
satisfied: 

4 = -*!(<£-20/) (38) 

where 0/ is the incident wave potential amplitude. At the downstream 
boundary condition, the following transmitted condition was needed: 

k = ikij> (39) 

Numerical conditions 

Numerical conditions followed the experimental ones of Davies and 
Heathershaw (1984). The water depth h and the thickness of porous 
layer hs were constant, and the undulation 8 was given by 

8 = Dsm{?uc);   0<x<ml (40) 

where m, X, I, and D are the number, the wavenumber, the wavelength 
and the amplitude of the ripples, respectively. Two cases of Case 1 (m 
= 10 and D/h = 0.l6) and Case 2 (m=4 and D/h = 0.32) were employed. 
Actual values of D, I and hs in the experiments of Davies and 
Heathershaw (1984) were 5 cm, 1.0 m and 0 m, respectively. Here we 
changed hs from 0 m to 0.2 m to examine the effects of permeability on 
the Bragg scattering. 

Calculated results and discussion 

Figure 2 shows the spatial distributions of wave amplitudes of wave 
period 1.0 s and 1.3 s, where the solid line corresponds to the case of 
impermeable rigid bottom, the dotted and the dash-dotted lines 
correspond to the case of porous bottom of /= 1 and /= 10, 
respectively, with T = 1.0, n= 0.4 and hs = 0.2 m of Case 1. In Fig.2 
(a), the reflection coefficient is less than 0.1; and, in Fig.2(b), the 
Bragg reflection condition is nearly satisfied, and the variations of the 
amplitudes are remarkable. It is seen from Fig.2 that when the bottom 
is permeable, the amplitudes and their variations become small. 
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Fig.2 Spatial distributions of wave amplitudes: 
(a) non-resonant condition; (b) resonant condition 

Figure 3 shows the reflection coefficient, R, and the transmission 
coefficient, T, against the ratio of wavenumbers, 2k/X, where the k is 
taken as the real part for the case of permeable ripples. In the figures, 
the linearized friction factor was changed by 10, 5, and 1, keeping 
T= 1.0, n=0.4 and hs = 0.2 m. The calculated results for 
impermeable rigid bottom, shown by the solid lines, were obtained by 
setting n = 0. In the range of 1 < f< 10, the reflection and transmission 
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Fig.3 Reflection and transmission coefficients: (a) Case 1; (b) Case 2 
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Fig.3 (Continued) 
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on reflection and transmission 



BRAGG SCATTERING OF WAVES 

1.0-1 

0.8- 

0.6- 
cc 

0.4- 

0.2- 

0.0 • 
^ 

0.5 

D/h=0.32 
m=4 

Rigid Bottom 

Porous Bottom 
__. x=1.5 

..... T=1.2 

/Vv\ 
1=1.0 

1.0 

Sf\fe\^\-,^ 

647 

1.5 
2kA, 

2.0 2.5 

1.0-1 

0.8- 

0.6 

0.4- 

0.2- 

0.0 • 
0.5 

Rigid Bottom 

\ \y /-— —.--»-  
\   / Porous Bottom 

    T=1.0 

D/h=0.32 .....  x=1.2 
m=4 _ _   x=l .5 

 1 1 1 1 
1.0 1.5        2.0        2.5 

2k/X 

Fig.5 Effect of inertia coefficient of porous layer 
on reflection and transmission 



648 COASTAL ENGINEERING 1994 

coefficients become small with decrease in the linearized friction factor. 
The effect of thickness of the porous layer on the Bragg scattering is 

shown in Fig.4, by changing hs, with x — 1.0, n = 0.4 and/ = 10. The 
reflection and transmission coefficients become small with increase in 
the porous layer thickness, as easily expected. 

Figure 5 shows the effect of the inertia coefficient by changing x, 
with/ = 10, n = 0.4 and hs = 0.2 m. It is seen from this figure that 
there is little effect of x. 

It should be noted that though the parameters of n, /, and x were 
changed independently for the convenience in the calculations so far, 
these parameters are dependent each other. The determination of the 
parameters is difficult for arbitrary porous medium. 

Conclusions 

In order to deal with wave transformations over a permeable seabed 
with rapidly varying undulations, we developed the time-dependent and 
time-independent wave equations taking account of the effects of porous 
medium. 

In the case that there are not porous layer and rapid undulation, the 
time-independent equation reduces to the mild slope equation derived 
by Berkhoff (1972). In the case that there is not porous layer and there 
exists rapid undulation, the time-independent equation reduces to the 
wave equation over rippled bed derived by Kirby (1986). When the 
permeability is very small, the time-independent equation reduces to the 
Kirby's equation. On the other hand, when the permeability is very 
large, the time-independent equation reduces to the Berkhoff s equation 
where the water depth is defined by a sum of the water depth and the 
thickness of porous layer. 

Numerical examples of the Bragg scattering were shown in one- 
dimensional case. The reflected and transmitted waves became small 
due to the permeability of seabed bottom. The reflection and 
transmission coefficients were influenced by the friction factor, the 
thickness of porous layer, and the porosity; however, there was little 
effect of inertia coefficient. 
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CHAPTER 48 

Non-Reflective Multi-Directional Wave Generation by Source Method 

Masahiro Tanaka1, Takumi Ohyama1, Tetsushi Kiyokawa1, 

and Kazuo Nadaoka2 

Abstract 
A new wave-generation system, composed of a source and an absorber, is 

proposed to realize a non-reflective wave field in a laboratory basin as an advanced 

alternative to conventional methods. Theoretical studies based on the linear potential 

theory were carried out to investigate the characteristics of wave fields generated by 

the proposed method. Performance of the new system was compared to that of 

conventional serpent-type wave-makers. The proposed system was founded to 

provide a significantly larger effective area for multi-directional waves than does the 

serpent-type wave makers. 
Experimental studies using a two-dimensional wave tank were also conducted to 

verify the performance and practicality of the new system. The results showed that 

the new devised equipment can produce a nearly non-reflective wave field and can 

generate waves efficiently even in deep water. 

1. Introduction 

Serpent-type wave-maker has been developed to generate multi-directional 

irregular waves, and has been introduced in many laboratories (Biesel, 1954; Gillbert, 

1976; Takayama, 1982). However, this wave-generation system has not yet solved 
two serious problems. First, re-reflected waves from wave-generating paddles and 

side walls of a tank disturb the wave field around a model after certain time passed. 

1 Institute of Technology, Shimizu Co., 3-4-17, Etchujima, Koto-ku, Tokyo 135, Japan 
2 Tokyo Institute of Technology University, 2-12-1, Ohokayama, Meguro-ku, Tokyo 152, Japan 
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The second problem is that the effective wave area decreases according to increase of 

the incidence angle of waves. 
Funk-Miles (1987), Isaacson (1989) and Dalrymple (1989) have proposed a 

directional wave-making method considering side-wall reflection to expand an 

effective wave field. Although this method can slightly widen the effective wave 

field by controlling reflection waves at side wall, proportion of ineffective wave area 

in the tank is still large. 

On the other hand, Hirakuchi et al. (1991) and Ikeya et al. (1992) have proposed 

an active directional wave absorption method. In this method, the reflection waves 
are absorbed by controlling the amplitudes and phases of each paddle corresponding 

to the heights, phases and directions of the reflection waves. Since this method 

requires measurement and analysis of a significant amount of waves to control the 

wave-generating system in an instant time, it is quite difficult to apply to an actual 

system. 

We have devised a non-reflective multi-directional wave-generating system that 

consists of a distributed wave making source and a wave absorber without using 

wave-generating paddles. 

2. Concept of the New System 

The wave-generation system consists of a circular wave-making source and an 

external wave absorber arranged in a circular tank as shown in Fig. 1. The idea of 

the proposed method is founded on the principle of two-dimensional numerical wave- 

generating model (Brorsen-Larsen, 1987; Ohyama et al., 1991). The two- 

dimensional numerical model employs an effective non-reflective open boundary 

treatment so that it can be applied to arbitrary wave fields including nonlinear random 

waves. 

The proposed system generates waves by pumping water in and out without using 
paddles, and the heights and direction of waves are controlled by the intensity and 
phase of the source. Since this source method does not involve wave paddles unlike 

conventional wave-makers, it is expected that the reflected waves from model objects 

permeate through the source without re-reflection, and are absorbed by the external 

absorber. In addition, since the wave-making source is arranged in a circular shape, 

an effective wave field is independent of wave directions, whereas the performance of 

the conventional serpent-type wave-makers is significantly direction-dependent. 

For practical application, the wave-making source can be composed of a series of 
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small units mounted in a concentric semicircle. It would require careful provision to 

minimize the reflection from the source. A practical equipment and its performance 
of wave generation are shown in Section 4. 

Wave Absorbeji^^OW^^aTmakin* Source 

Renectioj^yave^!6 

Model 

Source 

Fig. 1    Concept of non-reflective multi-directional wave generation 
by source method 

3. Theoretical Analysis 

3.1 Theoretical Formulation 

Multi-directional irregular waves are composed of waves with various periods, 

heights and directions. Since the performance of waves generated by the source 
method is independent of wave direction, it can be evaluated by using single- 

directional regular waves. 

The coordinate system and definition sketch used in this study are shown in Fig. 2. 

With the assumption of incompressible, inviscid fluid, and irrotational flow, the fluid 
motion can be described with a velocity potential, <j> (r, 9, z)e~im. The potential 

satisfies the following Poisson's equation within the fluid domain and which is 

subject to boundary conditions at the free surface and the tank bottom. 

V2<p = U*(9,z)5(r-A) (1) 
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Diffraction 

Fig. 2   Definition sketch of theoretical model 

Where, U is the source intensity of formulated by Brorsen et al. (1987), 8: Dirac's 

Delta function, and A: distance (radius) between the center of a tank and a wave 

making source. Applying the Green's function method to Eq. 1, the velocity 
potential, 0 (P), at an arbitrary point in a basin, P (rp, 6p, zp), is expressed as 

(j)(P) = .i\ u'Gds 
4Jss 

(2) 

in which, Ss denotes the surface of wave-making source, and G: the Green's 

function derived by John (1950) as shown in Eq. 3 and 4. 

„    2m(K 2-v2)      ,,., 
G- ^—;—-coshk(h+zp) 

• coshk(h+z)H^(KRp)+ £,4(f"+^2) 

n=l/l()C„+V2)-V 

• cosKn(h+zP)cosKn(h+z)K0(KnRp) (3) 

RP = ^(rp cos dP -rcos 6)2+(rp sin 6P -r sin O)2 (4) 

Where, k: wave number, kn: eigenvalue, //0
(1):   Hankel function, K0: Bessel 

function, v = a?lg, g: gravity acceleration. 

Since waves generated by a source progress to both sides of the source, the 
intensity of the source can be given as the following equation (Brorsen-Larsen, 1987). 
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dr 
(9r-<9<9i + -) (5) 

'   2 '2 

Substituting the potential 0- to Eq. 5, the intensity if can be expressed as shown 

in Eq. 6. 

u\e,z)= -ikcosie-e^ """W+'V'-c-*,) 
a>      cosh kh 

(er^<e<ei+^)       (6) 

Substituting Eq. 3 and 6 into Eq. 2, analytical form of the potential (j)(P) at an 

arbitrary point P in a tank can be obtained as follows: 

*(P) = ^(rP,0P)•
hk^ (7) 

2co coshkh 

9=-—j' ^co%{9-9i)e
ikA^ee')H^(kRp)d9 (8) 

2      >' 2 

Rp =^{rp Cos9p - A cos0)2 +(rp sin 0p - A sin 9f (9) 

3.2 Definition of Performance of Wave-generation 

Performance of a wave generating system is generally evaluated with areal extent 

of effective wave-field. The effective area is defined as an area, in which errors of 

wave heights and directions from an intended wave are smaller than allowable 
tolerances, as shown in Fig. 3. The wave height and direction errors, AH and A9W, 

are described as shown in Eq. 10 and 11. 

\AH\IH, =\H-H\IHL (10) 

1^1 = 10.-0,1 (11) 

By defining the extent of the effective wave-field as a ratio of the effective zone's 

radius to that of basin, alA, its dependence on incident wave-direction can be 

eliminated. 
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^"~" ~"-\   Source 

^^^ ^^/   Effective Area 

Fig. 3    Definition of effective wave area 

3.3 Performance of wave-generation by the source method 

Characteristics of wave field generated by the source method were examined 

using a theoretical model (see Fig. 1). In this calculation, non-reflection waves 

from the wave-making source and the absorber behind the source were assumed. 

Wave-heights distributions normalized with an incident wave height is shown in 

Fig. 4 (a). Where, a tank radius is 3 times of the wave-length (AIL = 3.0). Fig. 4 

(b) and (c) describe vectors of energy flux and distributions of wave-direction errors 

at AIL = 3.0, respectively. It can be seen in Fig. 4 (a) that the relative wave-height 
errors, \(H -H^/H^, are less than 0.05 in the wide area of the tank. The wave- 

direction errors are less than 5 degrees in the almost all the area as shown in Fig.4 (c). 

These results indicate that the proposed source method can provide the effective wave 

field in the wide area of the tank. 

Distributions of normalized wave-height and wave-direction errors at AIL =1.0 

are shown in Fig. 5 (a) and (b), respectively. The magnitudes of both errors for this 

case are much bigger than those for the case of AIL = 3.0. This difference indicates 

that AIL is a significant parameter in the design of the proposed system. 
Fig. 6 (a) shows the dependence of the a/A on the parameter AIL, when the error 

tolerance (\AH \/Hi )max is varied from 0.05 to 0.2 with \AGW lmax fixed at 4 degrees. 

Fig. 6 (b) also shows characteristic of a/A versus AIL corresponding to variation of 
wave-direction error, \AQW lmax, when (\AH \/Hj )max is fixed at 0.1.    It is seen that 

the effective area generally increases with AIL. The effective wave area can be 

evaluated using the results shown in Fig. 6 (a) and (b). For example, assuming 
allowable tolerance to be (\AH\/Hi)max = 0.1 and A9W = 4 degrees, when the tank 

radius is set at 2.4 times of incident wave-length, an area of about 80% radius in the 

tank is provided as the effective wave field. 
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r..-f-J."i f-.f-fh n 
(a) Wave heights distributions 

(b) Vectors of energy flux 

(c) Distributions of wave direction error 40^ 

Fig. 4   Wave field generated by the source method {AIL = 3.0) 

(a) Wave heights distributions 

(b) Distributions of wave direction error A6W 

Fig. 5   Wave field generated by the source method {AIL - 1.0) 
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Fig. 6   Effective wave field by the source method 

3.4 Comparison with serpent-type generator 

Wave fields generated by a serpent-type wave-maker was simulated using a 

theoretical model (Dalrymple, 1989) to compare with performance of the proposed 

source method. In this calculation, the serpent-type generator was controlled so as to 

widen the effective wave field by using the side-wall-reflection of the tank. 

Fig. 7 (a) and (b) show computed results of water-elevation distribution and 

vectors of energy flux of waves generated by a serpent-type. Where, the ratio of the 
tank width to wave length, B/L, and the incidence angle of wave, 0/, are fixed at 6.0 

and 40 degrees, respectively. In this case, the serpent-type wave generator was 

controlled so as to provide the best performance at x=0. 

Although the serpent-type generator produces uniform wave field in the central area 

of the tank, it causes standing wave and diffraction waves at the corners and their 
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Fig. 7   Wave field generated by a serpent-type {BIL = 6.0) 
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Fig. 8    Comparison of wave height distributions between 
for the source method and a serpent-type 
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perimeters. It can be seen in these areas that the magnitudes and directions of energy 
flux are different from those of the intended waves. As the results, the serpent-type 

generator provides large ineffective wave field in the tank. The effective wave-field 

of the serpent-type depends on incident wave directions, decreasing with increase of 

the incidence angle of waves. 

In Fig. 8, normalized wave-height distributions at cross-sections of x/L =-2,-1, 

0, 1 and 2 generated by a serpent-type are compared with those generated by the 

source method using the results shown in Fig. 4 (a) and 7 (a). The results show that 
the source method generates waves much more uniformly than does the serpent-type 

not only at x/L = 0.0, where the serpent-type gives the best performance, but also at 

x/L =±1.0 and ±2.0. It is expected, therefore, that the proposed source method can 

provide significantly larger effective fields for multi-directional waves compared to 

those provided by serpent-type wave makers. 

4. Application of the source method 

4.1 A devised equipment 

We have carried out preliminary examinations of various devices to evaluate 
practicability of a wave-making source. As a result, a device, which supplies and 

discharges water at tank bottom, has proved to be the most practical source. The 

principle behind wave-generation by this device is similar to that by a non-reflective 

wave-making system devised by Goda (1965): it generates a vertically oscillating flow 

at channel bottom by using a paddle as shown in Fig. 9. The Goda's method was not 

of practical use because of inefficiency for deep water wave-generating. In addition, 

the method requires elaborate work to keep nearly water-tightness in an interstice 

between the pit's walls and the wave paddle. 

I Wave 
Absorber, 

Oscillatory Flow 

—|W|— 
Pit- 

u 
"X Water tank rrr tit 

Oscillatory Flow 

Fig. 9    Non-reflective wave generator with vertical oscillatory flow 
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To solve these problems, authors have made over this method into a practical 
equipment, which consists of pumps, valves, and an adjustable pit, as shown in Fig. 

10. Vertical oscillating flow by using the pumps, valves and adjustable pit instead of 

using a wave-paddle: the pump Pj supplies water into the pit, and the pump Po 

discharges water from the pit. Wave heights and periods are controlled by using two 

valves, Vi and Vo- The pit's height and width, d and B, can be adjusted to improve 

the efficiency of wave generation in deep water (see Fig. 10). 

Reflection-Wave 

Adjustable 
Oscillatory Flo' 

Storage Tank 

^!ffc^ e =*=©= P,,P0 :Pump 

V,,V„: Valve -I 

Fig. 10 A practical equipment of the source method 

4.2 Performance of wave-generation by the equipment 

It is important for the equipment to produce wave field with negligible reflection 

from the pit and to improve efficiency of wave generation in deep water. To evaluate 
the effects of the pit's width and height on characteristics of the reflection waves and 
the efficiency, experiments were carried out using a two-dimensional wave tank. The 
coefficient of reflection waves caused by the pit is calculated using Eq. 12 (Goda et 

al., 1964). 

K. max        fft (12) 

Where, Hmax and Hmin are heights of standing wave in front of a vertical wall 

apart from the pit by N and (7V+1/2) times of a half wave length, respectively (N: an 

integer). On the other hand, the wave generation efficiency is evaluated using a ratio 
of a wave height to oscillatory flow amplitude in the pit. Calculations were also 
conducted to estimate the performance of the wave-generating pit by Green function 

method. As theoretical formulation about the wave generation pit has been described 

by Tanaka et al. (1993), only a definition sketch of the theoretical model is shown in 

Fig. 11. 
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z 
_H t tx       s. Sw: pit's wall 

..Sv.. 

js.s,j wave-making pit 

Sp: generator panel 
SB: pit's wall 
SF: water surface 
Sv: imaginary boundary 

Fig. 11 Definition sketch of a theoretical model of 
the wave making pit 

Fig. 12 (a) shows response of reflection coefficients, KR, to parameter, hIL, as 

Blh was varied from 1.2 to 3.2. In this case, the top of the pit is set at the same level 
of the tank bottom. Fig. 12 (b) also shows the dependence of wave generation 

efficiency, HI2e, on hIL upon the same conditions with Fig. 12 (a). Where, h is the 
water depth of the tank, L: the wave length, B: the width of the wave-making pit, and 

2e: an amplitude of the oscillatory flow in the pit. In the figures, solid lines denote 

the computed results. Although the experimental and the numerical results agree on 

the characteristics of HI2e, both results show large discrepancies in the characteristics 

of KR. Since the detailed reason for the discrepancies has not been made clear, the 

characteristics of KR for the new equipment are evaluated using the experimental 

results in this paper. 

Although the increase in Blh improves the wave-generating efficiency of the 
equipment, it enlarges the reflection waves from the pit. Therefore, Blh should be 
set so that the equipment can achieve low reflection wave over a wide range of wave 

periods: KR is 0.15 or less for Blh = 1.5, and further decreases to around 0.1 for Blh 

= 1.2. 

In Fig. 13 (a), the effect of the pit height on the efficiency of wave generation is 

shown when dlh was varied 0, 0.305 and 0.432. Where, Blh' = 1.2, B = 30 cm, d: 

the pit height, h': depth between water surface and the top of the pit (h = d+h'). The 

wave-generation efficiency with dlh = 0.305, 0.432 is significantly improved in the 

range of hIL > 0.3 compared with that with dlh = 0. These results indicate that the 

adjustment of the pit height is effective for the improvement of the wave generation 

efficiency. In addition, the former maximum efficiencies are greater than the latter 

one. 
Fig. 13 (b) shows characteristics of the reflection waves caused by the pit. The 

experimental conditions are the same with those of Fig. 13 (a). This equipment can 
achieve low reflection over a wide range of wave periods even when dlh is set at 
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Fig. 12 The effects of pit width, B, on performance of wave generation 
(dlh = 0.0) 

0.305 or 0.432. The results of Fig. 13 shows that the adjustable pit can improve the 

efficiency of the wave generation without increasing reflection waves. 

From the experimental results, the proposed equipment can generate wave with 

negligible re-reflection from the wave-generating pit, and can efficiently make deep 

water waves. 

It is expected that the equipment would provide nearly non-reflective wave field for 
multi-directional wave-generation by arranging a series of the units in a concentric 
semicircle in circle tank. 
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5.   Conclusions 

Wave-generation by source method, which does not depend on wave-making 

paddles, has been proposed to produce non-reflective multi-directional waves in a 
laboratory basin. The characteristics of wave fields generated by the source method 
were evaluated using a theoretical model. A practical equipment with a wave-making 

pit at channel bottom was devised to realize the source method, and the performance 

of the wave-generation was also examined. Major findings of the present study are 
summarized as follows: 

1) The wave generation by the source method provides significantly larger effective 

area for multi-directional waves than does the serpent-type wave makers. 
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2) The equipment with a wave-making pit at a channel bottom can produce wave 

field with negligible reflection by adjusting the width and position of the pit, and 

can also efficiently generate waves in deep water. 
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CHAPTER 49 

The Growth of Wind Waves in Shallow Water 
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Abstract 
The field experiment at Lake George has brought valuable data that was not yet 
available. The analyses done to the data has shown new insights into shallow water 
waves. Already from the first analyses we can derive some interesting things. The 
one-dimensional shallow water spectra seem to have a clear peak enhancement and 
tail that is proportional to f "4 5. The directional spread with two-dimensional spectra 
shows at the higher frequencies (twice the peak frequency) the waves move 
symmetrically at an angle with the wind. More analysis needs to be done to fit 
different kind of spectra and to find a function for the 
directional spread. Om 

Magnetic 
North 

Introduction 
Although most coastal engineering activity is in 
regions of shallow water, there is little know about the 
growth of shallow water waves. Many numerical 
models attempt to incorporate the growth with 
relationships which are mostly derived from deep 
water data. The lack of reliable field data in shallow 
water is a major problem. To overcome this lack of 
data, a large field experiment is being conducted to 
study the growth of shallow water waves. The 
experiment has been set in Lake George (25 km x 
12 km) (fig 1) just north of Canberra (Australia). The 
lake has a flat bed with an approximate depth of 
2 meters. There are no high obstacles around the lake 
to influence the wind significantly. 

Experiment 
Eight wave measuring stations have been established 
along the north-south axis of the lake (fig 1). Data 
from these stations are sent by telemetry to a station 
on the shore where they are logged. The data, after 
analysis, yield one-dimensional spectra. At station 6,  F'gure 1 
located in the centre of the lake, there is also a cluster •e b^metry of lake George and 

. . the position or the wave measuring 
of 7 wave measuring gauges to determine the towers Note tne platform is at tower 6 

665 
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directional spread. The wind speed and direction are measured at 5 locations along 
the lake. At various sites other meteorological data such as air and water 
temperature, air humidity, and solar radiation are also measured. 

Seven wave measuring 
stations are nearly identical. 
They are space-frame towers, 
with a wave measuring 
device mounted on the 
side (fig 2). The towers are 
moored to the lake bed by 4 
guy wires which were 
anchored into the bed. The 
wave measuring devices are 
Zwarts poles (Zwarts 1974). 
The Zwarts poles consist of 
an aluminium outer (55 mm) Fjgure 2 

Details of the tower. From left to right; the aerial to send back the 
data by telemetry. The box with batteries the radio and the 
electronics box for the ZWARTS pole, just in front the 
anemometer mast and the hydrometer, on top the solar cell, and 
on the back side the ZWARTS pole. 

W J** 

and inner pole (20 mm) 
which determine the 
electrical properties. These 
wave measuring devices 
have the advantage that the 
they do not require much maintenance. Other wave measuring devices like 
resistance gauges, capacitance 
gauges or waverider buoys needed 
too high level of maintenance or 
are outside the frequency range of 
the waves on Lake George. The 
poles were calibrated both 
dynamically and statically in the     ^^^^ 
lab. The data were send to a base 
station on the shore via a telemetry 3 
link. The radio was powered by 
two solar cells on the top of the       „.       , r Figure 3 
tower (fig 2). At five of the towers, A compiete view of one of the towers with a 10 
there were 10 meter high masts        meter anemometer mast. 
with an anemometer on top (fig 3). 
At two towers the air humidity and temperature (fig 2) were measured together with 
the water temperature at three levels (0.5, 1 , 1.5 meters for the lake bed). 

Wind Analysis 
The wind was measured at 5 stations (stations 2,4,6,7,8) on the lake. However there 
was only a very short time period that all 5 anemometers were working. The 
anemometer on the platform (station 6) worked most of the time. All anemometers 
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were mounted on 10 meter high mast above the water surface. The anemometer on 
the platform (station 6) was a "Young" anemometer and the anemometers on the 
towers were "VDO" anemometers. 
A major problem is knowing the exact wind speed along the fetch. This is a serious 
problem when there is a change of roughness length of the surface (e.g. from land to 
water). Taylor (1984) gives some guidelines. The basic principle is that the boundary 
layer adjusts it self after a certain length. The flow will have an internal boundary 
layer with a depth of 8,, Outside this internal boundary layer the wind velocity is the 
as equation 1. 

U 
U  = — 

K 
In (1) 

In which Z is the elevation at which U2 is measured, K is the von Karman's constant 
(K = 0.4), Z0 is the roughness length of the surface and U* is the friction velocity. 
The internal boundary layer grows according to 

= 0.75 Z„ (2) 
V    o/ 

Where x is the distance along the fetch and Z0 is the roughness length at x. Inside the 
boundary 6; layer the wind speed at elevation Z is 

U 

In 

In 

\Z», 
In 

6 

VZ», 
In '  Z^ 

u„. (3) 

With Z0y being the roughness length of the upwind boundary, U0u the upwind wind 
velocity and U. the wind speed at elevation Z. The wind is usually only measured at 
a point or a few points along the fetch. As indicated in equations 2 & 3 the wind 
speed varies after a change of roughness length. Since the wave growth is dependent 
on the wind speed it is wise to calculate an average wind speed for the fetch. One 
could also argue that even a mean of the wind speed along the fetch is not good 
enough and a more sophisticated average should be taken. 
We tested the Taylors (1984) method with the data set when all five anemometers 
were working. The results from the theory and the measured wind speeds were 
nearly the same. Therefore the anemometer at station 6 (the platform) was used to 
calculated the wind speed along the north south fetch for each event. 
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There is a large debate about which wind speed to use, in the making the wave 
height, wave frequency, fetch and water depth dimensionless. In general the wind 
speed is measured at 10 meters above the surface level. If the wind speed is 
measured at a different level it can be converted to U,0 using the logarithmic form of 
the boundary layer (see equation 1). There are several other wind speeds to make the 
wave height, wave frequency, fetch and water depth dimensionless. They are usually 
based on either the friction velocity like Wu (1980) describes, the inverse wave age 
( U/cp) like Donelan (1985) argues, or a combination of both like HEXOS (Smith et 
al. 1992). The wind speed used here was the wind speed measured at 10 meters 
above the surface, because the other did not give a clear advantage and they were not 
measured directly. 

Growth Curves 
The fetch limited growth 
curves for shallow water 
have two limits. One 
limit is the JONSWAP 
(Hasselmann et al. 1973) 
deep water growth, and 
the other is the maximum 
wave height by a finite 
depth and wind speed. 
Vincent in his first paper 
(1985) suggested that the 
relation between 
dimensionless water 
depth and dimensionless 
wave height, 

A&S winds > 3 m/s [plus checked data) 

u2 

dg 
u 

(4) 

Vincent 
Lake George 
Pierson Moskowitz Limit 
Lake George DATA 

Where Hs is the Figure 4 
significant waveheiaht d Lake George Data. Dimensionless waterdepth is set out against 
,, +   H    tVi     th dimensionless waveheigth. Note the spreading in the wave data with 

"   ' ° wind speeds greater than 3 m/s is caused by the fact that not all the 
gravitational constant and wave ^ &lly deveioped. 
u the wind speed at 10 
meters above the surface. Later Vincent and Hughes (1985) had taken measurements 
from Lake Okeechobee (Florida, USA) to determine the maximum dimensionless 
wave height. From these data and from an analytic procedure, they suggested that 
the relation between dimensionless water depth and dimensionless wave height was 



u2 
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dg 
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(5) 

Data from Lake George was used to test this. All the data from Lake George with 
wind speeds greater than 3 m/s were used together with selected data where the wind 
speed was smaller than 3 m/s. These last data were selected if the wind speed and 
direction were constant 8 hours before and 3 hours after the event. The Lake George 
data tend to indicate a less steep slope than what Vincent and Hughes suggested 
(fig 4). If one projects the Lake Okeechobee data on a graph similar to the Lake 
George data (fig 5) one can see that the Lake Okeechobee has the same tendency. 
Purely on empirical grounds the following seems to be more appropriate. 

/        \o.« 
*ll (6) «.g 

The upper limit for the growth in deep water is the Pierson Moskowitz limit (1964). 
Pierson Moskowitz (1964) proposed, integrating the spectrum resulting in a limit 

H g 
—=-=- = 0.2433 (7) 

Vincent and Hughes (1985) do not have a limit because they had not found 
evidence for this. Data for this limit is indeed very hard to find because of the long 
fetch and time necessary for the full development of the waves. This only happens 
during very low wind speeds. Because of swell and other wind waves generated 
elsewhere it is very hard to measure the growth of smaller waves in ocean 
environments. However in a lake this possible. During the Lake George experiment 
there were a number of these events. These events were specially selected because of 
the tendency of the wind varying in both speed and direction at low wind speeds. 
The events selected with wind speeds lower than 3 m/s had to a have a constant 
wind speed and wind direction, during a period of 8 hours before and 3 hours after. 
In figure 4 the Pierson Moskowitz limit with the selected data is shown. 

It is believed that the lake sides have a small influence on the observed growth rates. 
Attempts to measure this effect using three different numerical models have been 
unsuccessful. The models [WAM (WAMDI1988), HlSWA (Holthuijsen et al.1988), 
ADFA1 (Young 1988)] produced conflicting results and all significantly deviate 
from the observed data. Therefore no correction factors have been applied to the data 
to compensate for the sides of the lake. 
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A&S   Lake Okeechobee Data In general the data are 
consistent with the 
commonly used CERC 
(SPM 1984) growth 
curves, but at small 
values of dimensionless 
fetch tend to yield lower 
dimensionless energy. 
This could be due to the 
effects of the change in 
surface roughness length 
between land and water. 
Because of this and 
because of uncertainty in 
determining the exact 
location of the upwind 
boundary, the fetch of the 
first station is set equal to 
, ,. Figure 5 

the corresponding The same graph as with the Lake George datei except with the 

JONSWAP (Hasselmann Lake Okeechobee data. The Lake George line looks like a better 
etal. 1973) result for the estimate. 
observed energy. From the data new curves were calculated (fig 6 and fig 6). 

- Vincent 
- Lake George 

Pierson Moskowitz Limit 
Vincent DATA 

WiH 

Energy growth curves for Shallow Water Frequenty growth curves for Shallow Water 

Figure 6 
Two growth curves for dimensionless Energy set 
out against dimensionless fetch. The curves are 
calculated from the points with the same 
dimensionless depth. The most upwind point is 
set on the deep water growth (JONSWAP, 
Hasselmann et al. 1973) 

x - g</u10 

Figure 7 
Two growth curves for dimensionless frequency 
set out against dimensionless fetch. The curves ' 
are calculated from the points with the same 
dimensionless depth. The most upwind point is 
set on the deep water growth (JONSWAP, 
Hasselmann et al. 1973) 
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One-Dimensional Spectra 
The one-dimensional spectrum has some of the characteristics of deep water 
spectra. The data used in the analyses of the spectra along the lake is only during 
north and south wind events with wind speeds greater than 3 m/s. In figure 8 the 
spectral peak moves toward lower frequencies as the fetch increases. In figure 8 
one can see a small but very distinct peak enhancement. The spectra decay with f "4 5 

from the peak frequency (fp) until approximately 3 fp, and at f "5 at higher frequencies 
(fig 9). The decay off"5 however could be caused by a doppler shifting of the high 
frequency waves "riding" on the back off lower frequency waves. More analyses of 
these one-dimensional spectra are under way, including the differential growth 
between the wave measuring stations. 

92041922-U=5. 

0 0.1 0.2        0.3        0.4        0.5        06 0.7        0.8        0.9 

Figure 8 
Different stages of the spectra during growth. 
The spectral peak moves toward the lower 
frequencies as the fetch (or growth) increases. 
The peak enhancement can easily be seen. The 
frequency is set out against the Energy 

9204 1922-U=5.81 
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Figure 9 
This is a loglog plot of the different stages of the 
spectral growth. The Energy decays in the tail of 
the spectrum is related to f"5. At higher 
frequencies the Energy decay is related to f "5. 
The frequency is set out against the Energy 

Two-Dimensional Spectra 
At the platform (station 6) the directional spectra were measured by an array of 
7 Zwarts poles. The array could be operated by modem via the base station from the 
University College. The array was formed like a Mercedes star (Young 1995). For 
the analyses the Maximum Likelihood Method (MLM) was used. This method has 
the advantage over the Maximum Entropy Method (MEM) that it does not produce 
false peaks. The disadvantage is that the MLM produces a broader spectrum and has 
trouble analysing bi-modal seas. Lake George however, does not have any bi-model 

Due to the large number of wave measuring gauges in the array, the directional 
resolution is much higher than pitch-roll buoys or p, u, v meters. In figure 10 the 
normalised directional spreading function at !4fp, fp, 2fp and 3fpis shown. The 
spectrum at fj, is quite narrow and aligned with the wind direction. However at 2fp 
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and 3fp the spectrum is quite broad and develops a bidirectional mode, with more 
energy propagating at an angle to the wind than in the wind direction. 

Conclusions 
The first analyses look promising. However more work needs to be done in 
analysing all the data. We are trying to fit different types of spectra like the 
JONSWAP and TMA spectra to see which fit better and with which parameters. 
With the Two-Dimensional Spectra we are trying to fit a spreading function that is 
dimensionless frequency depended. 
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Figure 10 
Cuts of the directional spectra at Hfp, fp) 2fp and 3fp. The spectrum has one peak at frequency smaller 
than 2fp. The waves are travelling in the direction of the wind (thick line). However at frequencies 
greater than 2fp there is splitting of the directional spread. This means that the waves are travelling at 
an angel with the wind. 
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CHAPTER 50 

Estimation of Typhoon-Generated Maximum Wave Height along 
the Pacific Coast of Japan Based on Wave Hindcasting 

Masataka Yamaguchil and Yoshio Hatada2 

Abstract 

Wave hindcastings in the West Pacific Ocean and at 
selected locations along the Pacific coast of Japan by 
the use of two wave prediction models are conducted for 
118 typhoons which occurred from 1940 to 1991 to estimate 
maximum wave height at each point during a typhoon. 
Combination with maximum wave height data in the con- 
cerned area for 125 typhoons from 1934 to 1983 obtained 
by Yamaguchi et al.(1987a, 1987c) results in data sets 
of maximum wave heights caused by 243 typhoons from 1934 
to 1991.  Spatial distribution of the most extreme wave 
height and wave height for return period of 100 years, 
and their variation along the Pacific coast of Japan are 
re-examined on the basis of statistical analysis of the 
data and compared with the Yamaguchi et al. results 
(1987a, 1987c), in which case there is little change in 
the distribution except for the Western Kyushu coast. 
In addition, maximum wave height along the coast of the 
Japan Sea is evaluated in a similar manner. 

1. Introduction 

As the coastal areas of Japan facing the Pacific 
Ocean and the East China Sea have been heavily damaged by 
attacks of huge waves generated by powerful typhoons, the 
reasonable estimation of the typhoon-generated extreme 
waves around the Japanese coast is essential to planning 
and design of coastal protection systems for mitigation 

Prof., Dept. of Civil and Ocean Eng., Ehime Univ., 
Bunkyocho 3, Matsuyama 790, Ehime Pref., Japan 
Research Assistant, Dept. of Civil and Ocean Eng., 
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of wave-induced coastal hazards.  The extreme waves ex- 
pected in 50 or 100 years in the concerned sea area or 
location are usually evaluated based on statistical an- 
alysis of wave data hindcasted for many severe storms 
over a long term period of more than 30 years rather than 
measured wave data, because acquirement of measured data 
which is acceptable in quality and quantity is difficult. 

Yamaguchi et al.(1987a, 1987c) estimated the spatial 
distribution of maximum significant wave height generated 
by typhoons in the West Pacific Ocean and around the Pa- 
cific coast of Japan, based on wave hindcasting for 125 
typhoons in the past 50 years using two kinds of spectral 
wave prediction models.  But re-estimation of probable 
extreme waves around the Pacific coast of Japan is re- 
quired, because in recent years abnormally high waves and 
the consequent severe coastal hazards have been brought 
about by successive attacks of powerful typhoons such as 
Typhoons 8712 and 9119. 

In this paper, wave hindcastings in the West Pacific 
Ocean and at selected locations along the Pacific coast 
of Japan by the use of two wave prediction models are 
conducted for 118 typhoons which occurred from 1940 to 
1991 to estimate maximum wave height at each point during 
a typhoon.  Combination with maximum wave height data in 
the concerned area for 125 typhoons from 1934 to 1983 ob- 
tained by Yamaguchi et al.(1987a, 1987c) results in data 
sets of maximum wave heights caused by 243 typhoons from 
1934 to 1991.  Spatial distribution of the most extreme 
wave height and wave height for return period of 100 
years, and their variation along the Pacific coast of 
Japan are re-examined on the basis of statistical analy- 
sis of the data. In addition the most extreme wave height 
along the coast of the Japan Sea is also evaluated based 
on wave hindcastings for intense storms with use of the 
wave prediction models and their statistical analysis. 

2. Outline of Wave Hindcast System 

(1) Wind hindcast model 
A parametric typhoon model is used for the estima- 

tion of typhoon-generated winds.  The model computes the 
spatial distribution of wind speed and wind direction in 
a typhoon by composing axisymmetyrical gradient wind com- 
ponents and wind components related to the movement of a 
typhoon.  The exponential function is assumed for the 
pressure distribution in a typhoon.  The model parameters 
such as central pressure, position of typhoon center, 
radius to maximum winds and wind inflow angle are given 
every 6 hours, and wind field every 1 hour is estimated 
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through a linear interpolation of the typhoon parameters. 
Correction factor to wind speed at the height of 10 m is 
0.60. 

(2) Wave hindcast model 
The wave prediction models developed by the authors 

are used in the wave hindcasting.  The first model re- 
ferred to as the grid model(Yamaguchi et al., 1987a) is a 
coupled discrete model belonging to the second generation 
model which solves the energy balance equation on a regu- 
lar grid.  The grid with a spacing of 80 km is used for 
the estimation of spatial distribution of deep water ex- 
treme waves in the West Pacific Ocean shown in Fig. 1. 
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Fig. 1 Coarse grid used in wave hindcasting with grid 
model. 

The second model referred to as the point model 
(Yamaguchi et al., 1987b) is a decoupled propagation mod- 
el classified into a category of the first generation 
model in which the evolution of directional spectrum is 
traced along a wave ray for individual spectral component 
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Fig.   2  Computation area used  in wave hindcasting with 
point model  and  contour  plot  of water  depth. 
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Fig. 3 Locations   selected for wave  hindcasting with 
point model. 
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focusing on a single position.  The high topographical 
resolution grid with a spacing of 5 km is used in the 
point model to estimate the effect of shallow water on 
extreme waves in the nearshore region, as indicated in 
Fig. 2.  Fig. 3 shows location of 34 selected points 
where wave hindcastings are conducted along the coastal 
region of Western Japan. 

In hindcasting, 20 frequency components from 0.045 
to 1.0 Hz and 19 directional components from 0 to 360 de- 
grees are used in the grid model and 23 frequency compo- 
nents from 0.035 to 0.5 Hz and 37 directional components 
from 0 to 360 degrees are used in the point model.  At 
the land boundary the directional spectrum is set at 
zero, and at the open boundary the directional spectrum 
computed from the product of frequency spectrum based on 
the Ross model(Ross, 1976) and an angular distribution is 
given in both models. 

3. Typhoons Selected for Wave Hindcasting 

In this study, 118 intense typhoons are newly se- 
lected for wave hindcasting by surveying the published 
reports.  They include annual reports of wave data with 
ocean buoys deployed around Japan by the Japan Meteoro- 
logical Agency, annual reports of wave data acquired with 
sonic-type wave gauge around the coastal area of Japan by 
the Harbor Construction Bureau, Ministry of Transport, a 
report of Typhoon Summary of Japan 1940-1970 edited by 
the Japan Meteorological Association and a report of 
Tropical Cyclone Tracks in the Western North Pacific 
1951-1990 edited by the Japan Meteorological Agency. 
Extremes of typhoon-generated wave height are estimated 
based on the results of wave hindcasting for the 243 ty- 
phoons from 1934 to 1991, in which case wave hindcastings 
for the 125 typhoons from 1934 to 1983 have already been 
carried out by Yamaguchi et al.(1987a, 1987c). 

Fig. 4 shows tracks of the 243 typhoons with those 
of the 125 typhoons used in wave hindcasting by Yamaguchi 
et al.(1987a, 1987c).  Tracks of the 243 typhoons cover a 
wide area of the West Pacific Ocean far more densely than 
tracks of the 125 typhoons.  Yearly consecutive typhoon 
data is available only for the period of 42 years from 
1950 to 1991, because the typhoon data preceding the pe- 
riod are limited to huge typhoons which caused severe 
damages.  Data of annual maximum wave height used in ex- 
treme wave statistics are those estimated for the 221 ty- 
phoons which occurred over the period of 42 years. 
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Fig. 4 Tracks of typhoons used in wave hindcasting. 

4. Estimation of Maximum Wave Height 

(1) Spatial distribution of maximum wave height 
Superimposing maximum wave height obtained from 

hindcasted wave heights every 1 hour for the 243 typhoons 
at a point produces the most extreme wave height from 
1934 to 1991 at the point.  Fig. 5 shows spatial distri- 
bution of the most extreme wave height estimated by the 
wave hindcasting using the grid model of Yamaguchi et al. 
(1987a) and the authors' revised results.  As the ty- 
phoon-generated extreme wave height at a point is strong- 
ly dependent on tracks of powerful typhoons which passed 
over near the point, it varies remarkably from place to 
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Fig. 5 Spatial distribution of the most extreme wave 
height. 
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place.  Differences between both the results are seen at 
the southeast and southwest parts of the computation area 
and the western part of Kyushu Island.  Especially, maxi- 
mum wave height along the western part of Kyushu Island 
is replaced from 12-13m to 14 m associated with Typhoons 
8712 and 9119. 

(2) Alongshore distribution of the most extreme waves 
Fig. 6 illustrates alongshore distributions of the 

most extreme wave height and frequency of occurrence 
of waves more than 10 m high estimated from wave data 
hindcasted with the grid model and observed data.  Name 
and number of the location indicated along the horizontal 
axis in the figure are given in Fig. 1.  In a qualitative 
sense, alongshore distribution of extreme wave height 
looks similar, but in a quantitative sense, hindcasted 
results give much higher estimation than observed results 
except for the northern part of the Japanese coast such 
as Sendai or Tomakomai where the most extreme waves are 
frequently generated by strong monsoon winds in winter. 
The reasons are that the wave model does not take into 
account the shallow water effects, that the grid system 
of poor topographical resolution is used in the wave 
hindcasting and that the period of wave observation is 
too short compared to the period of wave hindcasting. 
The most extreme wave height estimated by Yamaguchi et 
al.(1987a) is updated 2 m near Nagasaki by Typhoons 8712 
and 9119, and updated 1 m near Choshi by Typhoon 8913. 
Maximum of the most extreme wave height exceeding 15 m 
is observed at the sea area near Shionomisaki. 

grid model Htmoi 
1/3 

Authors 
Yamaguchi  et  al. 
observation 

Nagasaki      Bungosuldo   Shionomisaki 

loc.   no. 

Sendai    Tomakomai    Nemuro 
 1 1 1 " 1  

Gehkalnada Kagoshlma Murotomisakl Irozakl Choshi   Mlyako Kushlro 

Fig. 6 Variation around the Pacific coast of Japan of 
the most extreme wave height and frequency of 
occurrence of waves more than 10 m high esti- 
mated from wave data hindcasted with grid model 
and observed wave data. 
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In addition, Fig. 7 shows alongshore distributions 
of the most extreme wave height estimated from wave hind- 
casting with the point model.  Name of location corre- 
sponding to the figure along the abscissa is summarized 
in Fig. 3.  The most extreme wave height and occurrence 
rate of high waves estimated with the point model are 
relatively lower than that with the grid model and varies 
significantly from location to location, because the 
point model can take into account the topographical ef- 
fect in much more detail than the grid model. 

10 

point model 

Authors 
Yamaguchl et al. 
observation 
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Fig. 7 Variation around the Pacific coast of Western 
Japan of the most extreme wave height and fre- 
quency of occurrence of waves more than 10 m 
high estimated from wave data hindcasted with 
point model and observed wave data. 

Alongshore distributions of the most extreme wave 
height estimated by both the grid model and the point 
model and observed wave data are compared in Fig. 8.  No- 
tation of the abscissa is the same as Fig. 6.  Extreme 
wave height estimated by the point model gives a consis- 
tently smaller value than that of the grid model and var- 
ies remarkably from location to location, as the point 
model can take into account the effect of water depth 
variation and topography by usage of fine computation 
grid.  The most extreme wave height estimated with the 
point model shows a closer value to the observed extreme 
wave height than the result with the grid model.  As men- 
tioned before, the most extreme wave height observed near 
Sendai and Tomakomai exceeds the estimate with the grid 
model.  This suggests that the most extreme wave height 
in northern Japan is caused by not only typhoons but also 
by monsoons. 
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grid  model 
point  model 
observation 
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Fig. 8 Variation around the Pacific coast of Japan of 
the most extreme wave height estimated from 
wave data hindcasted with both grid model and 
point model and observed wave data. 

(3) Wave height for return period of 100 years 
Yearly variations of the annual maximum wave heights 

at Irozaki estimated with the grid model and point model 
and the corresponding observed data are shown in Fig. 9. 
Both hindcasted results agree relatively well with the 
observed data, because Irozaki is exposed directly to 
open sea and water depth of the installed wave gauge of 
50 m is enough to measure deep water waves.  Maximum wave 
height varies remarkably from year to year due to strong 
annual change of powerful typhoons attacking the Pacific 
coast of Japan, in which cases the severest sea state oc- 
curred in the nineteen-fifties and the nineteen-sixties. 
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Fig. 9 Yearly variation of annual maximum wave height 
at Irozaki. 
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The log-normal distribution with three parameters is 
fitted to the data of annual maximum wave height for the 
period of 42 years from 1950 to 1991, in which the esti- 
mation of parameters is due to the moment method.  Fig. 
10 shows an example of the fitting.  At Irozaki, wave 
heights with a return period of 100 years are 13.8 m and 
13.5 m for the data hindcasted with the grid model and 
point model, and 11.9 m for the observed data.  Observed 
data give a smaller estimation of extreme wave height, 
because the observation period is short compared to the 
wave hindcast period and the observed waves are affected 
by bottom topography in rough sea condition even if the 
wave gauge is installed at the point of 50 m deep. 
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Fig. 10 Fitting of log-normal distribution to annual 
maximum wave height data at Irozaki. 
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Fig. 12 illustrates alongshore distributions of wave 
height for a return period of 100 years estimated from 
wave data hindcasted with the grid model and observed 
wave data.  Name of the location corresponding to the 
number along abscissa in the figure is given in Fig. 1. 
Except near Nagasaki, the present results are similar to 
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Fig. 11 Spatial distribution of wave height for return 
period of 100 years. 
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Fig. 12 Variation around the Pacific coast of Japan of 
wave height for return period of 100 years es- 
timated from wave data hindcasted with grid 
model and observed data. 

the results of Yamaguchi et al.(1987a), despite the fact 
that the number of annual maximum wave height data and 
cases of typhoon for wave hindcasting increased from 34 
to 42 and from 107 to 221 respectively. 
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point model 

Authors 
YamaguchI  et al. 
observation 
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Fig. 13 Variation around the Pacific coast of Western 
Japan of wave height for return period of 100 
years estimated from wave data hindcasted with 
point model and observed wave data. 

Fig. 13 shows alongshore distributions of wave 
height for a return period of 100 years estimated with 
the point model by the authors and Yamaguchi et al. 
(1987c), which includes the corresponding results based 
on observed data.  Name of numbered location is indi- 
cated in Fig.3.  Hindcasted results produce smaller es- 
timates at Ryuozaki and Kiisuido than observed results. 
But, the reliability of the observed results is rela- 
tively low, because the number of annual maximum wave 
height data used in extreme analysis is less than 10 at 
these points. 

Alongshore distributions of wave height for a return 
period of 100 years evaluated with three kinds of wave 
data are given in Fig. 14.  Return wave height estimated 
from the results hindcasted with the grid model varies 
from 9 m to 17 m and is greater than the other results 
because of poor topographical resolution of the grid sys- 
tem used in wave hindcasting.  But at the open coastal 
locations, both models produce comparative results.  Re- 
turn wave height based on the point model using the grid 
system with high topographical resolution varies greatly 
from location to location, which is in closer agreement 
with that estimated with observed data.  It should be 
noted that at most locations, the return wave height 
evaluated with observed data takes a lower value than 
that with hindcasted data, because the observation period 
is far shorter compared to the hindcast period. 



686 COASTAL ENGINEERING 1994 

- grid   model 
. point  model 
- observation 

_j i i i i i i i i i L_ 
IS 

Nagasaki      Bungrosuldo   Shlonomisakl 

1U a      loc.   no. 

Sendal   Tomakomai    Nemuro 
.—-j j , , , , 

Genkainada Kagoshima Murotomisaki Irozaki Choshi MIyako    Kushiro 

Fig. 14 Variation around the Pacific coast of Japan of 
wave height for return period of 100 years 
estimated with both grid model and point model 
and observed wave data. 

5. Estimation of Maximum Wave Height along the Coast of 
the Japan Sea 

Finally, maximum wave height along the coast of the 
Japan Sea is briefly discussed to contrast the character- 
istics of the maximum wave height along the Pacific coast. 
To evaluate maximum wave height along the coast of the 
Japan Sea, wave hindcasting for 143 storms which occurred 
from 1962 to 1991 is carried out with the same spectral 
wave prediction models as mentioned before.  Wind distri- 
butions are estimated by weather map analysis, as high 
waves in the Japan Sea are predominantly generated by 
winter monsoons.  The weather map analysis consists of a 
spline interpolation onto regular grid of irregularly- 
distributed atmospheric pressure data and an application 
of the Bijvoet wind model(1957). 

Fig. 15 shows alongshore distribution of the most 
extreme wave height estimated from the wave data hind- 
casted for intense meteorological disturbances over 30 
years from 1962 to 1991 with both the grid model and the 
point model and the observed wave data of shorter period. 
Usually, annual maximum wave height along the Japan Sea 
coast does not change so greatly as that along the Pacif- 
ic coast, because in most cases it is generated by winter 
monsoons with weak yearly variation and the Japan Sea is 
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a semi-closed and limited basin.  The most extreme wave 
height along the coast of the Japan Sea ranges from 6 m 
to 10 m and is about 5 m lower than that along the south- 
ern Pacific coast shown in Fig. 8 due to the limited sea 
area. 

Sheltering effect of waves by Sado Island can be ob- 
served from Naoetsu to Sakata by comparing the estimates 
with the grid model and point model. Grid system with a 
grid distance of 40 km used in the grid model is too 
coarse to resolve the presence of Sado Island and conse- 
quently the grid model overestimates the wave conditions 
in the coastal sea area of Hokuriku district behind Sado 
Island. 
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Fig. 15 Variation around coast of the Japan Sea of the 
most extreme wave height estimated from wave 
data hindcasted with both grid model and point 
model and observed wave data. 
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6. Conclusions 

The most extreme waves expected in 100 years in the 
West Pacific Ocean and around the Japanese coast were 
evaluated based on statistical analysis of the wave data 
hindcasted with the use of two kinds of wave prediction 
models for the 243 typhoons which occurred from 1934 to 
1991.  It is deduced that maximum wave height around the 
Japanese coast exceeds 15 m.  The most extreme wave 
heights along the Japan Sea coast were also estimated in 
similar manner.  The result is that the wave height 
ranges from 6 m to 10 m which is about 5 m lower than 
that along the Pacific coast for the reasons of a limited 
sea area with restricted fetch and monsoon-dominated wind 
conditions in the sea area. 
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CHAPTER 51 

RUN-UP OF   IRREGULAR WAVES ON GENTLY SLOPING BEACH 

YOSRTMCHI YAMAM3T01 , KATSUTOSHI TANIMDTO
2
 , KARUNARATHNA. G. HARSHINIE3 

ABSTRACT 
Irregular wave run-up on beaches has been studied on the basis of 

laboratory and field data, which confirmed that long-term wave run-up 
corresponding to surf beat (or infragravity waves) appears in case of 
a sea bottom slope gentler than about 1/20. Moreover analytical and 
numerical models to calculate surf beat caused by wave groups are 
investigated, and empirical and numerical models to predict the long 
period wave run-up are proposed. 

1.  INTRODUCTION 
Various patterns of wave run-up on beaches due to irregular inci- 

dent waves with surf beat are observed in laboratories and fields. 
Figure 1 shows schematic patterns of time profiles of run-up height 
for incident wave groups. 
1) Pattern-(a): When a sea bottom slope is steep, the state that indi- 

vidual run-up heights almost correspond to individual incident 
waves is dominant. This pattern is called "predominant incident 
wave type". 

2) Pattern-(b): When the bottom slope is gentler than that of pattem- 
(a), because the width of the surf zone with swash zone is wider 
than that of pattern-(a), the disappearance of small waves by run- 
down, and the capturing and overtaking of waves predominates in the 
swash zone. This pattern is called "intermediate type". 

3) Pattern-(c): When the bottom slope is sufficiently gentle, because 
the width of the surf zone is wide enough, short period waves are 
almost eliminated by wave breaking, and the reflection coefficient 
of short period waves becomes very small. Thus the run-up of long 
period waves (surf beat or infragravity waves) is dominant. This 
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pattern is called "predominant long period wave type" and the 
periods of these correspond to those of wave groups. 

Mase and Iwagaki (1984) showed that the number of run-up waves 
becomes smaller as the surf similarity parameter, f [= the bottom 
slope /(the wave steepness)172 ], becomes smaller. Since the distribu- 
tion width of bottom slopes is wider than that of the square root of 
wave steepness, and the groupiness of incident waves can be expressed 
by the total run length . it is possible to arrange available data by 
using the mean bottom slope in the surf zone "i and the mean total run 
length J2m. Figure 2 shows the relation between i and J2m for differ- 
ent types of run-up (Yamamoto and Tanimoto, 1994 : by experimental and 

15 

O : Predominant incident 
wave type. 

3 : Intermediate type. 

# : Predominant long 
period wave type. 
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Fig.2   Relation between i and jem  for different run-up types. 
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field data). As shown in Fig.2, it can be stated that the predominant 
incident wave type appears mostly when •% is steeper than about 1/10, 
while the predominant long period wave type appears when i is gentler 
than 1/20. As reasons why data at the slope i=l/37 is peculiar, 
unsuitable estimation of the slope i> and disregard of wave steepness 
are considered. 

In this paper, the predominant long period wave run-up type is 
investigated. First, the generation mechanism of two-dimensional surf 
beat is discussed using analytical and numerical models. Then, empir- 
ical and numerical models to predict the run-up height are proposed. 

2.  GENERATION MECHANISM OF SURF BEAT 

2. 1 Synopsis of Generation Theories 
Various theories have been presented concerning the mechanism of 

generation of surf beat. Since there is a strong correlation between 
surf beat and run length of offshore waves, the contribution of the 
long period waves due to wave groupiness under two-dimensional condi- 
tions is considered to be very significant. 

Two theories have been presented on the generation of long period 
waves due to wave groupiness. 
a) Bound Long Wave (BLW) Theory 

The BLW theory was presented by Longuet-Higgins and Stewart(1962). 
According to this theory, long period waves, whose velocity is con- 
strained by the group velocity, are generated by the periodic varia- 
tion of the mean water level due to wave groupiness outside the 
breaker zone. Since the velocity of these waves becomes equal to the 
velocity of long waves near the breaking point, it is possible to 
consider that the long period waves propagate landwards as free long 
waves after breaking of incident waves. 
b) Breakpoint-Forced Long Wave (BFLW) Theory 

The BFLW theory was presented by Symonds et al.(1982). According 
to this theory, long period waves are generated by the periodic varia- 
tion of the mean water level in the breaker zone, caused by the 
periodic movement of the breakpoint due to wave groupiness. Because 
the discrepancy between calculated values by their model and measured 
values was not negligible, Nakamura and Katoh (1992) was later modifi- 
ed model of Symonds et al. 

A numerical model embracing both these theories has recently been 
developed by Goda (1990) and List (1992a,b). The numerical results 
given by List indicate that, in the case of a uniformly sloping sea 
bottom, BLW will predominate when the period ratio of the long period 
waves to incident waves falls below around 10, while BFLW will pre- 
dominate when the above ratio is greater than 10. 

The characteristic of surf beat in surf zone is investigated in 
the following. 

2. 2 Treatment of Irregular Waves with Wave Groupiness 
In an attempt to simplify the treatment of irregular waves, the 

wave height Hoff at the offshore boundary is expressed as follows : 



692 COASTAL ENGINEERING 1994 

H„ff =H„fIm-aH x sin {in t/TLm) (1) 

where, H„H» is the mean wave height, aH is the amplitude of the 
wave height fluctuation, TLm is the mean period of surf beat. 

By Substituting Eq.(l) into the theoretical equation for BLW 
given by Longuet-Higgins and Stewart, the wave height of BLW can be 
expressed as follows : 

HL 
Hot f, ' 2 

(2c,/c) - 1/2 
1- (c 'gh) 

a H 
h (2) 

where, c g  is the group velocity, C is the wave velocity, g is 
the acceleration due to gravity, and h is the water depth. 

By assuming that the period distribution of irregular waves is 
narrow, the distribution of HL corresponds to the distribution of a H. 
Thus the incident wave height corresponding to the statistical value 
of the wave height of surf beat is given by Eq.(l) with specified aH. 

The amplitude aH corresponding to the significant wave height 
of surf beat can be expressed (Nakamura and Katoh, 1992) as follows : 

aH -.  0.4714 H„ffl/ (3) 

O:  i = 1/3 0 
• :  i =1/1 0 

:Yana*ichi et al. (1983) 
HL,/3/HLm=1.5 2 6 

:Hiroseet al.  (1983) 
HL,X3/HL•=1.5 5 8 

:Yamaguchi et al. (1983) 
TL,/J/TL»=1.3 2 4 

:Hiroseet al.  (1983) 
TL,/3/TL„=1.1 4 1 

Average of alI data 
HL,/3/HL^1.5 

Average of all data 
T L1/3/Ti_m^ 1- 3 

Fig.3   Relation between mean and significant wave heights, 
and that of wave periods on surf beat respectively 

(Yamamoto and Tanimoto, 1994). 
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where, H0fti/3 is the significant wave height. 
Moreover, by experimental and field data as shown in Fig.3, the 

relationship between the mean wave height and the significant wave 
height of surf beat (HLm, HLI/3 ) is expressed as follows : 

H.Lm^rlLl/3/1.5 (4) 

Thus the amplitudea H corresponding to the mean wave height of 
surf beat can be expressed as follows : 

aH - 0.4714 Hc 3/I.5 - 0.50 H.,,. (5) 

2.3  Investigation by Analytical Model 
Nakamura and Katoh have shown that it is possible to provide a 

fairly accurate representation of the surf beat in the breaker zone by 
considering the time lag of breaking accompanying the propagation of 
waves according to theory of Symonds et al. 

The on-offshore distribution of wave heights of surf beat obtain- 
ed by their model is indicated by the broken lines in Fig.4. In the 
top three graphs, the calculated values are compared with field data 
taken at Hazaki Beach (Ibaraki Prefecture in Japan) by Katoh et al. 
(1991). The bottom two graphs show a comparison between experimental 
data (at the University of Saitama) and calculated results. In all 
cases, the surf beat to incident wave period ratio is around 10:1. 

(cm)   
Field data : Breaking depth=2.9m~0.4m, 

Period of wave gra*js=50s, 
-IOQL Mean bottom slope=1/100. 

•w 

•100 

Field data : Breaking depth=5.7m—1.6m, 
Period of wave graps=110s, 
Mean bottom slope=1/100. 

rField data : Breaking depth=4.6m~1.0m, 
Period of wave groups=90s, 
Mean bottom slope=1/100. 

Laboratory data : Breaking depth=11.8cm~2.8cm, 
Period of nave graps =13.6s, 
Mean bottom slope =1/30. 

^Laboratory data : Breaking depth=10.9cm~2.3cm, 
Period of nave grccps =8.9s, 
Mean bottom slope =1/30. 

: Measured value 

•: Calculated value by 
using Eq. of Nakamura 
et al. 

•: Calculated value by 
using improved Eq. 

: The mean width of 
breaker zone. 

Comparison between observed data and predicted curve. 
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As can be understood from Fig.4, however, the results obtained by 
method of Nakamura et al. are abnormally large values near the shore- 
line. The following improvements were made here, as this study is also 
concerned also with wave heights at the shoreline. 

One of the reasons for the abnormally large values near the 
shoreline could be the absence of considerations for the water level 
rise in the values used for the water depth in the basic equation 
proposed by Katoh et al. An improvement can be made for this by solv- 
ing the following basic equation : 

_9U_ 
3 t 

at 

+ g dx 
d  (DU) . 

1 as, 

+ dx 

pD   9x 

0,  D = h + tc 

(6) 

where, U and C  are the horizontal velocity and the water level of 
long period waves respectively, t is the time, X is the horizontal 
coordinate whose origin is the point of intersection between the 
bottom slope and the still water level, P  is seawater density, D is 
the water depth including mean water level rise (Co), and S x x is 
radiation stress. 

The details of the solution are described in the appendix. 
The variables relating to BFLW in the breaker zone include the 

minimum and the maximum widths of the breaker zone (XM and Xb2 ), 
the period of the surf beat (TL), sea bottom slope in the surf zone 
(i), and the wave height - water depth ratio (2 7 ) in Eqs.(A.2), 
(A.5) and (A.6) in the appendix. 7 can be ignored as it shows little 
variation on a gently sloping sea bottom. TL can be related to the 
period of short waves (T) using the expression Ti^/s^Ti/a given 
by Nakamura and Katoh (1992). Furthermore, L.= (g/2 7r) T2 ; 
hence TV KL,. There is a proportionality between Xi and H». Thus 
Ho/Lo and i can be used as approximate indices for the 

o 
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A « • 1 Bottcm slope=1/1 0 0 

•—•—• ' Bottcm sIcpe= 1/5 0 
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Fig.5 

Surf similarity parameter (?) 

Relation between f   [= i/(H„/L„)l/2 ] and HLra/H„m. 
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determination of BELW in the breaker zone. 
In Fig.5, the mean wave heights of surf beat ( Hi,,) are rendered 

dimensionless and averaged out within the breaker zone, and then 
arranged by the surf similarity parameter f . The values for the cases 
falling within the range 0.01<wave steepness< 0.06 have been select- 
ed, and ranges in which these values fall are shown by double curves. 

2. 4 Investigation by Numerical Model 
Since real surf beat composed of BFLW and BLW, List's numerical 

model is improved by taking the change of depth due to the long period 
waves into account [D = h + f is used instead of D = h + f „ of Eq. 
(6)]. In this model, incident waves propagate with group velocity. 
Radiation stress is calculated by the small amplitude wave theory. 
Breaking points are determined by using Goda's breaker index (1975). 
BFLW is calculated by giving the radiation stress only in the breaking 
zone. 

The example of calculated wave heights given in Fig.6 are for the 
BFLW on a beach with a bottom slope of 1/40, caused by wave groups 
with a mean wave height of 0.8m at a water depth of about 8m, a period 
of 8.0s and a long wave period of 61.6s. The solid lines in the figure 
indicate the results obtained using the modified version of the model 
of Symonds et al., while the dotted lines in the figure indicate the 
results obtained with the numerical model. This example indicates that 
the numerical model will give values for BFLW which are more or less 
the same as those obtained by the theory of Symonds et al. Since the 
numerical model does not allow the water level to fall below the 
ground level, the discrepancy between calculated values of both models 
becomes great near the shoreline. 

o. 1 

0. 1- 

•S 

0. 0 

-:Calculated curve by using 
improved Symonds Eq. 

•^Calculated curve by using 
the numerical model. 

The same conditions as List's 
experiment are used. 

Hoff = 0.8 - 0.4 
X  sin(27T t/61.6), 

T = 8.0,    TL = 61.6, 
(units in m and s). 

400 0 200 
Offshore distance from the shoreline 
between the mean water level and the bottom profile (m) 

Fig.6        Wave height of BFLW (i=1/40). 

Given in Fig.7 are the calculated results for the waves generated 
on a beach with a relatively steep slope at points shallower than 0.8m 
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and a gentle slope of around 1/70 at points further offshore. Incident 
wave groups are taken to have mean offshore wave height 0.36m, period 
10.9s and long wave period 70s. Since the shallow area where the group 
velocity is close to the phase velocity of long waves extends widely 
outside the surf zone, BLW can develop sufficiently. 

The same condition as List's 
experiment are used, 
Ho=0.36-0.09cos(27Tt/70), 
T=10.9, T\=70, 
(units in m and s). 

0       100      200      300 
Offshore distance from the shoreline 
between the mean water level and the bottom profile (m) 

Fig.7   Wave height of surf beat (a concave type coast). 

If this assumption is correct, one can expect BELW to predominate 
on a beach with opposite slope characteristics. Given in Fig.8 are the 
calculated results for the waves generated on a beach with a horizon- 
tal reef with a water depth of about 2m extending for approximately 
500m from the shoreline. Offshore incident waves in this case are 
considered to have a mean wave height of 2.88m, period of 13.8s, and 

V H.W,L*2.1» ^ 
^ u " "•""-~~^"~xr- -"- 
--' 10 

\ 
S20 • 

u\ "V 
30 

l                t                ] i    i    i    r 

zoo 400    600 
Distance (m) 

Observed total wave height 
from paper of Nakaza et al. 
(1990) 

=2.88-1.31cos(2;rt/258), 
T = 13.8, TL=258, 
(units in m and s). 

H 

0 500 1000 
Offshore distance from the shoreline 
between the mean water level and the bottom profile (m) 

Fig.8   Wave height of surf beat (a convex type coast). 
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long wave period of 258s* After comparison of calculated results with 
actual field data, it can be stated that the numerical model has 
sufficient accuracy. 

3.  EMPIRICAL AND NUMERICAL MODELS OF WAVE RUNUP 

3. 1  Empirical Method 
By improving Goda's equation (1975) with field and experimental 

data, the significant wave height of surf beat can be expressed by the 
following relation (Yamamoto and Tanimoto, 1994) : 

HM/3 ^    0.066 i1/s   
H01/3  • [(Hoi/j/Loi/3) X (1+h/H01/3)]

1/2 

HLm  _  0.067 i1/6 (7) 
H0m        '    [(Ho»/LoJ x (l+h/H0„)]I/! 

(1/10> i > 1/70) 
where,  L01/3  and Lo« is significant, mean wavelengths in deep- 
water respectively, i is the mean bottom slope in the surf zone, and 
h  is the water depth below the still water level. 

Assuming the run-up oscillation of surf beat is a parabolic 
motion, the wave run-up length along the slope can be expressed as 
follows : 

y^CiU,   t-ftgitV2 (8) 

where, Us is a maximum velocity at shore line [ ^ Cs (gHu) l/2 ], 
Ci, CB and Cs are empirical coefficients, and HLs is the wave height 
of surf beat at the shoreline. 

Substitution of Eq.(7) into Bq.(8), and the determination of co- 
efficients Ci, Cz and Cs by using field and laboratory data, the 
period and the run-up height of the surf beat can be expressed by the 
following equations (Yamamoto and Tanimoto, 1994)  : 

(TLm)in2      - 288.02(HLm/g)i„ ^ 
(T\1/3)i„

2  - 305.?(HL1/3/g)in (9) 
(l/20> i >l/60 and H„m/

/L„m^ 0.015)    ' 

R1./H0,       -  1.52 i/(H0m/Lon,)1/2 1 
RLI/S/HO^S-  1.50 %/(H01s3/L01/3 )1/2 (10) 

(1/20 > i ^ 1/60) ' 

where, TLH>, TLI/3 are the mean, significant periods of the surf 
beat respectively, RLH and RLI/3 are the mean, significant run-up 
heights of the surf beat respectively, and the subscript "in" stands 
for the mean value inside the surf zone. 

Substitution of Eq.(7) and T1/3 ^3.86(Hi/3 )
l/2 (units in s and 

m, Bretshneider, 1954) into Eq.(9), and by assuming Hoi/3/h~l in 
the surf zone, the same relationship that Nakamura and Katoh (1992) 
obtained by analysis of field data can be derived (Tn/^Ti/s ). 

The agreement betweenRLm calculated by Eq.(10) and experimental 
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:Sawaragi et al. (1976) 
: Iwata et al.(1981) 
:Katoh et a I. (1993) 
: Mase et al. (1993) 
: Mase et al. (1984) 
: Authors 

\ 

Fig.9 

0 1 2 
RL,/H.„ by experiment 

Comparison of Ri.m calculated by Bq.(lO) with measured data. 

and field data are good as shown in Fig.9. 

3. 2  Numerical Model 
Considering the convection and friction terms, the basic equa- 

tions averaged over the wave period are expressed as follows : 

_9JL 
d 
d 

+ - 
(DU) 

3  (DU) 
dx 

d t + d 

1 
9x 

9 See 
P 

D = h + r 
d: 

= 0 

(DU) 
D 

_ _£_ 
D2 

+ gD 

(DU) 

_9JL 
9x 

DU | 

(11) 

where, S6o is the 60% value of the radiation stress [Mase et al. 
(1986) states that the equation by the small amplitude wave theory 
gives excessively large values for the radiation stress and recommends 
the use of values corresponding to 60% of the obtained value.], and f 
is the mean bottom friction coefficient, which is obtained by using 
the following equation based on Freeman and LeMehaute's wave run-up 
height equation (1964) : 

/- 
(1+Cv) (l+2Cv) 

CL 
1 i CV (12) 

where, Cv is the wave verocity - particle velocity ratio, and CL is 
the loss between potential energy of wave run-up and kinetic energy of 
waves on a shoreline. According to Yamamoto et al.(1994), these param- 
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eters for sand beach are expressed as foLlows : 

Cv - 24.2i19/3°  (H„m/L„J 1/4 

CL  - 2221 i22/15  (H.n/L„.) 1/4 

(i< 1/30) 
(13) 

Some calculations on the run-up of the surf beat have been 
conducted by using the numerical model based on Eq.(ll). An example 
[the incident wave height is 0.8-0.4Xsin(27T t / 61.6) (units in m 
and s), the wave period is 8.0s, the bottom slope is 1/40] is shown in 
Fig.10. A relatively close agreement is found between the result 
obtained by the numerical model and that by the empirical Eq.(10). 

£0. 
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-:t=1/4* 
—:t = 2/4ff 
-:t=3/4* 
-: t=       1 JT 

-: t = 5/4>r   - 
—: t = 6/4)r 
--: t = 7/4?r   - 
-:t=      2TC 

£-       ' 

_ 

- V 
YV. 

- 

- 
<Sr~^--»^     " 

x^^ - 
- i i \ 1 

100 
Offshore distance (m) 

Fig.10   An example of long period wave runup. 
(The arrow shows Ri.m calculated by Eq.(lO)) 

A comparison between wave run-up heights computed by the numeri- 
cal model for beaches with bottom slopes ranging from 1/30 to 1/60 and 
those obtained by empirical Eq.(10) is shown in Fig.11. Relatively 
close agreement is found between the model and Eq.(10). 

4  CONCLUSIONS 
1) Patterns of irregular wave run-up can be classified into three 

types : predominant incident wave type, intermediate type and pre- 
dominant long period wave type. The predominant long period wave 
type appears when the mean bottom slope in the surf zone is gentler 
than l/20. 

2) Model of Symonds et al. and List's model were modified to allow 
more accurate calculation of surf beat near the shoreline. The 
tests conducted with the numerical model show that BLW can develop 
when the shallow area having a group velocity close to the phase 
velocity of long waves extends widely outside the surf zone, on the 
other hand, BFLW can develop when a wide shallow area exists within 
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0 _        ~1 
Calculated RL by using experimental Eq. (m) 

Fig. 11   Relation between wave runup height using the numerical 
model and those using the empirical Eq.(10). 

the surf zone such as a reef. 
3) Run-up height of long period waves caused by wave groupiness in 

incident irregular waves can be predicted by both empirical and 
numerical models. 
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APPENDIX : SOLUTION WITH CONSIDERATIONS FOR MEAN WATER LEVEL RISE 
The radiation stress in Eq.(6) may be expressed as follows in 

terms of its relationship to the amplitude [AmP=r (x-£•+£"„) ]of 
the incident waves : 

Sxx= (3/4)pg (AmP)
2 (A.l) 

Eq.(6) is then made dimensionless by using the following dimen- 
sionless parameters : 

A   —        S V —        X  .        Z  71 y               X bl V               X b2 
H  — ,A— ,      I  —   I    rj,        ,  Abl—       „ »Ab2—       „ 

Abn Abu 1   L Abu A bm 

U(X,r) = -\- 7> 4f Xu, Z(X,r) = -{Jfi^r 

(A.2) 
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where, a is (Xm - xb2) / 2, xbm is (xbl + xb2)/2, r is 
(wave height - water depth ratio at breaking limit) /2, and i is 
bottom slope. 

The dimensionless horizontal flow velocity U is then eliminated 
from the dimensionless form of the basic equation, and the differen- 
tial equation for the dimensionless water level Z is obtained. 
If the term for the radiation stress in this differential equation is 
expressed by Fourier series, the following equation will be given : 

X' d2Z       dX"     dZ 
d T

2 

 d 
dX (X 

dX 
„ dX' 

dX 

ax 
(a 

-X' 92Z 
dX2 

+ 2 £ a „ cos(nr )+ 2 Z b „ sin(nr ) ) 

(A.3) 

where, X'   — ( In ) X X" =x + r2 Z0(X) TL 
J
     gi ' A  A '  2 

Z0 is dimensionless mean water level rise, and a „, a „, b „ is Fourier 
coefficients (n : term number) - The methods for calculation of these 
coefficients are given in Nakamura and Katoh (1992). 

The solution to Eq.(A.3) may be expressed as follows. 

Z(X,r) = Z0(X) +EZ„ (X,r) 
n-1 

(A.4) 

Z0 can easily be obtained from the dimensionless equation of 
motion, as shown in the first expression in Eq.(A.5) below. For areas 
further offshore than Xbj, however, the values given by Symonds et 
al. for Z o are used without alteration, assuming that the effects of 
the mean water level rise on the water depth here are negligibly small. 

Z n can be obtained in a similar manner to Symonds et al. by 
means of approximated expression, dX'VdX^l (found to be a valid 
approximation in investigations conducted by substituting actual 
physical values) during the calculation of the particular solutions 
between Xb 3 and Xb2. 

a) From shore-edge to Xbj 

Zo(X) =  (l-X + 1.572 A)/(l+l.5r2) 
Z„(X,r ) =-( I bJ+ I „N) JO(Z) cos(nr ) 

- I bN Jo(z) sin(nr ) \ (A.5) 
Z= 2n(27r/TL)[xbm/(g i)]l/2 

x(i+i.5r2) (X + i.5r2Z0)
l/2 

Here, Jo(z)  is zero-degree Bessel function. 

b) From Xb i to Xb 2 

Zo(X) - 

Z„(X,r) 

{(1-X) cos-1[(X-l)/^] 
[#-(X-l)2]l/2} /n 
=  [-(Ibj+ I.N) JO(Z) 
+ C„ No(z) +??»>] cos(nr ) 
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+   [- I bN Jo(z)+7)vt>] sin(nr ) 
2 = 2n(2^/TL)[xbm/(g i)]1/2 

x {1+1.57a cos'1 ((X-i)/4)/ff} \ (A.6) 
x (X + i.5r2Zo)1/2 

T?P.-2^[JSJ Xa„ flUzjdX Jofej 
-j" j xa„ joC^jdx /usj] 

7?Pb-2H-[;x.r xb„ ju&jdx «u2j 
-/x* xb„ j0(z)dx No(z)] 

Xa»=d[(X + 1.5r2Z0)a„]/dX 
X_b„=d[(X + 1.5r2Z0)b„]/dX 

Here, C„= 0   (onshore), C= I aj  (offshore), and AfofeJ is zero- 
degree Neumann function. 

c) Offshore fromXb2 

Zo(X) =0 
Z„(X,r ) =- I bj Jo(z) cos(nr ) 

- I bj No(z) sin(nr ) 
Z= 2n(27T//TI.)[Xb,»//(g i)]1/2  X1/2 

(A.7) 

I aj. I aN, I bj, and I bN in Eqs.(A.5) to (A.7) can be obtained 
as follows using z, Xan, and Xb„ in Eq.(A.6) : 

Iaj-2 7T J„rXa„ J0(Z) dX 
IaN-2 7T J1K-»X., MteJ dX 
I bj- 2 TT J" ,*«Xb. JoteJ dX 
KN^2TT J\*»Xb„ MfeJ dX 

(A.8) 

It should be noted here that partial integration was used for the 
integration of the above equations. 



CHAPTER 52 

Soliton-Mode Wavemaker Theory and 
System for Coastal Waves 

Takashi Yasuda* Seirou Shinoda^ and Takeshi Hattori3 

Abstract 

A theory of wavemaker system for coastal waves (nonlinear ran- 

dom waves in very shallow water) having the desired statistics is 

developed under the assumption that they are treated as random 

trains of the KdV solitons and further its applicability is examined 

experimentally. This wavemaker system is shown usefull to generate 

accurately nonlinear waves having the desired water surface profiles 

of which nonlinearity is specified by the Ursell number Ur > 15 for 

regular waves (cnoidal waves) and Ur ~> 8 for random ones (coastal 

waves). 

Introduction 
Waves in shallow water come to behave like trains of independent individual 

waves with the shoaling water. In shallow to very shallow water, particle- 

like property of each individual wave is more strengthened because of the pro- 

nounced nonlinear effect, so that its time sequence becomes increasingly im- 

portant to coastal engineering problems, such as dynamic response of coastal 

'M. ASCE, Prof., Dept. of Civil Eng., Gifu Univ., 1-1 Yanagido, Gifu 501-11, Japan 
2Assoc.    Prof,    of Institute for River Basin  Environmental Studies,  Gifu  Univ.,   1-1 

Yanagido, Gifu 501-11, Japan 
3Civil Engineer, Penta-Ocean Construction Co.  LTD., 2-2-8 Koraku, Bunkyo-ku, Tokyo 

112, Japan 
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z dX/dt 

A      A=h+T I 
S7 y\/\ \v h 

WVave paddle 

V 

0 x=X x 
Figure 1.   Definition of coordinate system and symbols 

structures, nearshore current system and so on. It hence is required in exper- 

imental works to generate the wave train having the desired sequence of wave 

crest. However, usual methods based on the Biesel-Suquet wavemaker theory 

and the envelope theory assuming a narrow-banded Gaussian process cannot be 

used to generate strongly nonlinear random waves in very shallow water (called 

here as coastal waves). 

Authors(Yasuda et. al., 1987) already showed that coastal waves can be 

treated as a random train of solitons and their kinematics can be described us- 

ing the asymptotic multi-soliton solution of the KdV equation. Hence, treating 

individual waves defined by the zero-crossing method as solitons and using a 

stochastic model (Shinoda et al., 1992) of solitons, we can generate straightfor- 
wardly coastal waves having the desired sequence of individual waves as a train 

of solitons. 

In this study, we suggest a nonlinear wavemaker theory for the coastal 

waves and then develop a soliton-mode wavemaker system to generate them in 

a wave tank. Further, the performance of the system is examined by generat- 

ing cnoidal waves (treated as uniform trains of solitons) and coastal waves (as 

random trains of solitons) having the desired sequence. 

Wavemaker Theory 
The boundary value problem for the wavemaker in a wave tank follows directly 

from that for two-dimensional waves propagating in an incompressible and ir- 

rotational fluid. For the coordinate depicted in Figure 1, it is required to solve 

the following equations, 

:  +   ' 0, 

r/t + Vx4>x - (j>z - 0\z=h+v, 

+ + ^)/2 + «/i7 = 0|,=h+„ 

(1) 

(2) 

(3) 
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= 01 (4) 

dX/dt = </>t\x=x, (5) 

where (j> denotes the velocity potencial, r\ the water surface elevation, g the 

acceleration of gravity, h the mean water depth, and X the displacement of a 

piston type paddle. 

Integrating eq.(l) from z — 0 to z = h + i] and substituting eqs.(2) and (4) 

into the resultant equation, we can obtain the following equation, 

/       <f>xdz = — I r)tdx + const. (6) 

Since eq.(5) can not be satisfied for the arbitrary z-coordinate as long as piston- 

type wave paddle is used, the vertically integrated equation instead of eq.(5) is 

employed as the boundary condition with regard to the depth-averaged velocity 

by following Goring and Raichlen's approach(1980). Integration of eq.(5) from 

z = 0 to z=h + r] yields to 

rh+v dX , fh+n 
/       ——dz = /       c 

Jo        at Jo 
<j>xdz (7) 

Substituting eq.(6) into eq.(7), we obtain the following relation satisfying eqs.(l), 

(2), (4) and (5). 

fn+i dA , r     , 
/        ——dz = — / ntdx + const. 

Jo        at J 
(8) 

Since the value of rjt becomes zero in the still water and the wave paddle 

is also at rest, the integral constant in eq.(8) is regarded as zero. Further, since 

dX/dt is independent of z in the present piston-type wavemaker system, we can 

derive the following equation for the paddle motion to generate the wave profile 

r\ from eq.(8). 

*£ =-fl-[ ntdx     . (9) 
at       h + r\ J _x 

Here, the following dimensionless variables with asterisk are defined for conve- 

nience of numerical computations. 

p = M^gh3, ^ = r,/h, X* = X/h, x/h, z* = z/h, t* = tJg/h    (10) 

However, the asterisks are omitted for simplicity hereinafter, so that eq.(9) is 

rewritten as 

dt x=X 
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-2 
0.4 
0.2 

Displacement of wave paddle 

Q A/VVVAAAAA/VVV/SAAAA/VVVNA/SA/^^ 

hmimimhimhfmimmfmfmimimmi 
Desired waves 

lAftAftAftftAAAi 
-0% 100 200 300      t       400 500 

(a) Cnoidal waves; A uniform train of solitons [H = 0.3, T = 10.0] 

4 r Displacement of wave paddle 

~020 100 200 300      t       400 500 

(b) Coastal waves; A random train of solitons [H = 0.218, T = 9.15] 

Figure 2. Wave profiles of a soliton train having the desired sequence and the dis- 
placement of wave paddle to generate it; H is the dimensionless wave 
height corresponding to the amplitude of solitons, T the dimensionless 
wave period corresponding to the distance of adjoining solitons, H the 
dimensionless mean wave height, and T the dimensionless mean wave 
period 

If waves to be generated are trains of solitons and satisfy eqs.(l)~(4) in 
the order of the KdV equation, r\ can be represented as 

•q{x,t) 
N 

(12) 

rjj(x,t) = Aj sech 

2 

^u 
1 + it - f?0, 

2 - Cj(t - 

3     h 

S-)\ - 22- 
(13) 

where Aj is the amplitude of the j-th soliton non-dimensionalized with h, N 

the number of solitons, T0 the observation period and Sj the phase constant of 

the j-th soliton. 

As a result, the problem to solve eqs.(l)~(5) can be finally reduced to that 

to solve the following nonlinear ordinary differential equation with regard to the 
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X     2 
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(a) Cnoidal waves; A uniform train of solitons [H = 0.3, T = 10.0] 

2r 

0 -'\W\AMUAAAM<- 'WW^ •\KAAAA^^V^>VV'"VAAA^
1 

0 100 200 300       t      400 500 
(b) Coastal waves; A random train of solitons [S = 0.218, f = 9.15] 

Figure 3.   Decomposed displacement of the wave paddle; time history of XR and 
Xs 

displacement X, by combining eqs.(ll) and (12), 

dX/dt = '£ciT,j(X,t)/ 
i=i 3=1 

(14) 

Thus, eq.(14) is solved numerically for given values of rjj and Cj (j = 

1,..., N), so that the displacement X of the wave paddle required to generate 

the desired waves is uniquely determined. Hence, if the waves to be generated 

are represented as a train of solitons described by eq.(12) and the ensembles of 

the soliton parameters Aj and Sj governing them are substituted into eq.(14) 

through eqs.(12) and (13), the displacement X required to regenerated the 

waves in a wave tank can be easily known by solving eq.(14). 

Wave maker System 
Wavemaker system to be used here is required to enable the wave paddle 

to follow accurately the displacement X given by eq.(14). Hence, in order to 

investigate the displacement X required to generate cnoidal waves (uniform 

trains of solitons) with H = 0.3 and T = 10.0 and coastal waves (random 
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Photo 1. A rotary actuator and cylinder actuator attached to the wavemaker 

trains of solitons) with H = 0.218 and T = 9.15, time histories of X are shown 

in Figure 2 together with their surface profiles. Here, H and T denote the 

dimensionless wave height and period, respectively, and the over-bar means 

their mean values. While the displacement for cnoidal waves is periodic and 

stays within a stroke less than the mean water depth, that for coastal waves 

is aperiodic and accompanies a slow drift oscillation with a large amplitude 

exceeding two times of the water depth. Thus, a wavemaker system having a 

long stroke wave paddle is required to generate coastal waves. However, the 

motion of wave paddle seems to be a rapid movement with short stroke riding 

on a slow drift with long stroke, although the stroke of the paddle exceeds two or 

more times distance of water depth. By aiming at this point, the displacement 

X(t) was decomposed into a rapid but short displacement Xj{(t) and a slow 

but long one Xs(t) as shown in Figure 3, and thus a double mode wavemaker 

having a high-speed driving part with short stroke and a low-speed driving part 

with long stroke was newly developed. 

The double-mode wavemaker has two types of movement corresponding 

to XR and X$-    Photo  1 shows the high-speed driving part with a rotary 
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54.0 

Short Stroke/ XWave paddle [unit:m] 

Figure 4.   Sketch of the wave tank used here and location of wave gauges installed 

(     START) 

Give the ensembles of AI and 5 j ( y'=1,..., W) ; 
rj: Wave profiles to be generated 

X 
Calculate the paddle displacement Xby solving eq.(14) 

Decompose Xinto Xnand Xs 

("xfl ((?) 

Input XR 
to the rotary actuator 

X 

(\xs(f?) 

Input Xs 
to the cylinder actuator 

X 
Wave generation of the desired soliton trains 

X 
(       END       ) 

Figure 5.   Flow chart of the procedure to generate the soliton trains as desired 

actuator and the low-speed driving part with a cylinder actuator attached to 

the wavemaker, and Figure 4 illustrates its schematic sketch. The rotary 

actuator enables short stroke but high speed motion corresponding to XR and 

has a performance of the maximum speed of 60cm/s and stroke of 30cm. The 

cylinder actuator enables slow but long stroke motion corresponding to Xs and 

has a performance of the maximum speed of 7.3cm/s and stroke of 2m. 

As a result, the procedure using the double-mode wavemaker to generate 

the desired waves is summarized as follows: The ensemble of Aj and Sj for the 
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(a) H = 0.452, T - 16.0 

Observed waves Desired waves 
P. 6 

50 100 t 

(b) H = 0.334, T = 25.0 
150 

Figure 6.   Comparisons for a train of uniform solitons between the desired wave 
profiles and the observed ones 

soliton trains to be generated are given to eq.(14) and then the displacement 

X required to generate them is determined by solving eq.(14). Further, the 

displacement X is decomposed into XR and Xs and the values of XR and Xs 

at each time step are given to the rotary actuator and cylinder one, respectively, 

as input signal. Thus, the wave paddle follows the composed motion of XR and 
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Figure 7.  Relationships for cnoidal waves between the Ursell number Ur and the 

error index £„ 

Xs and produce the soliton trains as desired. Flow chart of the procedure 

explained above is illustrated in Figure 5. 

Performance Test 
Experiments using the wave tank and gauges shown in Figure 4 were under- 

taken to examine the performance of the double-mode wavemaker system. Six 

wave gauges were installed at six locations from P.l to P.6 in the tank. Distance 

between each wave gauges is evenly about 2.5m. 

Cnoidal waves (Uniform trains of solitons) 

Since cnoidal waves can be represented as a uniform train of solitons having 

constant amplitude and period, they can be generated in a wave tank by pro- 

ducing a uniform soliton train having a given constant amplitude and period in 

order. Water surface elevations of generated trains of solitons can be regarded 

as cnoidal waves as shown in Figure 6, where the comparisons between the 

measured temporal water surface elevations of the waves generated as a train 

of solitons and theoretical ones of the cnoidal waves to be generated are made 

This result further demonstrates that the soliton is the elementary excitation 

of waves in very shallow water and therefore the desired cnoidal waves can be 

generated as train of solitons. 

However, the soliton can not exist in shallow to deep water and becomes 
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(d) H = 0.502, T = 30.0, e„ = 0.177 

Figure 8.   Comparisons for a train of uniform solitons between the desired wave 
profiles and the observed ones having a typical value of ev 

physically meaningless wave there. The present soliton-mode wavemaker can 

not generate waves in shallow to deep water and therefore its applicable region 

should be made clear since there is the applicable limit to the wavemaker.  In 
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Table 1.   Experimental code numbers and conditions for coastal waves 

Code No. H f Ur Skewness 
R01 
R02 

0.218 
0.321 

9.15 
10.25 

23.95 
40.44 

1.136 
0.760 

R03 
R04 
R05 

0.102 
0.207 
0.297 

10.12 
12.21 
11.80 

13.06 
38.21 
55.16 

1.308 
1.305 
1.612 

order to clarify quantitatively the applicable limit, an error index en is denned 

A- Tide. Ht / (m 
Jo 

2<ft, (15) 

where TJ0I,S denotes the water surface elevation of the observed waves in the 

wave tank and rjdes that of the desired waves given to eq.(12) as input data. 

Relationships between the Ursell number Ur of generated waves and the error 

index ev are shown in Figure 7. The values of ev increase with the decreasing 

of the value of Ur and particularly is amplified rapidly from the region where 

the value of Ur begins to be less than about 15. Moreover, the difference of 

surface profile between rj0f,s and r)ies can be approximately ignored as shown in 

Figure 8 if the value of en is less than 0.8. It hence could be stated that the 

present wavemaker system can generate cnoidal waves with Ur > 15 as desired. 

Coastal waves (Random trains of solitons) 
Intensive experiments generating various trains of solitons were undertaken 

to examine how to present wavemaker can accurately regenerate coastal waves 

having various statistics as desired. Representative cases of them are shown in 

Table 1, in which their code numbers and wave statistics are indicated. R01 

and R02 denote the coastal waves observed on Ogata coast facing the Japan 

sea, and R03, R04 and R05 indicate the coastal waves simulated as random 

trains of solitons by using a digital simulation method (Shinoda et al., 1992). 

H and T are their mean wave heights and periods respectively. The values of 

Ur and Skewness show that all the waves to be regenerated have pronounced 

nonlinearity and can not be generated with usual methods based on the Biesel- 

Suquet wavemaker theory. 

Figure 9 shows the comparisons of wave profiles of R01 and R02 between 

the observed waves in field and the regenerated waves in the wave tank. Both 

the wave profiles are in almost complete agreement and demonstrate that the 
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Waves observed in field 
Waves regenerated in the tank 
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(a) Code No. R01 

300 

Waves observed in field 
Waves regenerated in the tank 

100 200 t 

(b) Code No. R02 

300 

Figure 9.   Comparison of wave profiles between waves observed in field and regen- 
erated ones in the wave tank 

present wavemaker can regenerate coastal waves having the given statistics in- 

cluding time sequence of wave crest as desired. It should be particularly noted 

that coastal waves in field can be almost completely regenerated in the tank 
even if they partially break. 

Further, Figure 10 shows the comparisons of wave profiles of R03, R04 and 

R05 between the digitally simulated waves using a stochastic mode of solitons 

and the regenerated waves in the tank. Although the surface profiles of the 

regenerated waves get to deviate slightly from those of the simulated waves as 

the waves propagate from P.2 toward P.3 and further P.6, both the profiles 

keep a good agreement and shows that the present wavemaker can generate 

the coastal waves having arbitrary wave statistics by making random trains of 

solitons in order only if the value of the statistics are given. 

In order to make clear the applicable limit of the present wavemaker system 

to coastal waves, the relations between the Ursell number Ur of coastal waves 

to be generated and the error index en for the regenerated waves in the tank 

are examined and shown in Figure 11. The value of e„ is less than 0.8 almost 

independently of the Ursell number. Since the values of ev in all the cases shown 

in Figures 9 and 10 are at most 0.644, the generated waves in the tank could 
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(a) Code No. R03 
[H = 0.102, f = 10.12, PHH = 0.319, pHT = 0.0, £„|P.2 = 0.644] 
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(b) Code No. R04 
[H = 0.207, t = 12.21, PHH = 0-534, pHT - 0.216, £^|P.2 = 0.405] 
 Observed waves Desired waves 

(c) Code No. R05 
[S = 0.297, f = 11.80, PHH = 0.532, pHT = 0.368, £V\P.2 = 0.484] 

Figure 10.   Comparisons between the desired wave profiles for a random train of 
solitons and those measured in the wave tank 

be regarded as almost desired if the value of en is less than 0.8, that is, the 

value of Ur is almost more than 8. It hence could be stated that the present 

wavemaker can generate the coastal waves having given statistics as desired if 

their Ursell numbers are more than 8. 
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Figure 11.   Relationships for coastal waves between the Ursell number Ur and the 
error index ev at the measurement point P.2 

Conclusions 
A wavemaker theory to generate nonlinear waves in very shallow water as trains 

of solitons was developed by solving mathematically wavemaker problem in the 

order of the KdV equation. The paddle motion given by the theory showed 

that the displacement required to generate them as desired exceeds two times 

or more of the water depth and a wavemaker having long stroke paddle is 

necessary. Hence, a new type wavemaker was thought out and developed under 

the cooperation of ISEYA Manufacturing Co. in order to solve this problem, by 

noticing that the displacement can be separated into two parts; the one is rapid 

but short stroke part and the other is slow but long stroke part. This wavemaker 

can generate the desired soliton trains in order by equipping a double-mode 

movement having a rotary actuator enabling short but rapid motion and a 

cylinder actuator enabling slow but long stroke motion was thought out and 

newly developed. Experimental examination verifies that the system is useful 

to generate strongly nonlinear waves having the desired water surface profiles of 

which nonlinearity is specified by the Ursell number Ur > 15 for cnoidal waves 

and Ur > 8 for coastal waves. Thus, the double-mode movement is essential to 

the soliton-mode wavemaker to generate the desired coastal waves. 

Hence, it could be stated that the present wavemaker system can almost 

completely generate both the cnoidal and coastal waves having not only the 

desired statistics including sequence of wave crest but also the desired wave 

profiles, if the input signal to the wave paddle is given by the present wavemaker 

theory and given to the soliton-mode wavemaker as input signal and further the 

waves to be generated are within the aforementioned applicable region of this 
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system. 
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CHAPTER 53 

On a Method for Estimating Reflection 
Coefficient in Short-Crested Random Seas 

Hiromune Yokoki* 
Masahiko Isobet 
Akira Watanabe^ 

Abstract 

A method for estimating the directional spectrum as well as the re- 
flection coefficient in a incident and reflected wave field is developed for 
practical uses. In the method, the directional spectrum is assumed to 
be expressed by a circular normal distribution which includes several pa- 
rameters, Then the parameters are estimated by the maximum likelihood 
method. The validity of the method is verified by numerical simulation. 

1     Introduction 
The randomness of sea waves has recently become accounted for in the design of 

coastal and ocean structures. Directional spectra have often been used to describe 
multi-directional random sea waves. However, to evaluate the reflection coefficient 

of structures, a theory for uni-directional random waves has usually been applied 

with a slight modification. This is because a theory for multi-directional random 

waves has not yet been established for practical uses. 

The purpose of this paper is to derive a method to estimate the directional 

spectrum as well as the reflection coefficient of structures for multi-directional 

random waves and to examine its validity by applying it to simulated data. 

In various methods to estimate the directional spectrum, the maximum like- 

lihood method (MLM) has a high resolution (Capon, 1969).   Isobe and Kondo 

•Research Associate, Dept. of Civil Eng., Univ. of Tokyo, Bunkyo-ku, Tokyo, 113 Japan 
tProfessor, ditto 
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(1984) proposed the modified maximum likelihood method (MMLM) to estimate 
the directional spectrum in a combined incident and reflected wa,ve field, taking 
into account the fact that there is no phase difference between the incident and 
reflected waves at the reflective wall. 

Recently for practical purposes, Isobe (1990) proposed a method to estimate 
the directional spectrum of a standard form in which the spectrum is expressed 
in terms of a few parameters. Yokoki et al. (1992) extended this method in order 
to estimate the directional spectrum in an incident and reflected wave field. 

In this study, we modify the method to improve the numerical efficiency by 
assuming a circular normal distribution for the directional function. 

2     Theory 

2.1     Formulation of cross power spectrum 

2.1.1     Definition of cross power spectrum 

In a monochromatic wave field which consists of incident and reflected waves, the 
water surface fluctuation, r)(x,t), at the position, x, are represented by Eq. (1): 

r](x,t) — A(k,a) {cos(fc;c — at + t) + r cos(krx — at + e)} (1) 

The definitions of the variables in the above equation are given in Table 1. We 
integrate Eq. (1) with respect to k and a, and get the expression of rj(x,t) for 
multi-directional random waves as Eq. (2): 

rj(x,t) = I  A(dk,da) 
./—DC. Jk 

x {exp [i(kx — at + t)} + r exp [i(krx — at + t)}} (2) 

where complex variables are introduced to represent the amplitude and phase. 
From Eq. (2), the directional spectrum (wavenumber-frequency spectrum), S(k, a), 
is defined as Eq. (3): 

S(k, a)dkda —< A*(dk, da)A(dk, da) > (3) 

Table 1: Definitions of variables in Eq. 1 

A{k,a) Amplitude (Eq. (1)), 
A(dk,da) Complex amplitude (Eq. (2)) 

k Wave number vector of incident waves 
kr Wave number vector of reflected waves 
a Angular frequency 
e Phase 
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Figure 1: Definitions of variables 

where < > represents the ensemble average and A* the complex conjugate of 
A. Then, the cross power spectrum, #OT(cr), can be defined by Eq. (4) (Horikawa, 
1988, Isobe and Kondo, 1984): 

0, q(«) = JkS(k,a) 
x {exp(ikXp) -f r exp(ikxpr)} {exp(—ikxq) + rexp(—ikxqr)} dk       (4) 

in which the variables are defined in Fig. 1. 
We rewrite Eq. (4) by using the transformation of variables as follows.  The 

definitions of variables are also indicated in Fig. 1. 

10 

flpq Sill {.Spg 

(A; cos #, 

{•tipq COS yy-pq-, 

(Rpq COS(TT - 6pq),   Rvq sin(7r - 0piJ) 

pr '     "SQ        —    \-K'pqr COS \y pqr, ^pqr Sill Wpqr 

Xp - Xqr       =   (Rpqr C0S(7T - 6pqr),Rpqr sill(7T - Opqr 

Then we get the expression of the cross power spectrum, $pq(f): 

/•27T 

<M/)=/    £(/,*) 
Jo 

x [exp{ikRpq cos(0 — 0pq)} + r2 axp{ikRpq cos(9 — w + 0pq)} 

+ rexp{ikRpqr cos(6 — 0pqr)} + rexp{ikRpqr cos(6> — % + 0p,r)}] dd{<o) 

where / represents the frequency connected with the wave number vector, fe, by 
the dispersion relation, and r the reflection coefficient of the reflective wall (shown 
in Fig. 1). 
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2.1.2     Directional spectrum function 

Three standard functions have been proposed to express the directional spectrum 
except the Fourier series. 

The first one is the function proposed by Mitsuya.su et al. (1975) shown as: 

where P(f) indicates the frequency spectrum, s the degree of directional concen- 
tration, and 0O the peak wave direction. Yokoki et al. (1992) used this standard 
directional function. However, it took fairly much time to calculate the cross 
power spectrum, <S>pq. 

The second one is the square of the hyperbolic secant function, which is pro- 
posed by Donelan et al. (1985): 

G(6\f) cc sech2/?(fl - 0O) (8) 

where fi indicates the degree of directional concentration. 
The last one is the circular normal distribution function proposed by Borgman 

(1969): 

G(9\f) ex exp{« cos(6> - 0O)} (9) 

where a indicates the degree of directional concentration. 
In the present study, we assume the directional spectrum, S(f,9), to be ex- 

pressed by using the circular normal distribution function, because we can obtain 
the cross power spectrum analytically to some extent and the numerical calcula- 
tion becomes faster. Therefore, the directional spectrum, S(f,0), is expressed by 
Eq. (10): 

•s'Cf, 6) = P(f)7rrnexp (a cos^ - *»)> (10) 
lTtl0[a) 

where la is the modified Bessel function. 

2.1.3     Formulation of cross power spectrum 

To rewrite Eq. (6) in a simpler form, we define a new function <p as follows: 

1        r2" 

2-irIJa) 

By using the above definition, Eq. (6) can be written as Eq. (12) 

—--— / " exV{-ik.Rcos(0 - ©)} exp {a cos(0 - 0o)\d6 (11) 
irlJa) Jo 

*M) = 
p( a,0o,Rpq, 9vq |/) 

+ r'V( a,60,Rpq, * - &pq \.f) 
+ M afi0,Rpqr,6pqr |/) 

.     +rip( a,80,Rpqr,ir - 6pq,.\f)  , 

}x(l + Spq£p)P(f) (12) 
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Table 2: Directional spectrum parameters 

a 

P(f) 

Degree of directional concentration 
Peak wave direction 
Reflection coefficient 
Frequency or power spectrum 
Ratio of the noise component to the power 
( at the ;;-th point; p = 1 ~ 3 ) 

where e.p indicates the ratio of the noise component to the power, <Ppp(f). We 
finally get the expression of the cross power spectrum in terms of the seven 
parameters which are summarized in Table 2 and called the directional spectrum 
parameters in this paper. 

The integral on the right-hand side of Eq. (f 1) can be expressed by using the 
integral expression of the Bessel function and the modified Bessel function (e.g. 
Abramowitz and Stegun, 1972): 

<p(a,60,R,9\f) = J0(kR) 

+ 2 £ (-1)*" cos(2m^),/2m(^)%^ 

+ 2t £) (-l)m cos[(2m + l)/3]J2m+i(kR) 
Io(a) 

(13) 

In the present study, we use Eqs.  (12) and (13) to calculate the cross power 
spectrum. 

2.2     Maximum likelihood method 

2.2.1     Definition of likelihood 

The maximum likelihood method is used to get the most probable values of the 
directional spectrum parameters. The likelihood, L, is defined by Isobe (1990): 

L(A[3]; <Z>)   =   {P(AW) x p(A[2]) x • • • x p(A®) x • • • x p(AlJ])} 

1 

i/j 

(2irAf)M\§\ 
exp 

M    M 

•EE*A M4) 

where p(A^) is a joint probability density function of the Fourier coefficients, A^\ 
of the time series data, Af the frequency interval, and |$| the determinant of the 
matrix, $pq. The quantity <Pqp which is represented by Eq. (15) corresponds to 
the power spectrum (q = p) or the cross spectrum (q =/= p) with a use of rectanglar 
filter. 
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<P    — - 7EW (15) 

where A denotes the complex conjugate of A. 

2.2.2     The most probable values of the parameters 

In this Section, we show the procedure to estimate the directional spectrum pa- 
rameters including the reflection coefficient by using the likelihood defined above. 

The maximum likelihood method implies that the most probable values of A, 
are the solutions of the algebraic equation: 

From Eq. (14), Eq. (17) is obtained 

1 

(16) 

dL d 

(2^Af)Ml^|expl   §§*"*" 

M   M 

1 

(27rAfn*|=eXPl    SS^1#' }l 

+ (2.AfH#|expr££W 
M    M 

^ 2L,  Q$     xov 

=   ~L x 
1 d\ M   M   0$-i ^ 

MM* 
Also, the following relations are obtained from the theorem of the matrices. 

8\$\ \m; 

d$n 

By using Eqs. (18) and (19), Eq. (17) is rewritten as follows: 

dL 

d<L>, 

M   M 

(17) 

(18) 

(19) 

(20) 
- .7' V. p—l q = i 

Substituting Eq. (20) into Eq. (16) and considering that L ^ 0, we obtain 
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M   M   ( M    M 

EE -^ + EE<^W 
.1=1 1=1 V P=I <i=i 

(21) 

The directional spectrum parameters, A„ which satisfy Eq. (21) for all i (i = 
1 ~ 7) are the most probable values. Then the directional spectrum parameters, 
including the reflection coefficient, are estimated. 

The solutions, A.;, of Eq. (21) are obtained numerically by using the Newton- 
Raphson method. The left-hand side of Eq. (21) is first defined as a function of 
the directional spectrum parameters: 

M   M   ( M   M ^ )  d$ , 

M^) = E E -*T? + E E *Tt
x*w*;t \ TTT 

j = l (=1   l P=i 5=1 
dXt 

(22) 

In the Newton-Raphson method, the values of A;        at the (j + l)-th iteration of 

the calculation is expressed in terms of the previous values, A;, as follows. 

\ (.'+1) \U) 
i 

E dfi 
d\i- 

U (23) 
A,=A;

J 

where <9/;/<9A,v is expressed by Eq. (24): 

dXf, 

Q r M    M    ( M    M 

,) = 1 ( = 1   l. P=i 9 = 1 

M     M     M    M    a,* Q,K 
V* V" V* V^ OWj'^OWji 

"""" j dxvdx% 

'=ic=ii=i(=i  d^'   ^' 

-$v)*7? + 

MM 

p=i 9=1 
MM 

p=i 9 = 1 

(24) 

In calculations of the present method, it sometimes happened that we obtained 
the parameters, A,- , which made the value of the likelihood, L, smaller than the 
preceding parameters, A,- . This was because the present procedure sometimes 
finds the minimum likelihood in stead of the maximum likelihood. Therefore, we 
put the additional procedure that we replace Z\A; (= A;'+1' — A,- ) with — AX, if 
{dLjdXi)AXi < 0. With this procedure, we can obtain converged solutions of the 
paramters of Eq. (21) from various initial values of the parameters. 

3    Numerical calculation 

3.1     Simulated cross power spectrum 

To verify the validity of the present method, we applied it to simulated data. 
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Table 3: Values of the directional parameters 

Case No. /(Hz) s U°) P(f) 
Ks) r £l £•2 e;s 

PA01 0.1 5.0 120 1.0 0.1 0.1 0.1 0.1 
PA02 0.1 10.0 120 1.0 0.1 0.1 0.1 0.1 
PA03 0.1 5.0 120 1.0 0.5 0.1 0.1 0.1 
PA04 0.1 5.0 120 1.0 0.1 0.3 0.3 0.3 
PA05 0.1 5.0 120 1.0 0.1 0.1 0.2 0.3 

PA06 0.2 5.0 120 1.0 0.1 0.1 0.1 0.1 

<- 
D 

^6-^ 

« i> ^> 

~J 
wave gauge 

Figure 2: Arrangement of wave gauges 

First, we created sets of $P9 by using of the directional spectrum proposed by 
Mitsuyasu et al. (1975) for each set of directional spectrum parameters given in 
Table 3. 

The arrangement of wave gauges used to calculate #p, is shown in Fig. 2. In 
the figure, we vary the distance between the reflective wall and the wave gauges, 
JD, and that between the wave gauges, d, as shown in Table 4. We finally 
calculated $pq for each combination of the arrangement of wave gauges and the 
set of the directional spectrum parameters. Then we applied the present method 
to each set of the cross power spectra, <t>n. 

3.2     Results of estimation 

Figure 3 shows contour maps of likelihood in terms of the directional spectrum 
parameters, a, ep, r and 90. In these figures, the directional spectrum is calculated 
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Table 4: Arrangement of wave gauges 

Case No. D(m) f/(m) 

WG01 20 5 
VVG03 40 5 
WG05 40 15 
VVG07 60 5 
VVG09 60 15 

from the set of the parameters, PA01, shown in Table 3. WG01, WG03 and 
WG05 indicates the arrangement of wave gauges as shown in Table 4. 

From these figures, we can see that the likelihood becomes maximum at the 
points which correspond to the given values of the directional spectrum parame- 
ters. 

Table 5 shows the results of estimations for all combinations of the directional 
spectrum parameters and the arrangements of wave gauges. For these directional 
spectrum parameters, estimated parameters agree quite well with the true values, 
as shown in Table 3. 

However, for the directional spectrum parameters, PA06, the agreement is 
not good. This is because the distance between the wave gauges are too long 
compared to the wavelength. 

4     Conclusion 

By using a circular normal distribution as the directional function, a parametric 
method for estimating the directional spectrum as well as the reflection coefficient 
in an incident and reflected wave field is proposed. From the results of numerical 
simulations, the method is proved to be valid as long as the arrangement of wave 
gauges is appropriately designed. 
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CHAPTER 54 

The Directional Wave Spectrum in the Bohai Sea* 

Yuxiu Yu1 and Shuxue Liu2 

Abstract 

The directional spectrum is one of the basic characteristics of sea waves. 
The observations of directional spectrum of sea waves are successfully conducted 
at platform Bohai 8 during 1991 and 1992 using a wave gage array and it is the 
first time in China. Based on the field data, the directional spectrum which depends 
on the wave growth is given in this paper. Before observations, the effects of the 
figure of gage array, the distance between the gages and the platform itself on the 
measured results and the precision of some methods for estimating the directional 
spectrum were investigated and compared with the methods of numerical 
simulations and model tests of multi-directional irregular waves. This ensures the 
quality of the observations and estimations of the directional spectrum. 

Introduction 

One of the main practical problem for research of the sea wave theory and 
its application is to seek the directional spectrum because it is the key for studying 
the generating mechanism of the wind waves and the wave deformation as it 
propagate into shallow water. It is also the important reference for the design of 
maritime structures. But there is less research work on the directional spectrum due 
to the complex of the sea wave phenomena and the difficulty of the observation and 
the analysis of directional spectrum. 

At present, the main method for obtaining directional spectrum is observations 
in field. The commonly used direct measurement methods may be of three types. 
Early in 1954, Barber(1954) had used wave gage array to measure the directional 
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spectrum and gave proposals concerning the wave gage number and the distance 
between gages for a linear array. After that, some researchers studied several types 
of gage array with numerical and physical simulation. Longuet-Higgins et al.(1963) 
used pitch-and-roll buoy to measure the water surface elevation and the orthogonal 
components of wave surface slopes, and estimated the directional spectrum with 
Fourier series method. Mitsuyasu et al. (1975) designed a cloverleaf buoy which can 
measure three components of surface curvature besides the water surface elevation 
and two components of wave slopes. Therefore, the directional resolution of buoy 
measurement was enhanced. Also, he gave a formula of directional spectrum which 
was called Mitusuyasu type spectrum according to the measurement results in the 
sea of Japan. The another commonly used method is to measure the two horizontal 
components of orbital velocities by a two-axis current meter and the wave surface 
which was first proposed by Nagata(1964). This method is simpler and has a higher 
directional resolution. Besides, the remote sensing such as the stereo wave 
observation and the microwave technique is also used to measure directional 
spectrum. 

The observations of directional spectrum in China were carried out later. After 
the ENDECO 956 buoy was introduced from U.S.A. in 1982, it is used to measure 
the waves for general engineering design. Because there are some disputes about 
their measured directional spectrum, so less systematic study has been done on it. 
The Ocean University of Qingdao tried observing directional spectrum with 
stereophotogrametry several years ago. In this paper, the observation and estimation 
methods of directional spectrum is mainly studied. Based on the analysis of existing 
observations of the directional spectrum, and the existing facilities(equipments) and 
the condition of experiment, wave gage array method is used to measure the 
directional spectrum for two times. The advance research works were conducted in 
laboratory and then the available methods of measurement and analysis were set up. 
Based on the observation results, the directional spectrum of the wind-waves is 
given in the paper. 

Measurement Program 

Observation method 

At present, there are several measurement and analysis methods of 
directional spectrum. But their results have a big difference each other. So the 
measurement and estimation of directional spectrum themselves are an important 
research problem and they are studied with the numerical simulation and the 
laboratory experiments(Yu and Liu, 1992, 1993). Considering the present 
conditions of the equipments and laboratory in China, the wave gage array method 
which is more reliable and easily carried out on platform is selected to measure the 
directional waves. 

Type and dimension of array 
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Platform Bohai-8 is almost situated in the center area of the Bohai 
Sea(39°09'N, 119°42'E). The water depth d is 27.0 m. It consists of a life platform 
and a working platform and they are linked with a bridge of 50m long. The 
orientation of the bridge is west-east. The number of wave gages must be greater 
than 3. 5 wave gages of BCS vertical line type (made by the Institute of 
Oceanology, Academia Sinica) are used in the observation and they can be arranged 
in many types. The effects of the array type including linear array, T-type array 
and pentagon array and the spacing of wave gages on the directional resolution are 
investigated through numerical simulation and model tests in 3-dimensional basin 
respectively(Yu and Liu, 1992). The results show that the linear array is only 
suitable for the waves which have a narrow directional spreading and whose main 
direction has a large angle with the axis of the array and the gage number must be 
greater than 5. Both T-type and pentagon array have higher resolutions and the 
imposing restrictions on gage spacing are not so strict. Considering the situation of 
the Platform Bohai 8, T-type array is selected. 

The wave gage spacing in an array has a big effect on the directional 
resolution. The results of the numerical and physical simulation show that the 
minimum spacing should be less than the half of the measured wave length. 
Considering the irregularity of the sea waves, the ratio between the minimum 
spacing and the wave length corresponding to the peak frequency of the spectrum 
can be about equal to 0.3. The vector distance of each pair of gage should be 
distributed as uniformly as possible in a range as wide as possible and no pair of 
wave gages should have the same vector distance. According to above guidelines 
and the real situation of the platform, the T-type array is arranged as Fig.l, in 
which the minimum distance between wave gages is 4.9m and the maximum value 
is 21.2m. It can be available for the waves with the period larger than 2.5s. 

USB 7a a 
bridge t 

wave gage 

50 

t 3 

12.5 

2 
40 

.16 

, life plotform 

3*9=27 

27 

Fig. 1 The arrangement of the wave gage array 

Effect of the platform on the results 

The life platform is supported by 8 steel cylinders and there are some 
horizontal and inclined cylinders between them. To check the effect of the platform 
on the waves from all directions, the model tests with the multi-directional irregular 
waves are carried out in the basin of the State Key Laboratory of Coastal and 
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Offshore Engineering in Dalian University of Technology, the model scale is 1:40. 
The test results show that the effects of the platform structure on the directional 
spreading are small. 

The Observations and Data Analysis 

Situation of the measurement 

The T-type array consisted of 5 gages is arranged as Fig.l. The wave data 
are acquired simultaneously and automatically with computer for 1200 seconds 
every hour. The time interval is 0.25s. At the circumstance of strong wind, the 
continuous wave data are acquired by artificial control. The velocity and direction 
of wind are recorded simultaneously by wind-velocity-direction meter. At the same 
time, according to the request of the Specification of Ocean Inspection, the sea 
state, the wave pattern and the wave direction are observed visually in the daytime. 
During October 20 to November 4, 1992, 271 runs of 4 wind histories are 
recorded. There are 144 runs whose significant wave height are larger than 0.5m. 
The measured maximum wind velocity is 21m/s and the maximum significant wave 
height is 2.58m. 

The Selection of the data 

The Bohai sea is basically a closed inner sea and can not be affected by the 
ocean swell. The directional spectrum formed by a single wind is emphatically 
investigated in this paper and the wave data are selected according to following 
principles: (1) The frequency spectra have only one peak, (2) the frequency spectra 
measured by the 5 gages are almost identical each other and (3) the directional 
spreading function also basically has one peak and the directional range of the wave 
energy is narrower. So the 51 runs of data (Table 1) are analyzed. In the table, U 
is the wind velocity at 10m elevation above the sea level. Cp is the wave velocity 
corresponding to the peak frequency. HU3, Tm/3 and Ls are the significant wave 
height, period and length respectively. Because U is used in most of the present 
formula of the directional spectrum, 32 runs of wave data with the angle between 
the wind direction and the main wave direction being less than 45° are used as the 
observation results being compared with the formulas. 

Analysis method of directional spectrum 

There are several methods for analyzing directional spectrum. For selecting 
the optimum method, the single direction per frequency method(Yu and Liu 1991) 
is used to simulate the multi-directional waves on computer and in 3-dimensional 
basin and then the waves are measured by a T-type array including 5 wave gages. 
Afterwards, the directional spreading is analyzed by the parameterized method, the 
direct Fourier transform method, the extension maximum likelihood method and the 
Bayesian approach and their results are compared with the input one.  It is 
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Date Runs Time U/Cp H1/3/L, H„3 THI/3 

Oct. 22 8 11:00-19:00 0.76-1.17 0.0282-0 
.0374 

0.90- 
1.45 

4.50-5.07 

Oct. 23 8 3:00-17:00 1.01-1.32 0.0296-0 
.0366 

0.93- 
1.23 

4.06-4.92 

Oct. 24 2 9:00-10:00 1.20-1.44 0.0286-0 
.0302 

0.63- 
0.72 

3.64-4.02 

Oct. 25 2 7:00-10:00 0.38-0.49 0.0159-0 
.0202 

0.50- 
0.66 

4.49-4.58 

Oct. 26 1 13:00 0.55 0.0157 0.55 4.74 

Oct. 28 7 7:00-22:00 0.76-1.31 0.0235 - 
0.0335 

0.60- 
1.36 

3.92-5.26 

Oct. 29 3 5:00-13:00 0.50-0.84 0.0264- 
0.0298 

1.01- 
1.07 

4.66-5.10 

Oct. 30 2 19:00-20:00 1.03-1.35 0.0390- 
0.0397 

0.86- 
0.87 

3.75-3.76 

Oct. 31 12 4:00-23:00 0.96-2.52 0.0247- 
0.0447 

0.63- 
2.58 

3.83-6.53 

Nov.   1 6 0:00-5:00 0.68-1.14 0.0249- 
0.0346 

1.48- 
2.12 

5.98-6.27 

Sum 51 0.38-2.52 0.0157- 
0.0447 

0.50- 
2.58 

3.66-6.40 

shown(Yu and Liu 1993) that the Bayesian approach(Hashimoto, et. al., 1987) has 
the highest directional resolution and small effect by the wave gage number(greater 
than 4 only), the distance between wave gages and the width of the directional 
spreading. So the Bayesian approach is used. 

The Frequency Spectrum of the Measured Waves 

There are many types of frequency spectrum. The commonly used one is 
JONSWAP spectrum. In the Technical Specification for Port Engineering of China, 
the wind-wave frequency spectrum proposed by Wen et al(1989) is adopted. To the 
equilibrium ranges at high frequency of wave spectra, the slope, p of -5 is adopted 
by the former spectrum and the latter one use p=-(2-0.626Hs/d)( where d is the 
water depth) i.e., |p| <4. Figure.2 show the measured results of the slopes and the 
mean value can be taken as p=-4.125. 

For comparing each other, the frequency spectra are nondimensionalized. 
Comparing the above two spectra with the measured average spectrum shows that 
the shape of the JONSWAP spectrum is wider and that of the Wen's spectrum is 
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narrower. The spectrum shape proposed by Hong and Yong(1980) is consisted of 
two parts and can fit the measured one easily (Fig. 3), i.e. 

s(/)=0.117/r;r(^/p)-
4125exp[-1.171W/J))-

11][l+3.89307/,)-11] S    pVVp- (1) 

10.0 

1.0 

0.1 

0.01 

0.001 

it 

"1^3 ^p=-4.125 

;J--^« 

_.# <v      S3ffi, 

5*8=*' $ 

si3 < 

ssi «*j t5 *: 

£_*' 

0.1 1 f/f„ 10 

Fig.2 The slope of the equilibrium ranges of the frequency spectrum 

3.0 

i*-?1 

2.0 

1.0 

|, 

j\j^_ Mea sured 

If \^-JONSWAP 
\j- J^Hong et al 

iff 

/J i •^fea_ 

0.5 1.0 1.5 2.0  f/f   2.5 
p 

3.0 

Fig.3 Comparation of the measured frequency 
spectrum with the fitted one 

The Directional Spectrum of Sea Waves 

The main aim of the observations is to obtain the directional spectrum of sea 
waves. The directional spectrum is generally expressed as the product of the 
frequency spectrum and the directional spreading function G(f,0), i.e., 
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S(f,d)=S(f)-G(f,d) 

JG(f,e)d6- 1 

737 

(2) 

The measured directional spreading functions of the 51 runs data are obtained by 
the Bayesian approach and compared with 5 existing typical models. 

The present used directional spectrum model 

Equation (2) is used in most models, but the spreading function in each 
model is different. 

1. Simple empirical formula. Assuming the directional spreading is independent 
of wave frequency. 

G(/;e)=G(6)=C(n)cos2n8 (3) 

The coefficient C(n) can be determined by Eq.(2). When n=l, C(n) = l/x,; n=2, 
C(n) = 8/3x. 

2.   Mitsuyasu-type   spreading.   Longuet-Higgins  et  al(1963)   expressed   the 
directional spreading function as 

ft — ft 
G(f,d) =G0(s)cos2*—-5 

G0(s)=-2 i.w rvi) 
n        T(2s+1) 

(4) 

where $0 is the main direction of waves, s is the spreading parameter. According 
to the data measured by a cloverleaf buoy, Mitsuyasu et al(1975) gave the 
relationship between s and frequency and wind velocity as following 

Mp 

smm=U.5(2nfpUlgy• = ll.5(CJU)- ,2.5 
(5) 

where fp is the peak frequency of the spectrum and Goda(1985) proposed that fp can 
be estimated by fp = l/(1.05Tm/3). When f=fp, s=smax, it means that the spreading 
at the peak frequency is the narrowest. In Eq.(5), Cp/U is the wave age and the 
less is Cp/U, the younger is the waves. The mean value of Cp/U is around 1.0 for 
Mitsuyasu's data and it corresponds to fully developed sea waves. 

3. Hasselmann directional spreading. Hasselmann et al(1980) used Eq.(4) for 
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spreading function but gave the following parameters according to the data of 
JONSWAP: 

*^^/ (6) 

(s     =9.77±0.43 max (7) 

When ^>1.0    L =-(2.33±0.06)-(1.4±0.45)(-^-1.17) 

k    =6.97±0.83 (o, 
w«en.nr„ i.u    |  ^=4.06*0.22 

This model is similar to the Mitsuyasu-type spreading, but smax and the power are 
different and only at the high frequency side, the spreading function is dependent 
on the wind velocity. In Eq.(7), U/Cp should be greater than 1.0 because of their 
measured wave data U/Cp=1.0~ 1.8. 

4. Donelan's spreading function. Donelan et al(1985) measured the directional 
spectrum systematically using an array consisted of 14 wave gages at the Lake 
Ontario in Canada. U/Cp of the data is 0.83-4.6. The directional spreading 
function was given as 

G(f,d)=-fisech2PQ (9) 

p =2.6107// 3;   0.56^7/^0.95 

P=2.28(/7/p-°;   0.95<J7/,<1.6 \ (10) 

P=1.24 others flfp \ 

This model does not include the parameter which expresses the wave growing. 
When f/fp=0.95, j8max=2.44 and the spreading is the narrowest. When f/fp<0.56 
and f/fp> 1.6, the spreading is a constant. 

5. Wen's directional spectrum. Wen et al obtained the directional spectrum as 
follows from the frequency spectrum of each wave propagating direction 6 which 
is derived analytically. 

k k p 
F(&,d)=—Pcosne«>lPeexp[-—(<5a?e-l)];    «5A 

F((oL,6)   4 
F(G>,&)= &L ; &>&>, 

(U) 

-        „,     W M(0,6)      . 1  U> -0.406 
where F(6,6)=-* 5 «e~ ~°> 6=o/o»_, 6t=— , w^2-38* 

"-2^"°   " P 
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P=1.69— = 1.69-*- (12) 

P express the peakedness of the frequency spectrum and also the wave growing. 
Other parameters are related to P. 

The selection of the spreading model 

Figure 4 is an example of the measured directional spectrum and directional 
spreading function. It is shown that the main directions of the component waves 
corresponding to different frequency are close to each other. The wave energy are 
distributed in a narrow direction range and most directional spreading functions are 
symmetric approximately. The spreading is the narrowest near the peak 
frequency. These are basically the same as all above models. 

S(ffi) (m2*s) 
11:10, Oct.22, 1992 

0.96 •: 

0.72.: 

0.481 

Hi;3 = 1.42mT,=5.07s 

U/C =1.301 

C0.8 

I 0.6. 

"11:10 Oct.22. 1992        3?T J__L...:t^. 

180 DKECTION(Degree)   36° ° 

T      I''!'-   1  
11:10 Oct.22, 199 . *x 

"M^ 
•* 

ti \s X 

I x \ 
f '\ 

4 % 
# V> P- 

• -.,.., 
...,. llt £ *^ 

DIRECTION(Degree) 

-f/t;=0.7S-*-  0.85     -°- 0.95 1.00 |-»»f/f,= 1.00-B- 1.10       ---1.25       -»- 1.50 

Fig.4 Example of the measured directional spectrum 
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To check the adaptability of 5 models to the measured results, these results 
are divided into 2 groups according to that U/Cpa 1.0 or U/Cp< 1.0. The measured 
results are compared with above 5 models according to the directional spreading 
curves, the directional cumulative spreading curves(refer to Eqs(13)~(15)), the 
maximum of the directional spreading function and the standard deviation of the 
spreading respectively. The results show that the Donelan's model conforms to the 
measured spreading best and the Wen's model takes the second place, but 
Donelan's model can not consider the effect of the wave growing and Wen's model 
is too complex. On the other hand, in Mitsuyasu model, the spreading parameter 
s is dependent on the condition of wave growing and this model has been 
commonly used in the recent years. So the Mitsuyasu model is used to fit the 
measured spreading and the Donelan's model will be modified in this paper. 

Fitting the measured spreading with Mitsuyasu's Model 

Let the cumulative curve of the directional spreading, G(f,0) be 

e 
F(ffl)=$ G(f,®)dQ (13) 

then the deviations of two directional spreading functions Gx and GY, and their 
cumulative curves are as followings respectively 

AG^(/)={ j[Gxm-Gy(fMdQ}112 (14) 

±FJf) = {]lFxm-Fy(f,Q)fdQ}^ (15) 
-K 

When the Mitsuyasu's model X is used to fit the measured spreading, Y, let AGxy(f) 
and AF^Cf) take the minimum, the parameter s for a given frequency can be 
calculated and the values of s are varied with f/fp as shown in Fig.5. In this figure, 
the Mitsuyasu's spreading of U/Cp=0.7, 1.0 and 1.3 are also given. Figure 5 
shows that when f/fp > 1.0, the power -2.5 basically conforms to the average 
measured condition, but when f/fp< 1.0 the power 5 is obviously too large and 2.5 
may be suitable, s takes the maximum value at f/fp= 1.0. So the parameter s can be 
determined by 

^=^ax07/p2'5' M,       I (16) 

Concerning smax, the measured results show that smax is tending to decrease 
with U/Cp .increasing, but their relationship is not apparent. The growing state of 
the stable wind-generated waves can be described by U/Cp, but in fact the wind 
velocity and wind direction are usually changeable and the wave growth much lags 



DIRECTIONAL SPECTRUM IN BOHAI SEA 741 

Fig.5 Relation between s and f/fp 

behind the wind changing. Furthermore, it is very difficult to determine the wind 
velocity corresponding to the design waves for engineering design. So Goda(1985) 
proposed that smax= 10, 25 and 75 for wind-waves, swell with short decay and swell 
with long decay distance respectively, but no observation data yet certify it. In 
another respect, Sverdrup and Munk had obtained the famous relationship between 
wave steepness (H/L) and wave age (C/U). When C/U>0.4, wave steepness 
decreases with wave age increasing. The similar results are obtained by this 
measurement(Fig.6). So the wave steepness is used to express the growing state of 
the waves, it is convenient for engineering application, and smax can be determined 
as follows(Fig.7). 

s 
8- 

0 04 

M 

0.03 

-to    • 

*       * 

* 
•» L 

u.uz 

0.01 

M. * 

0.5 1.0 1.5 2.0 Ci>/U 2.5 3.0 

Fig.6 Relation between the significant 
wave steepness and Cp/U 
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Fig.7 Relation between smax and H1/3/Ls 

o.io 

^=0.13(HV3/Lsy^    (Mean) 

sm^0.26(Hy3ILyM    (Upper) 

(17) 

The spreading functions with s calculated by Eqs(16) and (17) are compared with 
the measured. It is shown that they are close each other. 

Wang(1992) obtained similar results from the wave data in severe seas 
during storms that occurred offshore California. 

sma**>.ll(.HJLr)-
1M (Mean) 

Sm3x=0.20(HJLpy
l• (Upper) 

Hs-4.0jhT0 

(18) 

Fitting with Donelan model 

Similar to the above, let deviations AGxy(f) and AFxy(f) between measured 
spreading, X and that of Donelan's model, Y take the minimum, the variation of 
(8 with f/f'p is shown in Fig.8. Also the relationship between p in Eq.(9) and s in 
Eq.(4) is shown in Fig.9 Figure 8 shows that Donelan model is basically identical 
to the measured. But the value of 0 in Eq.(9) is in the large side. Moreover, for 
considering the effect of wave growing, 0 can be determined by Eq.(17) and Fig.9. 
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Conclusion 

1. The observation and estimation methods of directional spectrum are 
investigated in this paper by combining the numerical simulation and the laboratory 
experiments with the field observations. The results show that a reliable directional 
spreading can be obtained using a 5-gage array to measure the waves and the 
Bayesian approach for the directional spectrum analysis. This method is more 
suitable for measuring waves in laboratory or on a field platform. 

2. The results of the spectral analysis show that the power of the equilibrium 
range of frequency spectra can be selected as p=-4.125. The frequency spectrum 
can be expressed as Eq.(l). 
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3. The wave steepness is used to describe the growing state of wind-waves and 
the relationship between the directional spreading parameter smax and the wave 
steepness is given in this paper. It is convenient for engineering applications. 

4. Using Mitsuyasu model to fit the measured results, the directional spreading 
function in the Bohai Sea is obtained preliminarily as Eqs(4), (16) and (17). The 
variation of /3 in Donelan model with wave steepness is also given in this paper. 

5. The process of sea wave growing is very complex and the measured wave 
data are affected by many factors. In this paper, even if only 51 runs of wave data 
which generated by a single wind in the center part of the Bohai Sea are used, the 
datum points obtained from analysis are rather scattered. For obtaining the 
directional spectrum at coastal and offshore area of China, much more observations 
with gage array or other methods whose directional resolution is high are needed. 
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CHAPTER 55 

IRREGULAR WAVES OVER AN ELLIPTIC SHOAL 

Xiping Yu1 and  Hiroyoshi Togashi2 

ABSTRACT 

A numerical model for the transformation of narrow-banded irregular waves 

over gradually varying bottom topography is presented. The model is based on 

the mild slope wave equation for component waves. Perturbation of the mild 

slope wave equation with respect to the deviation of the angular frequency of 

any component wave from that of a principal wave, which is a small quantity for 

waves of narrow-banded spectra, is carried out. The mild slope wave equation, 

which depends on the frequency of the component wave, can thus be replaced by 

the perturbation equations in terms of the principal wave parameters. The finite 

element method is considered for numerical solutions of the perturbation equa- 

tions. Since the matrix of the linear algebraic finite element equations depends 

on neither the component wa.ve properties nor the order of the perturbation, 

numerical solution of an irregular wave field can be efficiently obtained. The 

model is applied to the computation of the wave motion over an elliptic shoal. 

The computed wave height distribution shows satisfactory agreement with the 

available experimental data. 

INTRODUCTION 

The mild slope wave equation (Berkhoff, 1972) has been established as an 

effective model for describing the combined refraction and diffraction of small 

amplitude waves in nearshore zone.   In spite of its widely recognized validity, 

1Assoc. Prof, Dept. Civ. Eng., Nagasaki Univ., Bunkyo-Machi 1-14, Nagasaki City, Na- 
gasaki 852, Japan 

2Prof., ditto 

746 



IRREGULAR WAVES OVER ELLIPTIC SHOAL 747 

application of this model in practice has, however, not always been easy. One 

of the reasons is the considerable computational efforts necessitated to solve the 

elliptic partial differential equation if the domain of interest has a dimension 

of over several wavelengths. The situation becomes even more critical if the 

wave irregularity is assumed to be of primary importance and, therefore, a large 

number of component waves must be dealt with independently. The research 

efforts on developing effective numerical methods so that the mild slope wave 

equation can be applied to the problems with large domain have led to many 

distinguishable achievements in the past decade. On improving the approach to 

the wave irregularity, however, less progress has been made. 

Real sea. waves are always irregular. However, most engineering analyses of 

the nearshore wave motion had long been based on representation of the real sea 

by monochromatic waves, usually the significant waves. The inaccuracy of such 

representation ha.s been pointed out by many researchers who compared the 

results by the representative wave method with those by other more accurate 

methods (see, e.g., Goda, 1985). Since the wave transformation processes are 

always frequency dependent, it can not be expected that the significant wave 

parameters of ahxirregular wave field are even close to the wave parameters 

following the transformation of the significant wave. This is particularly true in 

a region where waves undergo significant refraction and diffraction. 

The most direct approach to the wave irregularity may be the superposition 

method. This classical method is based on decomposing irregular waves into 

monochromatic components with different frequencies. By applying a regular 

wave theory to each of these component waves and reassembling the solutions, the 

irregular wave field can be computed. As long as the wave is of small amplitude, 

or, is linear, the superposition method is authoritative. However, a large number 

of component waves must be considered to ensure the accuracy of results. Since 

the component waves are numerically independent, considerable computational 

efforts are necessary. 

A rather different approach to the superposition is the energy method origi- 

nally proposed by Karlsson (1969). This method is based on a governing equation 

in terms of the energy spectrum, which is generally expressed by the product of a 

wave height related parameter with a distribution function describing the spread 

of the wave energy with respect to the frequency and the directional angle. Once 

the distribution function is assumed to be invariant or to be in a known form 

in the domain of interest, the wave height can be accordingly solved from the 

governing energy equation. This method is direct but can not be widely applied 

because the spectrum is in fact part of the solution of an irregular wave field 
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and it is not always appropriate to assume its invariance or foreseeability. In 

particular, if there is a permeable breakwater in the domain of interest, because 

of the frequency selectivity of the breakwater to reflection and transmission, the 

wave spectrum, at least, in the vicinity of the breakwater may undergo signifi- 

cant transformation. Any presumption on its form under this circumstance may 

lead to mistakes. 

The present study is to provide a rather different approach to the irregular 

wave motion in nearshore zone. The method is essentially superposition but the 

computational effort involved is equivalent to that required by the representative 

wave method. In the following sections, we first describe the governing equation 

for the component wave and perturb the equation with respect to the deviation 

of the angular frequency of the component wave to that of the principal wave. 

Then, we illustrate the finite element method for solutions of the perturbation 

equations. Finally, we apply our numerical model to the wave motion over an 

elliptic shoal and compare the computational results with experimental data. 

THEORY 

The Basic Equation 

For the component wave, with a small amplitude and an arbitrary angular 

frequency, over a gradually varying bottom topography, we employ the mild slope 

wave equation to describe its motion. Denote the water surface elevation caused 

by the wave motion by f/ = r/(x, j/)e~!<Tt, where a is the angular frequency and 

rj(x,y) is called the complex amplitude of the component wave (the modulus of r\ 

denotes the usual wave amplitude and the argument of q represents the relative 

phase of the water surface elevation). The governing equation for -q can then be 

written as (Berkhoff, 1972) 

V • {CCsVr,) + k2CCgr) = 0 (1) 

where V is the horizontal gradient operator, k the wavenumber, C the wave 

celerity and Cg the group velocity. Eq. (1) is for waves without any dissipation. 

If the dissipation effect is not negligible, we may have to introduce a factor 

H = 1 + i£ in the equation so that 

V • (CCsVrj) + n2k2CCgri = 0 (2) 

Eq. (2) is slightly different from a previous equation proposed by Dalrymple et 

al. (1984). It is expected that the parameter £, that is, the imaginary part of the 

factor /x, can be more closely related to the conventional energy decaying factor 
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$o (see, e.g., Horikawa, 1989) so that the dissipation effect can be readily evalu- 

ated. The relation between £ and $£> is clear if we consider a progressive wave in 

the positive x direction over a constant water depth. Under this circumstance, 

the energy decaying factor $o is 

1   d(ECs)__     IdE 
D        ECS    dx Edx K ' 

since Cg, which depends on the wave frequency and the water depth, is constant. 

E in (3) is the average wave energy, which can be expressed by 

E = \PgH* (4) 

for small amplitude waves, where H is the wave height, p the fluid density and 

g the gravitational acceleration. Inserting (4) into (3) gives 

*D = ~Hlx- (5) 

On the other hand, for a unidirectional wave, Eq. (2) reduces to 

g + ^, = 0 (6) 
Eq. (6) has two independent solutions, representing the progressive decaying 

waves in the positive and negative x directions, respectively. The wave in the 

positive x direction can be expressed by 

ri = T)\xoe-Wx-xo)eik{a:-x°) (7) 

where x0 denotes a reference point. Eq. (7) gives the variation of the wave height 

H as follows: 

# = #Ue-w*-*'> (8) 

Inserting (8) into (5), we readily obtain 

i = ^o (9) 

Perturbation of the Basic Equation 

We introduce a principal angular frequency and denote it by a. a may, but 

not necessarily, be defined as the peak angular frequency of the incident wave 

spectrum. With the principal angular frequency, the angular frequency a of any 

component wave can be expressed as 
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«T = ff(l + C) (10) 

where e = (<j — <x)/a. As long as we consider only narrow-banded waves, e is a 

small quantity and all the frequency dependent variables may then be expanded 

into power series of e at their principal values. In particular, for the surface 

elevation r), the wavenumber k and the product of the wave celerity C with the 

group velocity Ce, we have the following perturbation expressions: 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

V = ,(0) + ^(1) + e2 ,(*) + ... 

k = k(l + ea(1) + e2 
••<*& + •••) 

GC% = CCg(l + e(3( :i) + £^(2) + •••) 

where 

a(D a dk       1 

k da      n 

aW la2lPk 
l)m — n2 

/?« 
a   dCC% 

CCg   da 
l)m — n] 

/5<2> 
1 a2   d2CCs 

2 CCg   da2 

= -^j[(2n - l)m2 + 3n(n - l)(2n - l)m - n2(5n - 4)] (17) 

and 

1 A 2fcA    \ ,10, 

^2(1 + smhSJ (18) 

m = n+-    1 :—y- (19) 
2\       tanh2M/ v    ; 

The bars are used to denote principal values. It is obvious that a'1', a'2', f3"> 

and P^ axe all single functions of kh and, consequently, the principal wave 

effect parameter a2h/g if the following dispersion relation for the principal wave 

is taken into consideration: 
-2  7 

— = kh tanh kh (20) 
9 
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G2hfg 

Fig. 1: Variation of o/1' and a^ versus a2h/g 

In Figs, 1 and 2 we show these functional relations for 0 < ff2h/g < 5. It can 

be noted that when the principal wave tends to be a long wave, that is, <r2h/g 

tends to zero, a'1) tends to 1 while a^2\ /?(*) and /?(2> all tend to zero. On the 

other hand, when the principal wave becomes a deep water wave, or, when ff2h/g 

tends to infinity, a(1) tends to 2, a(2) tends to 1, fiM tends to -2 and /?(2) tends 
to 3. 

Substituting (11), (12) and (13) into the mild slope wave equation (2) and 

collecting all the terms for each order of e, we obtain 

V • {CC%Vr,^) + ^FCC^ = 0 (21) 

V • [CC8VV
{1) + /?(1>CCsV»/(0)] + v?kiCCt [v^ + p%^ + 2^^] = 0 

(22) 

V • [CCeVri^ + /J«CCSV»7(1) + P(2)CCsVr,W) + ^CC% [r,<2> + ^r,• 

+2«(iyi>+/?<2y°> + 2/?(iviyo) + a(1) V0) + 2a(2y°>] = o (23) 

where \i is treated as frequency independent.   By considering (21) in (22) and, 

(21) and (22) in (23), Eqs. (22) and (23) may be simplified to give 

V • (CCSVVM) + fVCCtfW + CCsVpW • Vr/0) + 2/,,2P(7(V1V0) = o 

(24) 
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G2h/g 

Fig. 2: Variation of /?W and /3*2' versus ff2h/g 

(CCsVr,W) + n2¥CCsri^ + CCe [V/?« • Vi/W - /S^V/jW . vvW 

+V/?<2> • V^0'] + 2ii2PCC$ \2a%W + amam.q{*) + 2a(2V0)l = 0 

V 

(25) 

Eqs. (21), (24) and (25) may be used to solve r)(°\ rj^\ T^
2
' and, therefore, r\ 

approximately. It is obvious that the zeroth order equation (21) describes the 

motion of the principal wave. This implies that the representative wave method 

is the leading order approximation of the present approach. Eqs. (24) and (25) 

govern the higher order modifications. The higher order equations all include a 

source term which depends on the lower order solutions. We also note that the 

equations for all orders can be expressed in a unified form as follows: 

V • (CCgVijM) + ftfCCtf• + q^ = 0        (ro = 0,1,2, • • •) (26) 

where 

o<°> = 0 

j« = CC*gV/?(1) • VIJW + 2/i2P«7ga
(1V0) 

?<2) = CCe [V^1' • V17M - pVVpM • VV
{0) + V/?(2) • VT? 

+2p2k2CCs [2a«V
(1) + a(1)a(1V°> + 2a^^} 

(27) 

(28) 

(29) 

Boundary Conditions 
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We consider two kinds of boundaries. The first kind is where the free surface 

oscillation is given by 

j] = aet0 (30) 

where a is the amplitude and 0 the phase. For each order, we require 

n^ = aeie (31) 

n(m) = 0        (m > 1) (32) 

The second kind of boundary condition is assumed to be expressed in the 

following form: 

dn 
~ - iXkrj + iisk = 0 (33) 
On 

where A and v are constants related to the physical situation (Yu et al., 1992). 

In particular, an impermeable boundary is represented by A = 0 and v — 0. 

Substituting (11) and (12) into (33) and collecting all the terms for each order 

of e, we obtain 

dv     - iXkr^ + iuk = 0 (34) 
dn 

dr)M 

dn 

GV2) 

dn 

iXkr,^ - tXa^kn^ + iva{1)k = 0 (35) 

iXkn^ - tXk(amn^ + a<2V°») + iva^l = 0 (36) 

The above equations have the following unified form: 

GV" 

dn 

where 

•iAVm)+P(m) = 0        (m = 0,l,2,---) (37) 

p(0) = iuk (38) 

p(1) = -iXa^kn^ + iva^l (39) 

PW = -JAib(aWj/W + a^^) + iva^k = 0 (40) 

(41) 
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FINITE ELEMENT METHOD 

It is known that the solution of the elliptic equation (26) when subjected to 

the boundary condition (37) stagnates the following functional in terms of ?/(m': 

1    ^ ^   __     f• •!       „     {m \ 1       9 V 9 
n =  /   -CCgVrj^ • Vj?(m) - -/iWCCgrj^ri^l - qim^r/^ 

Jn L2 2 

+ /    --tXlCC^r]^ +p(m)^  dT 

dtt 

(42) 

where ft is the domain of interest and T2 the part of the boundary of ft where 

(37) must be satisfied. For a finite element solution of rj^ which stagnates II 

in some approximate sense, we discretize the domain ft into elements and let all 

the elements be related to each other through the nodes located on the common 

boundaries of the elements. Denote 

1 ^ ^ „  r.m \   __  r.v, ^      r 

r    1       i 
dT 

IT = / \-ccsVn{m) • v»?(m) - l-/j,2k2ccsr]
im)^m) - 9(mVm) 

Jac L2 2 
dfl 

-UxlCC^rj^ + pWrjW (43) 

where fte is an element and Te its boundary, A = 0 and v = 0 if Te $ T2- Eq. (42) 

can then be written as 

n = £ir (44) 

We introduce the primed indices l',2',---,N' in the anti-clockwise fashion in 

each element for locally numbering the nodes related to the element and assume 

the global nodal numbers of 1', 2', • • •, TV' to be n\,, n2 respectively. As 

interpolation functions Le
v(x,y) (?' = l',2', • • •, TV') are defined in each element, 

any function F{x,y) in fte can be approximated in terms of its nodal values i*V, 

F2>, •••, FN> as 

F(x,y)=LlFi. (45) 

where the summation convention is implicit.    Therefore, IT can be partially 

evaluated so as to give 

ne _   1 Ke       (m)   (m) Am)e   (m) (46) 

where Kf, , is a TV' x TV' matrix depending on the interpolation functions as well 

as the local features of the principal wave. With the following matrix 

rpe 1    when   n,-< = i 

0   when   nti ^ i 
(i' = 1', 2', • • •, TV' and i = 1,2,- - - TV) (47) 



IRREGULAR WAVES OVER ELLIPTIC SHOAL 755 

where A^ is the total number of nodes, we have 

4m> = T,V^m) (48) 

Eq. (46) can then be expressed by 

ne = \ {Kt^T?,,) vt\^ + (4•^) 1• (49) 
Therefore, 

n = \ (E Kh,T^ „<»>„<»> + (E /f ^) ^ (50) 

_ 1 
_ 2 

where 

KartW + ^M'^ (51) 

Ka^YtKh'Tmi        and        i^m)-E4"l)e^ (52) 
e e 

From the necessary condition for II to be stagnated: 

-?7 = 0 (53) 
Sri) 

we obtain the following linear algebraic equations: 

K,Am) + Fjm) = 0 (54) 

since the matrix A',j is symmetric. When modified so that the forced boundary 

condition is satisfied, Eq. (54) gives the nodal values of rj(m\ It may be noted 

that the matrix Kij is independent of the order of perturbation. This implies 

that, if the LU decomposition method is utilized to solve the finite element 

equations, we need to carry out the decomposition only once for solving all the 

perturbation equations. The computational efforts involved in our numerical 

model are, therefore, equivalent to those required by the representative wave 

method. 

WAVE MOTION OVER AN ELLIPTIC SHOAL 

We apply our numerical model to the study of the unidirectional and narrow- 

banded irregular wave transformation over an elliptic shoal, a problem which has 

been investigated by Vincent and Briggs (1989) and by Panchang et al. (1990) 

with different methods. The topography and the incident wave conditions in 

our study are made identical to the U4 case of Vincent and Briggs (1989) and 

Panchang et al. (1990) so that our numerical results may be verified. The 

computational domain is sketched in Fig. 3, where the shoal is centered at 

x — 0 and y = 0 and the perimeter of the shoal is described by 
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10 i 10 

dissipation zone 

tX 

^^. 
y 
<  ^Hshoal^H 6.10 

i <_ 
7.92 

12 

Fig. 3: The computational domain (all numbers are measured in meters) 

3.05/       V3.967 

The water depth is 

h(x,y) = 0.9144 - 0.7620 |l - (j^J JL- 
4.95 

(m) 

over the shoal and is 0.4572m in the rest of the domain. 

The incident wave is assumed to have the following ^-spectrum: 

S(<r) = <7exp< —1.25 ( — I   +ln7exp 
(a- 

2Xa2 

(55) 

(56) 

(57) 

where S is so defined that the energy associated with the component waves of 

the angular frequency between a and a + A<x is E = pgS(a)A(r; the depth-effect 

parameter <j> is evaluated through 

0.5;/2 for   v < I 

1 - 0.5(2 - vf   for   1 < v < 2 (58) 

1 for   v > 2 

where v = cr(h/gy^2; the shape factor % ls 

0.07   for   a < a 

0.09   for   a > a 
(59) 
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S(cm2/rad) 

Fig. 4: The incident wave spectrum 

7 is the peak enhancement factor and ijj the Phillips constant. For the present 

case where 7 = 20, ip = 0.00047 and the peak angular frequency a = 4.833, the 

spectrum is demonstrated in Fig. 4. As it can be noted, most of the incident, 

wave energy is banded between a = 4 and 6. It is then reasonable to represent 

the spectral incident wa.ve by the superposition of the component waves with the 

following discrete angular frequencies: 

crn = 4.0 + reAcr        (n = 0,1, •••,50) 

where ACT = 0.04. Following Longuet-Higgins (1957) we have 

= £«,e<S iant 

(60) 

(61) 

where an = ^/2S(crn)Aa is the amplitude of the nth component wave and 8n 

are random values with a uniform distribution between 0 and 2ir. The forced 

boundary condition for the nth component wave in our problem can then be 

specified as 

V (62) 

The lateral and downwave boundaries in our problem should be totally trans- 

missive, that is, the boundary conditions should be specified so that the outgoing 

waves are totally absorbed by the boundaries. This requirement can be approx- 

imately met through the following numerical installation. We place a two-meter 
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=s 

X(m) 

Fig. 5: Computed wave height distribution 

dissipative layer with ft = 1 + 0.5i along the transmissive boundaries. The func- 

tion of the dissipative layer is as same as the wave absorber in a physical model. 

The artificial boundaries at y = ±12m are assumed to be impermeable and, 

therefore, the boundary conditions there are expressed by (33) with A = 0 and 

v = 0. The boundary at x = 14m is required to be non-reflective to the principal 

wave. The boundary condition can then be expressed by (33) with A = 1 and 

v = Q. 

In the computation, the domain is discretized into triangular elements with 

a dimension equivalent to one-fifteenth of the principal wavelength over the flat 

bottom. Linear interpolation functions are employed. Fig. 5 shows the resulted 

distribution of the significant wave height (normalized by the significant incident 

wave height H0). In Fig. 6 we compare the computed wave height, at x = 

2.28m, with the experimental data obtained by Vincent and Briggs (1989) and 

by Panchang et al.    (1990).    The agreement between the numerical solution 
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///tfn 

v(m) 

Fig. 6: Comparison of the computed wave height with experimental data 

'//M, 

Fig. 7: Water surface elevation over the top of the shoal 

and laboratory measurement is shown fairly satisfactory. In Fig. 7 we plot the 

assembled irregular wave profile (normalized by the mean incident wave height 

H0) over the top of the shoal. 

CONCLUSIONS 

We presented a numerical model for the analysis of narrow-banded irregular 

wave transformation over gradually varying bottom topography. The model 

is based on the mild slope wave equation for component waves. By regular 

perturbation, the mild slope wave equation, which depends on the frequency of 

the component wave, leads to the perturbation equations in terms of the principal 

wave parameters.  The finite element method has been suggested for numerical 
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solutions of the perturbation equations. Since the matrix of the linear algebraic 

finite element equations depends on neither the component wave properties nor 

the order of the perturbation, the computational efforts involved in the present 

model is equivalent to those required by the representative wave method. The 

model has been applied to the computation of the wave motion over an elliptic 

shoal. Satisfactory agreement between the numerical solution and experimental 

data has been obtained. 
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CHAPTER 56 

PERFORMANCE OF A SPECTRAL WIND-WAVE MODEL 
IN SHALLOW WATER 

Gerbrant Ph. van Vledder l, John G. de Ronde 2 and Marcel J.F. Stive 13 

Abstract 

A full spectral third-generation wave prediction model has been extended with 
formulations for surf breaking and nonlinear triad interactions and a first assessment 
of its performance against shallow water wave data has been examined. The formu- 
lation for wave energy loss by surf-breaking in shallow water is based on the 
expression of Battjes and Janssen (1978), which has heuristically been modified to 
predict the energy loss per spectral component. The source term for nonlinear triad 
interactions was taken from Abreu et al. (1992). Results of the extended model have 
been compared against laboratory and field data. The results of the model compu- 
tations indicate that surf breaking and triad interactions are important processes in 
the coastal zone. Surf breaking is mainly responsible for the decay of wave energy, 
whereas triad interactions are mainly responsible for changes in the mean wave 
period. The applicability of the Abreu formulation is limited and needs further 
attention. 

Introduction 

The modelling of wind waves in shallow water is important for many coastal 
engineering applications in the nearshore zone. Especially the prediction of both the 
significant wave height and the mean wave period is still difficult with the presently 
available wave process formulations. A major problem is that most of the 
interactions between waves, bottom and currents are nonlinear and poorly 
understood. This is particularly true for directionally spread random waves in areas 
with a varying bottom topography. 
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2 National Institute for Coastal and Marine Management, PO Box 20907, 2500 EX, The Hague, 

The Netherlands. 
3 Netherlands Centre for Coastal Research, Delft University of Technology, Faculty of Civil 

Engineering, PO Box 5048, 2600 GA, Delft, The Netherlands. 
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A number of model classes exists to compute wave conditions in the coastal zone (cf. 
Hamm et al., 1993). Commonly used models are the spectral and probabilistic 
models because they are relatively efficient to use, partly because they neglect 
diffraction effects. Such a model is also the topic of this paper. More advanced 
models solve Boussinesq type equations in the time domain. An advantage of such 
models is that they are able to model processes in a more attractive, more physical 
way, and also the interactions between the different processes. A disadvantage, 
however, is that they are rather time-consuming in comparison with spectral models. 

Depending on the dimensionless water depth kd, different physical effects are 
important. In deep water {kd > 1) the waves are mainly influenced by three physical 
processes: wave growth by wind, dissipation of energy by white-capping and non- 
linear quadruplet wave-wave interactions. In water of intermediate depth {kd * 1) 
additional effects become important such as bottom friction and depth- and current 
refraction. In shallow water {kd<l) also the effects of surf breaking, triad 
interactions and the effect of waves on currents become noticeable. 

The concept of modelling the wave field in terms of the wave spectrum was 
introduced by Gelci et al. (1957). Since then, many spectral wave models have been 
developed which are usually classified in terms of their generation, which has mainly 
do to with the treatment of the nonlinear quadruplet wave-wave interactions and the 
degrees of freedom of the spectral representation of the wave field. 

The first generation of spectral wave models described the evolution of the wave 
field in terms of parameterized spectra using simple rules, with that implicitly 
incorporating the effects of nonlinear wave-wave interactions. Spectral models of the 
second generation incorporated some effects of nonlinear interactions, but they still 
put limitations to the spectral shape. Only by the development of the discrete 
interaction approximation for nonlinear quadruplet interactions (Hasselmann et al., 
1985) it became possible to develop models of the third generation. Such models 
explicitly compute all physical effects and they do not impose limitations to the 
spectral shape. The first full spectral wave model has been developed by the WAM 
group (WAMDI, 1988). The concept of the WAM model has been extended by 
Tolman (1991) to account for the effect of instationary current and water level fields. 
The WAM model can be applied in areas with deep or intermediate water depths, 
but not in shallow water because it lacks descriptions for typical shallow water 
processes such as surf breaking and nonlinear triad interactions. 

A second generation model for shallow water was described by Holthuijsen et al. 
(1989). This model, which is parametric in frequency and discrete in direction, 
includes a formulation for surf breaking but not one for triad interactions. The 
formulation for wave breaking has been verified against laboratory experiments by 
Dingemans et al. (1986). Since this model uses one characteristic frequency per 
direction sector it is not always able to predict the change of the mean wave period 
in areas with a varying bottom topography. The only way to properly predict the 



SPECTRAL WIND-WAVE MODEL 763 

change of the mean wave period with spectral models is by using a full spectral 
third-generation wave model which includes all physical processes affecting the 
waves in shallow water. 

The above physical processes have various effects on the mean wave period in 
shallow water. The main effect of bottom friction is that it reduces wave energy in 
the lower frequencies and they will decrease the mean wave period, whereas 
quadruplet wave-wave interactions increase the mean wave period (cf. Young and 
van Vledder, 1993). Little is known about the spectral modelling of source terms for 
energy dissipation in shallow water due to breaking waves. The well-known Battjes- 
Janssen (1978) model predicts the rate of change of the total amount of wave energy, 
but no information is given about its spectral distribution. Recent experiments by 
Beji and Battjes (1993), however, indicate that the wave breaking process does not 
change the shape of the spectrum. Instead, nonlinear triad wave-wave interactions 
change the spectral shape by the generation of both lower and higher harmonic 
components. Recently a model was presented by Abreu et al. (1992) which models 
these triad wave-wave interactions in the spectral domain. Although this model is 
based on inconsistent assumptions, it is nonetheless considered as a first step in the 
development of a spectral source term for triad wave-wave interactions. 

The purpose of this paper is to further extend the concept of spectral wave modelling 
in shallow water by introducing the newly available modelling techniques for energy 
dissipation by breaking waves and nonlinear triad wave-wave interactions, and to 
give a first assessment of these processes against laboratory and field measurements. 
In addition, the relative importance of various physical processes in shallow water 
is assessed. 

The present study has been carried out within the framework of the HYDRA project, 
which is aimed at the determination of hydraulic boundary conditions along the 
Dutch coast. For the present study DELFT HYDRAULICS'S third-generation wave 
prediction model PHIDIAS has been used. 

2       The PHIDIAS wave model 

The third-generation wave model PHIDIAS has been developed by DELFT HYDRAULICS 
for application on oceanic, shelf-sea and coastal zone scales, and for application in 
deep, intermediate depth and shallow water. In addition, it has successfully been 
implemented in a real-time data assimilation system. The PHIDIAS model can be 
applied in areas with a spatially-varying bottom topography and time-dependent 
current fields. 

The PHIDIAS model is based on a spectral description of the sea surface in terms of 
wave action density, which is a convenient description of the wave field in the 
presence of currents. Wave action density is considered in the PHIDIAS model as a 
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function of the location x and y, wave number k and direction 6. The PHIDIAS 

model solves the time-dependent action balance equation (cf. Hasselmann et al., 
1973): 

at      dx dy dk 36 (1) 

in which N = N(x,y,k,d;i) is the action density defined as the energy density 
divided by the relative frequency a. The dot-terms in Eq. (1) are the spectral 
velocities which follow from linear wave theory (cf. Mei, 1983): 

c    +U (2) 

V = c    + U 

da dd    .- 
 +k- 
dd ds 

dU 
ds 

e = -- da dd    r dU 
— +k-  

dd dn dn 

(3) 

(4) 

(5) 

c    and c    the x- and y-components of the group where d is the local water depth 
velocity, Ux and U the velocity components of the ambient flow field, and s* and«" 
the components of unit vectors in the direction of and the direction perpendicular to 
the direction 6 of a wave component. 

The source term S on the right-hand side of equation (1) contains expressions of all 
physical processes that affect the action density of a spectral wave component. For 
deep water applications the source term S contains state-of-the art expressions for 
wave growth by the action of the wind (Snyder et al., 1981), dissipation by white- 
capping (Komen et al., 1984) and nonlinear quadruplet interactions computed with 
the discrete interaction approximation of Hasselmann et al. (1985). In intermediate 
water depth applications, the above deep water source terms are scaled as described 
in WAMDI (1988) and supplemented with state-of-the art formulations for bottom 
friction (Hasselmann et al, 1973; Madsen et al., 1988). For shallow water, the 
PHIDIAS model also uses source terms for surf breaking and triad wave-wave 
interactions. The expressions for surf breaking and triad interactions in a full spectral 
wave model are recently developed and need some explanation. 

A method incorporating the dissipation of wave energy by breaking waves was given 
by Young (1988). In this method a limit is imposed on the total wave energy and the 
excess of wave energy is removed from the lowest energy containing waves. This 
is a rather coarse method because it only removes energy from the lowest 
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frequencies and because it is not formulated in terms of a source term, i.e. a 
dissipation rate. 

A successful model for computing the energy dissipation in random waves by wave 
breaking in shallow water was given by Battjes and Janssen (1978). This dissipation 
model is formulated in terms of the rate of change of the total wave energy Em: 

^--•J«>W*« (6) 
where a is a factor of about 1, fp the peak frequency, Qb a measure for the fraction 
of breaking waves and H^^ a maximum wave height. The parameter Qb is 
computed from : 

i-e>    [H^Y (7) 
MQb)     \H, max 

Hm„ = — tanh max i_ 
Kp 

-kph (9) 

in which Hrms is the root mean square wave height, which can be computed from 
the total wave variance o2 according to: 

«„» = &<> (8) 

In the Battjes-Janssen model the maximum wave height is computed according to a 
combined steepness and depth-limited breaking criterion (Battjes and Stive, 1985): 

(ll 

in which yx and y2 are coefficients and where k is the peak wave number. In this 
expression the coefficient Yi controls the breaking on wave steepness and y2 the 
depth-limited wave breaking. For application in a full spectral wave model three 
adaptions are needed of the original Battjes-Janssen model. Firstly, an assumption 
has to be made about the spectral distribution of wave energy by breaking waves and 
secondly, the criterion for computing H^^ should be adapted to avoid the double 
counting of breaking on wave steepness in the presence of a white-capping dissipa- 
tion source term, and thirdly to replace the peak frequency fp with a more stable 
measure of a representative frequency, for instance by the mean frequency fm01. 

The most simple method of distributing the energy dissipation by breaking waves 
over the spectrum is to assume that this dissipation rate is in proportion to the energy 
density of each spectral component: 

Kk- -^UQBHL^1—1 do) 
Etot 

This method seems to be supported by laboratory experiments of Beji and Battjes 
(1993). The criterion for computing the maximum wave height is simplified to: 
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H„ y2h (11) 

An advantage of expression (11) is that it becomes negligible for deep water. The 
above formulation has also been included in a recently developed spectral wave 
model for the coastal zone, developed by Delft University of Technology 
(Holthuijsen et al., 1993). 

The triad interactions are computed by the method proposed by Abreu et al. (1992) 
on the basis of their equation (34). Their model contains the parameter kd^^ which 
limits the range in which interactions between triads can take place. Based on 
theoretical arguments they set this limit at kd^ = n /10, but on the basis of a com- 
parison against field measurements they suggest that this limit should be close to 1. 
Triad interactions conserve energy and they do not directly affect the significant 
wave height. 

Performance studies 

A number of studies has been performed to compare the extended PHIDIAS wave 
model in shallow water conditions against two sets of laboratory and one set of field 
data. The laboratory data were collected in wave flumes, using mechanically- 
generated uni-directional random waves. Field data were obtained from the Egmond 
site along the coast of the Netherlands for the case of a double bar system. The 
primary objective of these studies was to investigate the performance of the wave 
model with respect to the prediction of both the significant wave height and mean 
wave period. For the field experiment also the relative importance of the modelled 
physical processes was examined. 

The first set of laboratory data were collected by Battjes and Janssen (1978). For the 
present study results of their experiment numbers 13 and 15 were used, corre- 
sponding to wave propagation over an underwater bar. The incident wave conditions 
and parameter settings are summarized in Table 1. In the Battjes-Janssen experiments 
no attention was paid to changes in wave periods, and related results will not be 
shown here. 

Experiment 
number 

"rmsO 

(m) 
bar-depth 

(m) 
Yi Y2 fP (Hz) 

13 0.113 0.267 0.88 0.75 0.497 

15 0.154 0.120 0.88 0.75 0.530 

The results obtained with the PHIDIAS model are shown in Fig. 1. The computed data 
for the significant wave height show good agreement with the measured data. 



1.6 

% 
i 1.0 

E 

I   -5 
E 

.0 

/ 
s -5T- X* X 

>!X —* 

/ 

SPECTRAL WIND-WAVE MODEL 

1.5 

1 i 1.0 

767 

0 40 80        120       160       200 
X/H rmsO 

i   -5  XX 

40 80 
X/H rmsO 

120 

Figure 1: Observed (crosses) and computed (solid line) variation of the root 
mean square wave height Hrms and water depth d, normalized with 
the deep water rms wave height HTm0, for the cases 13 (left panel) 
and 15 (right panel) of Battjes and Janssen (1978). 

The second set of laboratory wave data were collected in the Schelde flume of DELFT 
HYDRAULICS in the framework of the MAST program of the European Community. 
One of these experiments consisted of random wave propagation over an underwater 
bar. Detailed spectral measurements were performed at 26 locations along the wave 
flume. 
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Figure 2: Observed 
(diamonds) and computed 
(solid line) variation of 
significant wave height 
(Hs) and mean wave 
period (Tm01) in Schelde 
flume experiment. The 
tick marks in panel c) 
refer to the locations for 
which frequency spectra 
are shown in Fig. 3. 
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The input wave conditions comprised a JONSWAP spectrum with a peak period 
Tp = 1.77 s, a significant wave height Hs=0.22 m and a peak enhancement factor 
Y =3.3. After a number of trial runs with different parameter settings for surf 
breaking and the triad interactions, good agreement was found for the settings 
^um = °-75 and y2 = 0.75. The cross-section of this flume and the results for the 
change in significant wave height and the mean wave period (7"m0i) are shown in 
Fig. 2. The observed and computed frequency spectra for six locations are shown 
in Fig. 3. 
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Figure 3:        Observed (solid line) and computed (dashed line) frequency spectra 
in Schelde flume experiment at 6 locations. 

The results of the computations show good agreement, not only for the significant 
wave height but also for the change in the mean wave period. As can be seen in Fig. 
3, the change in the mean wave period is due to the generation of a second spectral 
peak in the vicinity of twice the peak frequency. The generation of this second peak 
is basically due to the effect of triad interactions. This was demonstrated by 
performing a computation in which the effect of triad interactions was omitted. 
Results of other computations (not shown here) with different parameters setting for 
the triad interactions indicate that the generation of the second spectral peak is 
controlled by the choice of the upper limit kd^. In the case of a high value, the 
second spectral peak showed excessive growth, such that this peak became larger 
than the first spectral peak. 

Field data were collected for a site along the coast of the Netherlands near the town 
of Egmond. The bottom profile consists of almost parallel bottom contours with a 
double bar system. Wave data were collected at four locations along a ray protruding 
into the sea. The bottom profile of this ray and the locations of wave measurement 
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instruments are shown in Fig. 4. The outer measurement system consisted of a 
WAVEC, a directional wave buoy. Closer to the coast three wave poles were used 
which collected time series of the surface elevation. Directional information was not 
obtained with the wave poles. Unfortunately, no reliable wave data were obtained 
with wave pole 2. 

o 
LU 

I m CM 
o O 
o O 
0. CL 

o a. 

.c 
S. 

-5 
-10 
-15 

;        i        i     _JiVrrrnffT~ 

TTTimnmnMI    tf I  111 
250 500 750 1000 1250 

Figure 4: Bottom profile and location of measuring instruments along the 
Egmond ray. 

The wave characteristics observed with the WAVEC buoy were transformed into two- 
dimensional wave spectra that were used as the boundary conditions for wave 
computations with the PHIDIAS model. Per frequency a directional distribution was 
reconstructed on the basis of the mean wave direction and directional spreading 
according to the cos2s(0/2)-model. Wind and water level information was obtained 
from nearby coastal stations. 

For a number of situations wave model computations have been performed with the 
PHIDIAS model with the objectives of predicting the changes in the spectral shape and 
of studying the relative importance of the various physical processes in the coastal 
zone. 

Results are presented of one computation for the situation on October 16, 1992, 
3 hours, the wind speed was 5 m/s, blowing to the shore. The variation of the 
significant wave height, mean wave period, incident wave direction and directional 
spreading are shown in Fig. 5. This figure clearly shows the effect of the underwater 
bars on the above-mentioned wave parameters. As expected, energy dissipation takes 
place on the bars and in the area closer to the coast. The spatial variation of the 
incident wave direction and directional spreading resemble the bottom profile. The 
waves turn towards the coast and the directional spreading becomes smaller as the 
water becomes shallower, two effects which are both in agreement with the 
theoretical expectation. 
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Figure 5: Observed (crosses) and computed (lines) variation of significant wave 
height (Hs), mean wave period (Tm0l), mean wave direction (80) and 
directional spreading (a) along the Egmond ray on October 16,1992, 
3 hours. 

A comparison between the computational results with the measurements shows good 
agreement for the significant wave height, but not for the mean wave period. As can 
be seen in Fig. 6, the change of the mean wave period is due to the growth of a 
strong second spectral peak which reduces the mean wave period. Different 
parameter settings for the triad interactions were tried to obtain better agreement 
with the observations. However, this was not possible. The origin of the observed 
second spectral peak at wave pole 3 could not be predicted with the present 
implementation of the triad interactions. A closer look at the computational results 
revealed that this second peak could not be generated by the effect of wind. Clearly, 
the Abreu model is not capable of handling this situation. 

The results of the computations for the Egmond site were also analyzed with respect 
to the strength of the various source terms, representing the various physical 
processes. The strength of a source term is defined as the integral over all spectral 
bins. For the nonlinear interaction source terms (quadruplets and triads) the integral 
over the absolute values was taken because these processes conserve energy. For the 
same case as above, the spatial variation of the strength of each source term is 
shown in Fig. 7. For the present case, the source terms for surf breaking and triads 
interactions are dominant over all other source terms. It can be seen that the strength 
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of all source terms is influenced by the local water depth. The wind input source 
function increases in strength because the waves are slowed down on the bar systems 
such that the relative wind speed increases. All dissipation source terms become 
stronger (more negative) over the bars, which is an effect that can also be seen in 
the strength of the nonlinear interaction source terms. 
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Figure 6:        Observed (solid line) and computed (dashed line) frequency spectra 
along Egmond ray on October 16, 1992, 3 hours. 
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Figure 7:        Computed spatial variation of the magnitude of the various physical 
processes for the Egmond computation of October 16, 1992, 3 hours. 
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Discussion 

The computational results obtained with the extended PHIDIAS wave model show 
good agreement with measurements regarding the prediction of the significant wave 
height in situations were surf breaking plays a dominant role. This is not surprising 
since the source term for surf breaking is based on a well-tested dissipation model 
(Battjes and Janssen, 1978; Battjes and Stive, 1985). The spectral distribution of 
dissipation by surf breaking in proportion to the existing energy density was 
straightforward and seems to be supported by measurements, although a theoretical 
basis is still missing. 

In the coastal zone the change in the mean wave period is mainly due to the effect 
of triad interactions, especially if waves propagate over an underwater bar. In such 
a case relatively large changes occur over short distances. The results of the 
computations for the Schelde flume indicate that the inclusion of a source term for 
triad interactions is essential for computing a change in the mean wave period. The 
results for the Egmond site show that it was not possible to find a proper parameter 
setting for the triad interactions such that the change of the mean wave period would 
be predicted correctly. This implies that the spectral method of Abreu et al. (1992) 
for computing the triad interactions is incomplete. 

The problem with the Abreu method is that it is based on inconsistent assumptions 
(Elgar et al., 1993). It is based on the non-dispersive, shallow water equations and 
a natural asymptotic closure for directionally spread, non-dispersive waves. A 
consequence is that only exact resonance is taken into account. Moreover, since the 
waves are assumed to be frequency non-dispersive, only triads containing waves 
travelling in the same direction are considered resonant. One of the results is that too 
much wave energy is transferred to higher frequencies resulting in an excessive 
growth of secondary spectral peaks. This was found to occur on a sloping beach. In 
the Schelde flume, however, just enough high frequency energy was produced on the 
bar to obtain a good prediction of the mean wave period. In the deeper water behind 
the bar the effect of the triad interactions became negligible. 

The nonlinear interactions between quadruplets and triads conserve energy. They do 
not affect the total amount of wave energy, but only the spectral shape. In shallow 
water triad interactions are much stronger than quadruplet interactions, whereas in 
deep water the latter process is more dominant. 

The present results provide quantitative information about the relative importance of 
the various physical processes in the nearshore zone, see also Battjes (1994). Such 
knowledge can be useful in the preparation of a computational run, e.g. by omitting 
the relative costly computation of the nonlinear quadruplet interactions. 
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Conclusions and future work 

The present study was aimed at obtaining a better understanding of modelling waves 
in shallow water. To that end a full spectral third-generation wave model was 
extended with formulations for surf breaking and triad interactions, and compared 
against shallow water wave data. The results of this study led to the following 
conclusions: 

1 In the coastal zone surf breaking is dominant over the physical effects of wave 
growth, bottom friction and white-capping dissipation, and triad interactions are 
dominant over quadruplet interactions. 

2 The spectral distribution of wave energy dissipation by surf breaking does not 
affect the spectral shape. 

3 The inclusion of a source term for triad interactions is necessary for the 
prediction of changes in the mean wave period, especially if waves propagate 
over an underwater bar. 

4 The method of Abreu et al. (1992) for the computation of triad interactions in a 
wave spectrum is based on inconsistent assumptions. An improved formulation 
for these interaction is needed, possibly by the inclusion of the proper frequency 
dispersion characteristics. 
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CHAPTER 57 

THE GENERATION OF LOW-FREQUENCY WAVES 
BY A SINGLE WAVE GROUP INCIDENT ON A BEACH 

G. Watson 1 T.C.D. Barnes 2 and D.H. Peregrine : 

Abstract 

The generation of a single low-frequency wave (LFW) pulse by a single group of 
waves incident on a beach is investigated by means of laboratory experiments 
and a numerical model. This simplified case allows the LFW to be measured in 
isolation, after the incident group has passed and before there is any reflection 
from the wavemaker. A beach consisting of two different slopes (1:100 and 
1:20) was used, and runs were made with the water level on each slope. The 
results were simulated using a composite numerical model, with Boussinesq 
equations in the deeper water and nonlinear shallow water equations in the 
surf zone. For some calculations, a friction term was included. For the 1:20 
slope, the outgoing LFW is well predicted even without the friction term. With 
a 1:100 slope, a friction factor of 0.01 gave a good result, in this case reducing 
the amplitude of the outgoing LFW by a factor of about 2 compared with the 
frictionless result. The nondimensional equations show that the friction term is 
insignificant if the beach slope is large compared with the friction factor. Runs 
of the surf zone part of the model show the outgoing LFW to be correlated with 
the swash motion. Its amplitude is largest if the duration of the wave group 
is similar to the swash period of the largest wave in the group. The model 
also showed a slightly stronger than linear dependence of LFW amplitude on 
incident wave amplitude. 
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1. Introduction 
Low-frequency waves (LFW) with periods typically 5 to 15 times those 

of wind-generated waves are formed when wind waves meet beaches. Hamm, 
Madsen & Peregrine (1993) give a general review of the phenomenon, whilst 
Herbers et al. (1992) give a good review of recent field measurements. Re- 
cent work on the theory of LFW generation has been published by Cox et al. 
(1992), List (1992a,b), Roelvink et al. (1992), Roelvink (1993) and Schaffer 
(1993). Low-frequency swash oscillations, with bichromatic waves, have also 
been investigated by Mase (1994). 

In this work, our aim was to throw some light on the question of how 
such waves are generated, by investigating the simplest possible case of LFW 
generation in as much detail as possible. Watson & Peregrine (1992) investi- 
gated the generation of low-frequency waves in the surf zone using a numerical 
model based on the nonlinear shallow-water equations. A single group of waves 
was used to illustrate the process whereby a group forces a variable set-up near 
the shoreline, which then travels offshore as a single LF pulse. This process 
has now been investigated more quantitatively, by means of laboratory exper- 
iments and a wider range of numerical computations. The range of validity 
of the model has also been extended by coupling the surf zone model to a 
Boussinesq model in the deeper water. 

The reason for choosing a single group of waves rather than continuous 
bichromatic waves (such as those used by Kostense, 1984) was that this allows 
the outgoing LFW to be measured in isolation. By the time it reaches the 
deeper water, the incident wave group has already passed by. It is also mea- 
sured before reflecting off the paddle. With continuous waves such reflections 
will contaminate the results unless they are mechanically removed or taken 
into account in the data analysis. Both of these are difficult to achieve with 
any degree of confidence. 

Details of the experiments, and discussion of one run showing the gener- 
ation of an outgoing LF pulse, are given in Section 2. A more detailed account 
of the experiments will be available in the Ph.D. thesis of T. Barnes. The 
numerical model is described briefly in Section 3 and its results are compared 
with the measurements, showing the importance of friction effects on the shal- 
lower beach slope. Section 4 discusses the influence of friction in more detail. 
Section 5 illustrates the correlation between swash motions and the outgoing 
LFW, using results from various other runs of the surf zone part of the model. 
The importance of the relative timescales of group period and swash period is 
pointed out. Discussion and conclusions are given in Section 6. 

2. Experimental Results 

Description of Experiments 
Experiments were performed in a 50 m long wave flume at Hydraulics 
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Research Ltd. in Wallingford, England. The flume is 1 in wide. It is equipped 
with a piston-type wavemaker with two paddles, controlled by a PC. A concrete 
beach with two slopes, 1:100 and 1:20, was installed in the flume as shown in 
Figure 1. Runs were performed using two different water depths of 0.35 m and 
0.20 m, so that the undisturbed shoreline would lie on a different slope in each 
case. 

An array of resistance-type wave probes was used, and Figure 1 shows 
their layout for the deeper water runs. Probe 1 was located near the paddle 
in order to measure the generated wave signal. Probes 2 and 3 were in the 
deeper water. Probes 4-11 were on the 1:100 slope and Probe 12 was on the 
1:20 slope. 

1:20 

3 't- s b 
7 * ?   I° II   IX 

0.35m  LI i -i^i" 
Om 18.66m 1 '100 44.35m 50m 

Figure 1: Cross-section of the HR wave flume, showing beach and positions of 
wave probes (not to scale). A current meter was located at Probe 6. 

Since a number of numerical runs were to be performed using just the 
surf zone model, particular attention was paid to measurements at a point 
where all but the smallest waves had already broken. In the case illustrated, 
this was near Probes 6 and 7, (depth 15.5 cm). Two probes were used at this 
point in order to check for consistency across the tank. 

Along-tank velocity data were also collected at this point, using an ul- 
trasonic current meter. The sensor head was placed at about half the water 
depth, the results having been found not to be very sensitive to the precise 
placement of the probe. At this location, the incident and outgoing signals 
are not separated in time, but can be approximately separated by calculating 
the Riemann invariants. This is done by combining the surface elevation and 
velocity signals as explained in Section 3. 

Wavemaker Signal 
Initially, single groups consisting of modulated sine waves were used. 

However, these waves acquired large second harmonics as they propagated 
along the tank, with each wave effectively splitting into two. To solve this 
problem, groups consisting of solitary wave solutions to the Korteweg-deVries 
equation were used instead. For the shallow water regime of these experi- 
ments, this is more appropriate than Stokes theory, which is better in deeper 
water. Stokes theory requires the Ursell parameter U = kao/(kh)3, to be 
small, whereas in these experiments it was of order 1. In the formula for U, 
k is the wavenumber, a0 the fundamental amplitude and h the undisturbed 
water depth. 
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The wavemaker signal was designed to produce surface elevation time 
series of the form 

f] = 2^?7isech i /—\ci(t — ti) — (a + o,a) sinwi 0 < t < 7r/w     (1) 

and zero outside that time interval. The wave times, i;, were equally spaced. 
The wave amplitudes, rn, were sinusoidally modulated by the function r\i — 
Asmuiti. The water depth for each wave, hi, must be adjusted for the addi- 

tional sine function: hi — h0 — (a+as) sin wi,-. The wave speed c; is Jg(hi + r/i). 

Velocity was estimated from the shallow-water approximation u = Jg/h0 r\ 
and then integrated to give the wavemaker displacement signal. 

The stroke of the paddle is not great enough to make a succession of 
solitary waves, each with its own net displacement. For this reason, the sine 
function was added. This has the same duration as the group and corresponds 
to a set-down beneath it. This means that there is little net mass flux in the 
incident wave groups. 

Results 
Surface elevations from a typical run in the deeper water (1:20 slope) are 

shown as the thick lines in Figure 2. All of the runs yielded results which were 
qualitatively similar. Numerical predictions from the model described below 
are included for comparison. The shape of the initial wave group, consisting 
of five waves, is seen in the trace from Probe 1. The form of the solitary 
waves is preserved quite well along the constant depth section, except for the 
development of a small dispersive tail (1-3). As the wave group travels into 
shallower water, the waves steepen and at Probe 6/7 all except the first are 
breaking. Near the shoreline (11 & 12) a LFW is seen to develop consisting of a 
peak, apparently like wave set-up, followed by a trough. At the same time the 
short waves dissipate their energy and get smaller, so that the LFW is more 
prominent. This wave then propagates offshore, decreasing in amplitude as it 
does so. At Probe 5 it is separated in time from the incident group. Further 
offshore it can be identified quite clearly. The moving peak and trough are 
marked with arrows. It then reflects off the wavemaker (also marked). At 
Probe 1, the amplitude appears to be twice as big, due to the superposition of 
the reflection. 

The shape and amplitude of the outgoing LFW can be seen more clearly 
if the vertical scale of the plots is expanded. This is shown for Probes 2-5 in 
Figure 3. 

3. Composite Numerical Model 
A coupled numerical model, based on the nonlinear shallow-water equa- 

tions (NLSWE) in the surf zone (Watson and Peregrine, 1992) and the Boussi- 
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nesq equations in deeper water, is able to simulate the phenomenon. 
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Figure 3: Expanded view of the outgoing LFW in Figure 2, for Probes 2-5. 
Thick line: Measurements. Thin line: Numerical prediction. 

Our primary interest here is in the mechanisms by which LFW are gen- 
erated. LFW have their greatest amplitudes in the surf zone, and the most 
important components of the generation process occur there.   It is therefore 
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important to use a model that includes all the important, physics in the surf 
zone. The nonlinear shallow-water equations for the conservation of mass and 
momentum, with a friction term, were used: 

dt + (ud)x = 0 (2) 

1        U \ V, \ 
ut + uux + gr/x + - f —-— = 0 (3) 

where f] = d — h is the surface elevation, d is the total water depth, h the 
undisturbed water depth, u the flow velocity, g gravity and / an empirical 
friction coefficient. 

These equations are able to represent spilling breakers as travelling hy- 
draulic jumps or bores, which manifest themselves as discontinuities in the 
solution. Some information on these equations without the friction term, and 
the numerical method used to solve them has been given previously (Watson 
& Peregrine, 1992; Watson, Peregrine & Toro, 1992). Treatment of the moving 
shoreline boundary condition is discussed in the latter paper. 

The friction term in the above equations is the simplest that is conven- 
tionally used to represent friction. Typical values for / are of order 10"2. For 
the present study it was necessary to modify the numerical procedure slightly 
to allow for this term. This was done by first solving the frictionless equations 
at timestep n as before, a procedure which is second-order accurate. After 
this a simple first-order forward difference step was applied at each grid point, 
altering the velocity un by an amount 

_  1        Un\Un\ M (4) 

2J        dn 
w 

At must be small enough for this to be reasonably accurate. The inclusion 
of friction in this manner destroys the second-order accuracy of the scheme. 
However, since the empirical friction term is rather approximate in any case, 
the degradation of numerical accuracy here is not important. 

In deeper water, the Boussinesq equations are appropriate because they 
include dispersive terms. The Boussinesq equations in the form due to Pere- 
grine (1967) were used: 

dt + (ud)x = 0 (5) 

ut + uux + gr)x = -h{hut)xx - -h
2uxxt (6) 

Recently, Dingemans has shown that in some circumstances, particularly 
on a barred beach, it is important to include further dispersive terms. See 
Dingemans (1995) for a full discussion. However, in our case it will be seen 
that the above equations give sufficiently good results. The friction term was 
not included in these equations, since it becomes small in the deeper water. 
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The equations were solved numerically using a finite difference scheme due to 
Peregrine (1967). 

Matching the two models together 
The models were matched at the join using a characteristics boundary 

condition. In the frictionless shallow-water equations, the wave signals prop- 
agating in each direction are given by the Riemann invariants R+ = 2c + u 
and R~ = 2c — u, where c = \fgd and d is the total water depth. This is 
also approximately true for the Boussinesq equations, which for waves of suf- 
ficiently gentle slope approximate to the shallow-water equations. Thus, an 
almost non-reflecting join can be made by taking R+ from the last point of the 
Boussinesq section and feeding it into the first point of the NLSWE section, 
and taking R~ from the first point of the NLSWE section and feeding it into 
the last point of the Boussinesq section. 

This being done, a number of runs were made in order to test the sensi- 
tivity of results to the position of the join. It was found that the join could be 
moved a significant distance without much change in the output, as long as it 
was somewhere in the vicinity of the break point. The run reported here was 
done with the join at the location of Probe 6 in Figure 1. 

The Seaward Boundary Condition 
At the offshore end of the computational domain, a boundary condition 

similar to that at the matching point was applied. This used the characteristic 
equations to allow outgoing waves to pass out with no reflection. The outgo- 
ing R~ was found from data immediately inside the domain, and the surface 
elevation was forced to be equal to that measured by Probe 1. This was suffi- 
cient information to define the incident R+. Although the reflections from the 
paddle that were present in the wave flume were not reproduced, these are not 
of any interest. 

Comparison of Numerical and Experimental Results 
The numerical results for the data in Figures 2 and 3 are shown as thin 

lines in those figures. The main feature of interest, i.e. the amplitude, shape 
and propagation of the outgoing LF pulse, is reasonably well predicted — 
although the amplitude is a little too large and the timing is not precise. Some 
properties of the short waves are not reproduced very well as the group travels 
shoreward. Their amplitude is underpredicted, the sharp wave crest is flattened 
out, and there are small timing errors. Note however that these details do not 
appear to have a significant effect on the LFW generation process. 

The success of this model in predicting the measured LFW shapes and 
amplitudes is illustrated in more detail using data from Probe 6. Results from 
two runs are shown. One has the water level set so that the shoreline is on the 
1:20 slope, the other with the shoreline on the 1:100 slope. 
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In both cases the model was run using the measured water depth and 
velocity at Probe 6, to construct a time series of the Riemann invariant R+ = 
2-sfgZ + u. The outgoing LFW was then examined by computing the other 
invariant R~ = 2\fgd - u. This is plotted using dashed lines in Figures 4 
and 5 for the two runs, together with the numerical result. Both cases show 
the LFW quite clearly. There are spikes in the data every time an incident 
wave passes the probe. This effect is due to the fact that the shallow-water 
equations on which the Riemann invariant analysis is based do not accurately 
describe the details of the crests of steep waves, breakers, or bores. 

2.70 

U 

50 
Time (s) 

Figure 4: Outgoing signal at seaward boundary in deep water case (composite 
slope with shoreline on the 1:20 slope). Data (broken), frictionless model 
(solid). 

In the deeper water case (1:20, Figure 4), the agreement between model 
and data is quite good, except for precise details of the wave shape. In this 
case, the model gave almost the same result with or without friction. The 
frictional result is not plotted. 

2.30 

&   2.00 
1.90 
1.80 

40 60 80 100 
Time (s) 

Figure 5: Outgoing signal at seaward boundary in shallow water case (1:100 
slope). Data (broken), frictionless model (dotted), frictional model (solid). 

In the shallower case (1:100, Figure 5), agreement in the frictionless case 
is not so good (dotted). The LFW is overpredicted by a factor of about 2. 
The shape of the pulse is also different, in that the peak occurs about 5 s 
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late. However when the friction term is included, with tlic value / = 0.01, the 
result is much better — as shown by the solid curve. The effect of friction is 
discussed in more detail in the following section. 

4. The Effect of Friction 
The frictional drag force acting between the bottom and the water has 

an increasingly strong effect as the depth decreases. This is simply because 
the friction force is primarily determined by the near-bottom velocity of the 
water, and in the shallow-water approximation it acts on a mass of water that 
is proportional to the depth. It will thus have its strongest effect in the swash 
zone, where the water is shallowest. Since this is where LFW processes are 
particularly important, it is to be expected that friction may have some effect 
on LFW generation. 

For a plane beach of slope a extending fom the shoreline to the offshore 
boundary, the relative importance of friction effects may be seen from the 
following scaling argument. Eqs. 2 & 3 may be written using the following 
non-dimensional variables: 

x' = x/x\,    d' = d/h1,     rj' = rj/hi,    u' = u/ui,    t' = t/ti 

where the scaling variables are Xi (the distance between the offshore boundary 
and the undisturbed shoreline), hi (the undisturbed water depth at the offshore 
boundary), u\ = \fgh[ and t\ = x\/u\. Dropping primes, the equations 
become: 

dt + {ud)x = 0 (7) 

1  f u\u\ 
ut + uux + Vx + - J- -Li = 0 (8) 

la    a 

where a is the slope hi/xi. 
For breaking waves, v? /d is of order 1, so the friction term is of order 

//a. Thus friction can be expected to have a negligible effect if / < a, a 
noticeable effect if / ~ a and to dominate everywhere if / >• a. In the two 
cases under consideration, with / = 0.01, f/a takes the values 0.2 and 1.0. 
In the former case friction had little effect, whereas in the latter the outgoing 
LFW amplitude was reduced by a factor of about 2. 

These conclusions were further confirmed by model runs made using a 
range of values of /. The same incident wave group as in Watson & Peregrine 
(1992) was used, and the height of the outgoing LF pulse was determined by 
taking the difference between maximum and minimum in R~ at the offshore 
boundary. Six runs with values of f/a ranging from 0.0 to 2.0 were performed. 
The results are plotted in Figure 6. 

The figure shows a strong dependence of outgoing LFW amplitude on 
the scaled friction factor f/a. With no friction (f/a = 0), the amplitude has 
its maximum value,   but this is reduced quite rapidly as f/a is increased, so 
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that for f/a = 0.2 the LFW amplitude is 78% of its maximum value. As f/a 
is increased, the amplitude continues to decrease, although more slowly, for 
f/a = 1.0, it is 47% of its maximum value. This is roughly consistent with 
the results in Figures 4 and 5. 

1.0 
Friction factor 

Figure 6: The dependence of outgoing LFW amplitude on scaled friction factor, 

f/a. 
This means that the agreement which was obtained in the 1:100 case with 

/ — 0.01 is open to the suggestion that it may have been merely coincidental. 
However, this value was chosen from experience as being one that is typically 
used. 

5. The Importance of Swash Motions 
During the time that the wave group is in the swash zone, there is a 

complex interaction between the waves in the group and the swash motion from 
previous waves. This affects the amplitude and shape of the LFW that finally 
emerges. The nature of the swash, and the properties of the LFW, depend 
on the relative values of the various timescales in the problem. Rather than 
attempt to understand the swash motion in detail, this effect was investigated 
in a more empirical manner by performing a number of runs of the model with 
different timescales and hence different swash regimes. 

The timing of the incident group is determined by two parameters: the 
wave period, r, and the number of waves in the group, N. The total duration 
of the group is then T = NT. There is a third timescale in the problem, namely 
the natural period of swash on the beach. Let us call this ts. This depends on 
the amplitude of the incident waves. In the frictionless case (considered here), 
the swash motion approximates fairly closely to free motion under gravity on 
the sloping beach. Thus, the larger the incident waves, the greater the initial 
velocity of the uprush and the longer the swash period ts. 

A number of runs of the model were performed with different wave pe- 
riods, different numbers of waves and and different swash periods. These were 
based on variations about a control case, summarized in Figure 7. 
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The top panel of this figure shows a perspective view of the space-time 
plot of surface elevation. The input is an idealized group of five sinusoidally 
modulated sawtooth-shaped waves, which are intended to represent waves that 
are already breaking. The peak and trough values have been set so that there 
is no net mass flux in each wave. The curved wave trajectories show how each 
wave slows down as it approaches the shore, and the wave heights can be seen 
to diminish in the process. The wave group can be seen to force a mass of 
water up the beach face on the timescale of the wave group. The seaward- 
propagating LFW pulse that this forcing generates is just about visible to the 
right of the wave group in the plot. 

Sumn 
Wave 

Figure 7: Result from the control case (see text). 

The next panel shows shallow-water equation characteristics and bore 
trajectories (indicated by black dots). The shoreline motion is also shown in 
plan view. Beneath this, the incident and outgoing signals at the seaward 
boundary of the model are plotted. These are computed from the Riemann 
invariants R+ and R~ as explained in Section 3. Note that the outgoing signal, 
which shows the shape of the LFW pulse, has been magnified by the indicated 
factor in order to make it more clearly visible. In this case it is about 10 times 
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smaller than the incident signal. The main thing to notice from this plot is 
that the shape of the LFW pulse is very similar to the shape of the runup, 
especially after the runup has been averaged over the short-wave oscillations. 

The generality of this observation was tested by performing a variety 
of model runs with different timescales. These were then used to investigate 
the effect of wave group timing on the LFW amplitude. Runs were performed 
with a range of values of r and then with a range of values of N, varying the 
wave group duration T in two different ways. Both sets span approximately 
the same range of T-values for each wave amplitude, with ts roughly central 
in each case. The runs were repeated with two different amplitudes for the 
largest wave in each group: 0.1 and 0.6 in dimensionless units. This provided 
two different values of the swash period. Separate runs using just one incident 
bore showed that for a wave of height 0.1 above still water level, the swash 
period was ts — 1.4; whereas for a height of 0.6 it was ts = 2.9. 

The results of these runs are summarised in Figure 8, with runup plotted 
next to the LFW signal (at the offshore boundary) for each run. These curves 
have been smoothed a little to remove discretization effects in the runup, and 
spikes (due to incident bores) in the LFW signals. Note the clear correlation 
between the shapes of each pair of signals, with the LFW signal occurring 
somewhat later than the runup signal. It is significant that this is true despite 
the runup signals being quite varied in nature. 

The runup is plotted so that whatever the range, the vertical extent of 
the plot is the same. The LFW plots all have the same relative scaling. Ratios 
of LFW elevation amplitude to incident wave amplitude were in the range 
0.015-0.07 (a factor of 4.7). However, ratios of LFW elevation amplitude to 
runup amplitude were in the narrower range 0.035-0.125 (a factor of 3.6). 

These two observations indicate the reflected LFW is better correleted 
with runup than with the incident wave envelope. This is consistent with the 
idea that the time-varying set-up within the wave group is manifested as swash 
when it is near the shore, and then propagates offshore as the outgoing LFW. 

The amplitude of the outgoing LFW was found to depend in a consistent 
way on the relative values of wave group duration T and swash period ts . This 
is shown in Figure 9. Here the LFW height, defined as the difference between 
the maximum and minimum in the LFW pulse, is plotted against T for each 
run. Four sets of results are presented. Figure 9(a) contains the results for 
amplitude 0.1, and Figure 9(b) for amplitude 0.6. The thick lines are runs 
with variable JV, and the thin lines for runs with variable r. 

The main feature to note is that each of these curves has a maximum 
close to the swash period for a single wave of the respective amplitude. This 
period, ts, is marked with an arrow on each plot. There are notable differences 
between the variable-N and variable-T series, and at present the explanation 
for this is not clear. However, it is suggested that the presence of a peak in each 
curve can be explained as a quasi-resonance between the wave group forcing 
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and the natural swash motion of the water on the beach face. If the wave 
group period is similar to the swash period (T « ts), then a sequence of waves 
can carry water up the beach following, reinforcing and being carried by the 
initial swash motion. Thus, a large (wave-averaged) swash motion develops. 

Runup LFW 

0.6 0.5 1 
0.6 0.5 3 
0.6 0.5 6 
0.6 0.5 10 
0.6 0.5 15 
0.6 0.1 6 
0.6 0.3 6 
0.6 0.5 6 
0.6 0.8 6 
0.6 1.1 6 
0.6 1.5 6 
0.1 0.25 1 
0.1 0.25 3 
0.1 0.25 6 
0.1 0.25 10 
0.1 0.25 15 
0.1 0.1 6 
0.1 0.175 6 
0.1 0.25 6 
0.1 0.35 6 
0.1 0.5 6 
0.1 0.5 6 
0.2 0.5 6 
0.4 0.5 6 
0.6 0.5 6 
0.8 0.5 6 

Figure 8: Swash motion and LFW signal for various runs of the model. 

0.025 

0.000 
0 12       3       4 

Duration of wave group 
2       4       6       8      10 

Duration of wave group 

Figure 9: Dependence of LFW amplitude on wave group period T.  (a) Am- 
plitude 0.1. (b)Amplitude 0.6. 
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If the wave group period is longer than this swash period (T ^> ts), then 
succeeding waves tend to meet swash already coming down the beach, and this 
opposing effect restricts the development of a large swash. In the extreme case 
of uniform waves, the swash zone becomes very narrow. For T <C ts, there is a 
strong fall-off of LFW amplitude as T decreases. Figure 8 shows that in these 
cases, the period of the LF motion does not decrease beyond ts. These shorter 
groups have less momentum and energy, so can drive less and less fluid up the 
beach as T decreases. 

With continuously modulated waves, rather than a single group, the 
number of wave groups or fraction of a wave group that is within the surf zone 
at any one time is expected to be relevant. This may be represented by a 
group-based surf-similarity parameter, G = T/t^, where T is the duration of 
the group and £& is the time it takes the largest wave to reach the shore after 
breaking. G is small for a wide surf zone and large for a narrow one. If G is 
small, several groups may simultaneously be generating LFW. There will then 
be substantial interference, which is likely to be destructive. If it is large, there 
will only be one or two waves in the surf zone at once: little interaction can 
occur and LFW generation is expected to be minimal. The strongest LFW 
generation is expected to occur when G is of order one. This idea remains to 
be investigated more thoroughly. 

6. Discussion and Conclusions 
The experiments clearly show the generation of LFW, and the numerical 

modelling successfully predicts their form and amplitude, even though the finer 
details of wave breaking are not included. It is clear that friction is important 
on the gentler slopes, on a laboratory scale, and reduces LFW amplitudes. 

In interpreting the numerical and laboratory experiments it appears that 
the swash zone, and in particular the period of swash from the largest wave 
of a group, is an important feature. It is not entirely clear however, whether 
this is an indication of set-up generated in the approach to the shore line or a 
process centred close to and in the swash zone. In addition, for the practical 
case where there may be continuous wave modulation we suggest a group surf- 
similarity parameter based on the size of the surf zone relative to individual 
groups should be important. 

The numerical experiments also indicate a slightly stronger than linear 
dependence of LFW amplitude on incident wave amplitude, in accord with 
field observations (Herbers et al., 1992). However, the question as to what 
LFW are incident on the surf zone, has yet to be resolved. The behaviour of 
wave groups with differing set-down has been investigated, but is not reported 
here. The development and decoupling of incident bound waves, as they enter 
shallow water where the Stokes theory becomes invalid and wave crests behave 
more like individual solitary waves needs to be determined. This is currently 
under investigation using a fully nonlinear potential flow solver. 
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CHAPTER 58 

Influence of Long Waves on Ship Motions in a Lagoon Harbour 

Volker Barthel1 and Etienne Mansard2 

ABSTRACT 

A physical model study of a vessel moored inside a lagoon harbour was 
undertaken in order to optimize a breakwater layout that best reduces the 
penetration of long wave energy inside the lagoon. The longer the 
breakwater at the entrance: the smaller the surge motion inside the lagoon. 
A combination of a short breakwater at the entrance channel and a pair of 
groynes in front and in the rear of the vessel also led to an efficient 
reduction of the surge motion. However, cost estimates and evaluation of 
vessel manoeuvrability are required to make an optimal choice of the 
breakwater layout. The use of a deterministic approach in wave generation 
led to a quicker testing procedure. 

INTRODUCTION 

In the design process of a harbour, its location, size and infrastructure 
are usually determined by economic factors such as the magnitude and 
structure of the expected marine traffic, the hinterland, the amount of 
throughput cargo and many other parameters. A preliminary lay-out of 
basins, berths, access channels, jetties, breakwaters and other coastal 
structures is then optimized with the help of numerical and/or physical 
models of tidal motions, currents, waves and sediment transport. However, 
the fine-tuning of the design such as the length and orientation of 
breakwaters can be carried out only with the help of a ship mooring study. 
This is generally done in a physical model, although various promising 
numerical approaches have been presented in literature (see for instance 
Sand and Jensen, 1990). 

1Federal Admin, of Waterways and Navigation, Directorate North Kiel, Germany, 
institute for Marine Dynamics, National Research Council of Canada, Ottawa, 

Canada. 
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This paper describes a physical model study of a 35,000 tdw bulk 
carrier moored in a lagoon harbour. The objective of the study was to 
evaluate the magnitude of vessel response induced by irregular waves. It 
was therefore, focussed on the propagation of irregular waves through an 
access channel, past a breakwater, into a lagoon harbour. The modification 
of the irregular wave train and its group-bound long wave components, 
during the shoaling process and the effect of various breakwater layouts 
on their penetration into the lagoon harbour were evaluated by measuring 
the motions of the moored vessel with highly sensitive instrumentation. 

EXPERIMENTAL SET-UP 

Figure 1a is a sketch of the lay-out of the lagoon harbour used in this 
study. It consisted of an offshore section of 25m depth, a 1:100 sloped 
bathymetry and a channel at the 15m contour cutting into this slope. At 
the end of the 1250m access channel, a circular lagoon with a radius of 
280m accommodated a trestle structure berth and a ship moored to it. 
Permeable gravel beaches were installed on either side of the entrance 
channel to absorb incident wave energy. Slopes of the harbour basin were 
at 1:10. Since a model bulkcarrier of 35,000 tdw was readily available at 
a scale of 1:70, the same scale was chosen for the entire investigation. 
The hydrodynamic similarity of the vessel had been established in previous 
tests, including the definition of CG, GM, roll period and pitch gyradius. 
The model ship was ballasted for a 100% load condition. 

In order to obtain the highest possible accuracy in vessel response, 
mooring lines and fenders of the model were designed to reproduce non- 
linear characteristics of the desired prototype lines and fenders including 
hysteresis. Forces were measured by high-resolution load cells, while the 
six-degrees-of-freedom motions of the model were monitored using an 
optical tracking system. Details of the instrumentation and mooring line 
simulators can be found in (Barthel, et al., 1989; Launch, 1989). The 
model was moored with 12 polypropylene mooring lines arranged in a 
pattern which had been previously optimized (Kubo and Barthel, 1992, 
Barthel et al, 1994).     Figure 1b shows a photograph of the model set-up. 

Water surface elevations were measured in the model basin using 
capacitance type wave gauges. Their locations are shown in Fig. 1a. The 
array of gauge 1 - 5 was used to determine reflections coming from the 
model layout. Simulation of waves in the model basin was carried out 
using the wave generation package developed at the Hydraulics laboratory 
of the National Research Council Canada. This package contains several 
algorithms for simulation of uni and multidirectional waves. 
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Figure 1 . Layout of the Experimental Set-up :   a) Sketch indicating the 
position of gauges;  b) Photograph showing the vessel in place. 
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PROPAGATION OF LONG WAVES INTO THE LAGOON 

The understanding of the physical processes involved in the 
propagation of waves on a complex bathymetry and layout such as the one 
used in this study is limited. However, it can be expected that, as the 
waves propagate the shoaling of wave groups and their associated group- 
bound long waves will induce the breaking of the first order (short) waves 
and cause their energy dissipation. The long waves can then be expected 
to detach themselves from the group and continue to travel at free wave 
velocity to be either reflected off the beach or to propagate along the 
beach at an angle (set-up / edge waves). An experimental description of 
this process was attempted by (Mansard and Barthel, 1984). The present 
situation is however more complicated. From what could be observed 
during tests, the following happens: 

During the propagation of waves from deep to shallow water, the 
shoaling process induces breaking of the first order waves and 
releases the energy of the group bound long waves that continue then 
to propagate into the lagoon. These long waves, although hardly 
visible to the observer because of their small amplitudes, can move 
the vessel to its maximum limit. In this particular set-up, the surge 
motion and the loads on the mooring lines which restrained the surge 
motion, were most sensitive to long waves. 

The main objective of this study was therefore to optimize a 
breakwater lay-out that will reduce the penetration of the long wave energy 
and the resulting ship motions. 

SHIP MOORING TESTS 

Experimental Procedure 

Many laboratories in the world use the stochastic approach in ship 
mooring tests by subjecting the model to a very long time series of water 
surface elevation, in order to ensure the inclusion of worst combination of 
waves that will cause the maximum motions of the vessels, as well as 
maximum loads on the mooring lines. In this particular study, a 
deterministic approach was adopted by simulating short time series of pre- 
defined surface elevation, in order to save testing time and cost of model 
investigations. This use of short time series was also expected to minimize 
any potential build-up of long wave energy in the model set-up. 

The time series used in this study were 2.4 minutes long in model 
scale and it corresponded to 20 minutes in prototype duration. This length 
was also equivalent to 12 periods of 100s long waves that were found to 
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excite the ship substantially in an earlier study (see Barthel et al, 1994). In 
order to select time series that would be appropriate for this deterministic 
approach, the methodology described below was used. 

Synthesis and selection of time series 

From a JONSWAP spectrum, time series of water surface elevation 
were first synthesized by the commonly used random phase spectrum 
method. This method pairs a given amplitude spectrum with a phase 
spectrum generated by random numbers. By varying the random numbers, 
different realizations of wave records, with varying time domain 
characteristics can easily be simulated. 

Since it is believed that narrower spectra result in higher degree of 
wave grouping, JONSWAP spectra with two different values of y (i.e. y=1 
and y=7) were used in this synthesis. (According to Sand (1982), higher 
degree of grouping results in larger amplitude of group-bound long waves 
that are responsible for the excitation of the horizontal motions of the 
vessel). From each target spectrum, ten realizations of time series were 
synthesized and reproduced in the model. The response of the vessel was 
then measured for all the twenty realizations of the time series described 
above. Figure 2 presents the results obtained by this procedure. 

The RMS values (i.e. standard deviation) of the long waves measured 
in the lagoon, in the proximity of the vessel are shown in Figure 2a for the 
various realizations of time series. These long waves were derived by low- 
pass filtering the water surface elevation with a frequency cut-off of 0.03 
Hz (full scale). Figure 2b illustrates the RMS values of the corresponding 
surge motions. 

The results show that narrower spectra ( y=7) results in higher long 
wave content and consequently larger surge motions. Amongst the ten 
realizations of the time series under each y value, the 8th time series 
generally leads to the largest response of the vessel. This time series will 
be denoted in this paper as TRN8. It is also noticeable that the 4th 

realization (TRN4) generally provides the smallest response. The above 
findings were also confirmed by analyzing the sway motion and the loads 
on the mooring lines. 

Figure 3 shows the time series of water surface elevations 
corresponding to TRN4 and TRN8 under the two y values of JONSWAP. 
The corresponding SIWEH functions which illustrate their grouping pattern 
are also illustrated along with the appropriate values of Groupiness Factors 
(see Funke and Mansard, 1979 for the definitions of SIWEH and 
Groupiness Factor). 
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Since the length of each of these time series was only 2.4 minutes in 
model scale, it was decided to use all the four time series (i.e. TRN4 of 
Y=1 and y=7 and TRN8 of y=1 and y=7) for the optimization of the 
breakwater layout, in order to validate the resulting solutions under four 
different sea states. 

0       0.0L 

B  o.o» - 

<<>) 

(•) 

Figure 2.  RMS values of long waves and surge motion  inside the 
lagoon harbour for the ten realizations of time series. 

LAYOUT OF BREAKWATERS 

Several breakwater configurations were evaluated in this study during 
the optimization procedure. They are, as can be seen in Figure 4: a long 
version of the breakwater (BWL) , a medium length structure (BWM) and 
a short breakwater with (BWD) and without (BWS) a second barrier. In 
addition several versions of groynes (BWSG1, BWSG2 and BWSGD) 
upstream and downstream of the moored vessel were also tested in 
conjunction with the short breakwater BWS. 
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BWL BWM BWS BWD BWSG1  BWSG2 BWSGD 

Figure 4: Sketch of the various breakwater options tested 

The obvious questions that were expected to be answered by installing 
these breakwater configurations were the following: 

Can a breakwater help reduce the penetration of long wave energy? 
Is there an optimal layout which ensures an efficient reduction of 
energy with smaller capital costs? 

PEFORMANCE OF  BREAKWATER LAYOUTS 

Influence of Short Breakwater (BWS) 

In terms of engineering practice and as an obvious economical 
measure for reducing the wave excitation inside the harbour, the short 
breakwater seemed to be a reasonable solution. This breakwater extended 
from the high water line at the beach to the edge of the sloped channel. Its 
performance is illustrated in Figure 5 by comparing it with results obtained 
without any breakwater (i.e. NBW). In Figure 5a, a comparison of the 
spectra and the time series measured at the offshore region during the No 
and Short breakwater tests, are presented to illustrate the similarity in the 
inputs. Also shown in this Figure is the standard deviation of the long wave 
energy measured at different locations of the experimental set up (see 
Figure 1 for the locations). 
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It is interesting to note in Figure 5a that the long wave energy 
prevailing in the lagoon is substantially reduced by the presence of the 
short breakwater while at the entrance of the channel, the presence of 
short breakwater induces a sharp rise in the energy of the long waves. On 
examining the time series presented in Figure 5b, it appears that this sharp 
rise may be due to the reflective nature of the breakwater. In spite of this, 
the net long wave energy that penetrates the channel is shown to be 
smaller, as the value at gauge 12 illustrates. This reduction leads 
subsequently to small amplitudes of long waves inside the lagoon. A 
similar physical process was found when testing with other sea states. 

Figure 6 provides an overall view of the results for the four pre- 
selected sea states, by presenting the spectral densities of long waves 
measured in the proximity of the vessel by the gauge 8 and the resulting 
surge spectra. The legends presented in this Figure correspond to the 
following situations: 

GAM7_TRN8 correspond to Y=7 and TRN8; NBW and BWS 
correspond to No and Short Breakwater situations. 

As can be seen in Figure 6a, the shape of the long wave spectra 
encountered near the vessel remains nearly the same under the two 
situations of breakwater. The sea state with the largest degree of grouping 
exhibits the most dramatic influence of the breakwater, possibly due to 
severe breaking induced by the largest wave group. 

Tests using Bichromatic waves 

In order to confirm the good performance of the short breakwater a 
test series was also undertaken using bichromatic waves. Bichromatic 
waves are waves composed of two primary frequency frequency 
components f, and f2, and a long wave component with a frequency (f rf 2). 
In an earlier study of this lagoon harbour, Barthel et al (1994), determined 
the critical frequency at which the ship responded significantly, by running 
several combinations of (f ,-f 2). The particular bichromatic wave which 
created this critical frequency (i.e. 100s prototype) was also used in this 
study to assess the performance of the short breakwater. Figure 7 
illustrates the results obtained for three different amplitudes of the long 
waves characterized by the gain factor. The influence of the short 
breakwater causing an effective reduction in the long wave amplitude and 
in the surge motion can easily be appreciated. 
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Figure 7. Test results under bichromatic waves 

Performance of Other Breakwater Options 

A limited series of tests with longer breakwaters (BWM AND BWL) 
and with the entrance barrier (BWD) showed that they can reduce the ship 
motions further. However, their results have to be analysed in conjunction 
with the cost of the structures and with the ship manoeuvrability studies for 
vessel approach. 

Influence of Groynes. 

It was speculated that although the short breakwater is effective in 
reducing the penetration of the long wave energy inside the lagoon, the 
groynes close to the structure can effectively cut-off the influence of orbital 
current associated with the long waves and thereby reduce the motions of 
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the vessel and the loads on the mooring lines. Although the installation of 
groynes will restrict the manoeuvrability of the vessel, it is believed that tug 
assistance will be needed in a closed environment such as this lagoon. 
Hence the trade-off between a longer berthing procedure and a safer 
mooring system had to be explored. Tests were therefore initiated with one 
groyne in front of the moored vessel (BWSG1 and BWSG2) and pursued 
with a combination of one in front and another in the rear (BWSGD). Note 
that these groynes were evaluated with the short breakwater in place. 

As expected, the combination of groynes in front and in the rear 
generally provided the best protection. 

Test Series with Grouped wave trains 

In order to validate this optimization process under different severities of 
sea states, a grouped wave train, synthesized using the SIWEH concept 
was used. A JONSWAP spectrum with y =3.3 and a peak period Tp = 12 s 
was chosen for this simulation. The SIWEH function adopted for this purpose 
had a Groupiness Factor of 0.9 and a peak period of 120s (see Funke and 
Mansard 1979 for details on this synthesis process). Six different values of 
Hm0 were used in this test series. The results were then used to assess the 
relationship that may exist between long wave energy and vessel response. 
Figure 8 presents the RMS values of the surge measured under different 
breakwater configurations as a function of the long wave energy measured 
at gauge 10, just before the entrance of the channel. Although the model 
was subjected to its maximum response, these results clearly illustrate the 
the good performance of the BWSGD option (short breakwater with two 
groynes). Note that for this particular test series, other options such as 
BWL, BWD and  BWSGD1 were not unfortunately explored. 

CONCLUSIONS 

A physical model of a ship moored inside a lagoon harbour under the 
attack of irregular waves with different grouping properties permitted to 
make the following observations: 

Sophisticated simulation and wave generation techniques including 
non-linear properties of mooring lines and fenders are required to 
achieve the necessary accuracy for ship mooring studies; 

Instead of reproducing long time series of water surface elevation, a 
deterministic approach of using short realizations of pre-selected time 
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series was adopted successfully in the optimization of the breakwater 
layout; This approach helped reduce the testing time; 

While inside the lagoon first-order waves were hardly visible, long 
waves of low amplitudes induced significant motions of the vessel; 

The arrangement of breakwaters at the entrance channel enhanced 
the dissipation of the long wave energy and reduced the ship motions; 
The longer the breakwater: the greater the reduction in surge motion. 

Substantial reduction of the surge motion achieved by the short 
breakwater option was well illustrated by the test series; 

The construction of groynes interrupting the orbital currents associated 
with long waves is another option to reduce the surge motion further; 

Although efficient breakwater lay-outs have been established in terms 
of vessel motions inside the lagoon during this experimental program, 
manoeuvrability of the vessel in the presence of reflections in front of 
the main breakwater and in the presence of groynes inside the lagoon 
was not part of this study and therefore has to be explored. 

• BWS 

- NBW 

- BWM 

- BWSG2 

- BWSGD 

0.03 0.04 0.05 0.06 

Long wave RMS at gauge 10 (m) 

Figure 8 : RMS values of the surge motions as a function of the long wave 
RMS measured at gauge 10, under different breakwater options. 
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CHAPTER 59 

Resonant Forcing of Harbors by Infragravity Waves 

Gordon S. Harkins, A. M. ASCE and Michael J. Briggs1 M. ASCE 

Abstract 

An extensive study of Barbers Point Harbor, including field wave gaging 
and numerical and physical modeling, was conducted to analyze the harbors 
response to infragravity wave energy. Infragravity waves have been defined as 
waves whose periods are greater than 25 sec. Field data collected over a 4-year 
period were used to calibrate the numerical model while eight extreme events were 
simulated in the physical model. Agreement between the numerical model, 
physical model, and the prototype data is good. The importance of spectral shape 
in the frequency domain also was analyzed by comparing the results from broad 
and narrow spectra. 

Introduction 

Frequency spectra of ocean waves consist of wind waves whose periods are 
less than 25 sec and longer period infragravity waves whose periods are greater 
than 25 sec. Although infragravity waves are rarely seen by the casual beach 
goer, they are important for coastal processes, including harbor seiching. Harbors 
with sides on the order of 500 m in length and depths on the order of 10 m are 
subject to harbor oscillation on the order of 1 minute and longer. Barbers Point 
Harbor on the Island of Oahu, Hawaii, is a prime example of a harbor that is 
subject to infragravity harbor resonance. 

Sea and swell wave periods contribute the majority of energy in the 
frequency spectra. Sea waves are locally generated wind waves whose peak 
period is usually less than 10 sec.   Sea waves also are characterized by a broad 

1  Research Hydraulic Engineer, USAE Waterways Experiment Station, Coastal 
Engineering Research Center, 3909 Halls Ferry Rd., Vicksburg, MS 39180. 
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spectrum both in direction and frequency. Swell waves, on the other hand, are 
generated far from the area of interest and have peak periods usually greater than 
10 sec. These waves, unlike sea waves, tend to exhibit wave groupiness and have 
both narrow directional and frequency spectra. 

Infragravity waves contribute the remaining energy in the frequency 
spectrum. Infragravity energy can be divided into bound and free wave energy. 
Bound or forced infragravity waves are nonlinearly coupled to wave groups, 
traveling at the group velocity of wind waves, and phase locked to sea and swell 
waves (Longuet-Higgins 1962). Free infragravity waves are further subdivided 
into leaky and edge waves. 

The importance of frequency spread in the generation of infragravity 
energy has been widely reported from field data and theoretical analysis. Sands 
(1982) showed theoretically that when peakedness of the frequency spectrum 
increased, so did the amplitude of long-period waves generated. 

This study is unique in that field wave gaging occurred prior to physical 
and numerical model studies. Numerical and physical models of Barbers Point 
Harbor were constructed to evaluate the resonant response of six different harbor 
expansion configurations; however, only results for the existing harbor layout will 
be discussed in this paper. Eight field wave cases were simulated in the physical 
model and compared to numerical and prototype results. To evaluate the 
importance of frequency spread on the generation of long-period waves, 18 
empirical seas were analyzed in which the width of the frequency spectra was 
varied. 

Description of Harbor 

Barbers Point Harbor is located on the southwest coastline of Oahu, Hawaii 
(Figure 1). The harbor complex presently consists of an entrance channel, deep- 
draft harbor, barge basin, and a resort marina (often referred to as West Beach 
Marina). The parallel entrance channel is 140 m wide, 945 m long, and 13 m 
deep (MLLW). The deep-draft harbor basin is 11.6 m deep, 670 m wide, and 610 
m long, covering an area of 0.37 sq km. Rubble-mound wave absorbers line app- 
roximately 1,400 linear meters of the inner shoreline of the harbor basin. The 
barge basin, located just seaward of the harbor on the south side of the entrance 
channel, is poorly sheltered from incident wave energy. It is 67 m by 400 m and 
is 7 m deep. The private West Beach Marina was built to the west of the deep- 
draft harbor. It shares the same entrance channel, is 4.6 m deep, and covers 
approximately 0.08 sq km. The marina was designed to accommodate 350 to 500 
pleasure boats. 
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Figure 1.   Project location 

Prototype Measurements of Waves 

Prototype measurements of waves were made in Barbers Point Harbor 
between July 1986 and March 1990 as part of the Monitoring Completed Coastal 
Projects (MCCP) Program and the Coastal Data Information Program (CDIP). 
These programs provide a network of real-time wave gages and are jointly 
sponsored by the Corps of Engineers, California Department of Boating and 
Waterways, and Scripps Institution of Oceanography (SIO). Figure 2 shows 
selected sites in the main harbor, entrance channel, and nearshore region. Bottom- 
mounted pressure gages were used to minimize interference with navigation 
(Briggs et al. 1994). 

A four-gage Sxy array was used offshore to measure incident directional 
spectra conditions in 8.4 m of water. Individual gages were used elsewhere to 
measure frequency spectra. Other gages included the offshore (Of) and onshore 
(On) gages, both located shoreward of the Sxy gage. Channel entrance (Ce) and 
channel mid-point (Cm) gages were located in the entrance channel, where 
navigation conditions were a consideration. Finally, a gage was located in the 
south (Sc) corner of the harbor to measure anticipated maximum amplification 
factors. 

A sampling scheme that collected both wind waves (energy) and long peri- 
od waves (surge) was designed. Initially, energy and surge were obtained from 
separate records collected by each sensor: 1,024 samples at 1.0 Hz for the energy, 
and 2,048 samples at 0.125 Hz for the surge. After January 1989, a system 
upgrade permitted a single record of 4.6 hr at 0.5 Hz (8,192 samples) inside the 
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harbor, or 1.0 Hz (16,384 samples) outside the harbor, to be collected by each 
sensor. 

Sampling interval was controlled by varying the call-up schedule in the 
software. The standard interval was every 6 hr in summer and every 3 hr in 
winter. A threshold routine was built into the system that automatically switched 
the interval back to 3 hr if significant wave height exceeded 1 m offshore, or 30 
cm in the harbor. On the 3 hr schedule, an enhanced sampling scheme provided 
a continuous record. 

The Sxy, Ce, Cm, and Sc gages were installed in July 1986. The Sxy gage 
experienced two major data gaps from cable failures when vessels pulling barges 
snagged the cable with their tow bridles. This problem was eliminated by moving 
the shore station to the navigation aid and re-routing the cable away from the 
entrance channel. Data from the second position of the Sxy (Sxy2 in Figure 2) were 
believed to be more reliable because this gage was further from the edges of the 

WAVE GAGES 
STONE OVERLAY 

BARBERS POINT 
EXISTING HARBOR 

WITH  FIELD  GAGES 

SCALE  IN  FEET 

500   0 1000       2000 
PROTOTYPE 

Figure 2.  Prototype gage locations 
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entrance channel and any refractive effects which might have influenced the first 
position of the array. Construction in the harbor caused longer gaps in the Sc 
gage. In January 1989, additional sensors were installed in the north (Nc) and 
east corners to improve spatial resolution. The east corner gages are labeled E, 
and Ej to differentiate the two different locations. At this time, the entire system 
was upgraded to the longer sampling scheme. 

Numerical Model Description 

The numerical harbor wave-response model, HARBD, was used to estimate 
wave oscillations in Barbers Point Harbor. HARBD is a steady-state finite 
element model which calculates linear wave oscillations in harbors of arbitrary 
configuration and variable bathymetry. The effects of bottom friction and 
boundary absorption (reflection) are included. Bottom friction is assumed to be 
proportional to flow velocity with a phase difference. Boundary reflection is 
based on a formulation similar to the impedance condition in acoustics and is 
expressed in terms of the wave number (i.e wavelength) and reflection coefficient 
of the boundary. The model uses a hybrid element solution method which in- 
volves the combination of analytical and finite element numerical solutions to 
determine the response of a harbor to an arbitrary forcing function. 

Numerical Model Formulation 

In model formulation for arbitrary depth water waves (i.e., shallow, inter- 
mediate, and deep water waves), the water domain is divided into near and semi- 
infinite far regions. The near region includes the harbor and all marine structures 
and bathymetry of interest and is bounded by an artificial 180 deg semicircular 
boundary offshore of the harbor entrance. The far region is an infinite 
semicircular ring shape bounded by the 180 deg semicircular boundary of the near 
region and the coastline. The semi-infinite far region extends to infinity in all 
directions and is assumed to have a constant water depth and no bottom friction 
(Chen and Houston 1987). The finite near region, which contains the area of 
interest, is subdivided into a mesh of nonoverlapping triangular shaped elements. 
The length of side of each element is determined from the desired grid resolution 
and design wave parameters. The water depth and bottom friction coefficient are 
specified at the centroid of each element, and a reflection coefficient is assigned 
to each element along the solid, near region boundaries. The model requires wave 
period and direction as input. The solution consists of an amplification factor 
(i.e., the ratio of local wave height to incident wave height) and a corresponding 
phase angle for each grid point in the near region. Phase angle represents the 
difference in phase between the grid point and the incident wave. Contour plots 
of the amplification factors and corresponding phase angles are used to determine 
oscillation patterns occurring throughout the harbor. 

The governing partial differential equation is derived through application 
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of linear wave theory to the continuity and momentum equations. All dependent 
variables are assumed to be periodic in time with angular frequency, w. These 
steps yield the generalized Helmholtz equation (Chen 1986). 

The HARBD model is intended to simulate waves which can be adequately 
described by the governing generalized Helmholtz equation. Therefore, HARBD 
does not simulate nonlinear processes such as wave breaking, wave transmission 
and overtopping of structures, entrance losses, steep bathymetric gradients, and 
wave-wave and wave-current interaction. Fortunately, these limitations are not 
dominant for many harbors and HARBD can be applied with some degree of 
confidence. Since nonlinear processes naturally occur in the prototype, consider- 
ation of these effects must be taken in interpretation of results. 

A hybrid element method is used to solve the boundary value problem. In 
this solution, a conventional finite element approximation is used in the finite near 
region, while an analytical solution with unknown coefficients is used to describe 
the semi-infinite far region. Conditions in the near and far regions must be 
matched along the artificial semicircular boundary. This requirement is met by 
HARBD routines which automatically match the solutions, using the stationarity 
of a functional, to a series of Hankel Functions which give the solution for the 
semi-infinite far region (Farrar and Chen 1987). The hybrid element numerical 
techniques used in the formulation are discussed in greater detail in Chen and Mei 
(1974). 

Numerical Model Calibration 

The numerical model grid was designed with a grid resolution, the length 
of each element, equal to approximately one-sixth of the local wavelength, based 
on linear wave theory using a wave period of 10 sec and the localized water depth. 
After the grid was generated, individual monochromatic waves with periods from 
45 to 24,576 sec were run at increments of 0.00004069 Hz (1/24,576 sec) and the 
results were compared to the prototype data. 

The HARBD numerical model has two free parameters which can be ad- 
justed to match prototype data: bottom friction and reflection coefficients. Other 
nonlinear processes such as dissipation at the sidewalls and entrance are not 
included in this model. The boundaries for these long-period waves were felt to 
be nearly perfectly reflecting. The bottom friction coefficients, however, should 
be a function of the type of bottom material as a function of the wave period and 
corresponding wavelength. Therefore, the bottom friction coefficients were varied 
to calibrate the model predictions to the measured prototype values at each 
frequency peak or mode. 

The HARBD model computes a standing wave for a given frequency. For 
a low frequency, or very long wavelength, the entire harbor responds as if it were 
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a reflecting wall. A standing wave against a reflecting wall has a height of twice 
the incident wave. Therefore, the low-frequency wave height amplitudes predicted 
by HARBD for input frequencies between 0.000122 (8,196 sec) and 0.001343 
(745 sec) were divided by two. Only the Helmholtz mode (or pumping mode of 
the harbor) was affected by this criteria because the wavelength of this wave 
encompasses the entire domain of the harbor and outer region to the Sxy gage. 

The model was then tested at 0.00004069 Hz frequency increments with 
varying bottom friction coefficients. Resulting wave height amplifications from 
each test were compared with prototype measurements to investigate the reduction 
of wave energy due to the increase of bottom friction. This procedure was 
repeated until an accurate match of wave height amplification between the model 
predictions and prototype measurements was possible. 

Physical Model Design 

An undistorted, three-dimensional model of Barbers Point Harbor was 
constructed at a model-to-prototype scale Lr = 1:75, in accordance with Froude 
scaling laws. The nearshore area extends to the 30.5 m MLLW contour and 
includes approximately 1,065 m on either side of the entrance channel. Total area 
of the model was over 1,000 m2. 

Waves were generated with the directional spectral wave generator 
(DSWG) which can produce directional seas at multiple periods. The (DSWG) is 
an electronically controlled, electromechanical system, designed and built by MTS 
Systems Corporation, Minneapolis, MN. It is 90 ft long and consists of 60 
paddles, each 1.5 ft wide and 2.5 ft high. Each wave paddle is independently 
driven at its joint by an electric motor operating in piston mode. This configura- 
tion, along with flexible plastic plate seals between the paddles, produces a 
smoother, cleaner wave form (Outlaw and Briggs 1986, Harkins 1991). 

Physical Model Wave Conditions 

Eight field events and eighteen empirical unidirectional spectral wave 
climates were generated. The eight field events were chosen from prototype wave 
data to obtain the largest wave height and a representative range of wave periods 
and direction within model constraints. All eight wave conditions represent rare 
events because of their large wave heights. 

Directional spectra were recorded at the Sxy gage for the eight field events 
chosen. A control signal file for the 60-paddle DSWG was generated by 
reproducing 30 frequency bins from 0.01 - 0.3 Hz (prototype units) at 2.5° 
directional bins. Random phase was applied to the control signal generation and 
thus the long-period waves were not bound to the shorter period waves at the 
wavemaker. An iterative process was used until a suitable control signal spectrum 
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was obtained (Briggs et al. 1994). 

The entrance channel is aligned approximately S45°W with the principal 
wave direction of the eight cases distributed around this direction. Table 1 shows 
the wave parameters for the simulated field wave cases. 

Table 1 
Simulated Target Wave Conditions 

No. 

Peak 
Period 
sec 

Significant 
Wave Ht 
ft 

Average 
Direction 
deg 

Spread 
deg 

1 12.6 7.1 80 15 

2 7.7 9.8 38 17 

3 8.3 7.1 45 19 

4 10.0 7.4 63 16 

5 9.1 10.2 58 7 

6 16.7 6.5 43 14 

7 16.7 8.2 43 9 

8 14.2 7.1 45 9 

The eighteen 
empirical cases consisted of 
three prototype wave periods 
(7.69, 11.11, and 16.67 sec), 
three principal directions 
(perpendicular to the shoreline 
and 25 and 30 deg on either 
side of the orthogonal) and 
two spectral peakedness 
parameters (7=3.3 a broad 
spectrum, and 7=7.0 a narrow 
spectrum). 

Long-Wave Harbor Response 

Okihiro (1993) postu- 
lates that both bound and free 

infragravity waves are the forcing function for harbor resonance at Barbers Point 
Harbor. Infragravity waves are long-period waves in the range of 25 to 200 sec 
on the Pacific coast. Infragravity wave heights are much smaller than wind-wave 
heights, typically only 10 percent as large. Bound infragravity waves are non- 
linearly forced by and coupled to wave groups. Bound long waves appear to be 
the controlling mechanism when swell energy outside the harbor is large (Bowers 
1977, Mei and Agnon 1989, Wu and Liu 1990). For this condition, it may be 
possible to predict harbor resonance given the wind-wave spectrum outside the 
harbor. Also, they found that wind-wave energy present at swell frequencies 
produces more bound wave energy than the equivalent amount of energy in sea 
frequencies. 

Recent research (Okihiro and Seymour 1992, Elgar et al. 1992, Herbers 
et al. 1992, Bowers 1993) indicates that free long waves, in the form of leaky or 
edge waves, are important and may contribute the bulk of infragravity energy in 
depths corresponding to the Sxy location. Leaky waves are generated in shallow 
water and reflected or radiated seaward to the open ocean. Edge waves are 
generated and radiated seaward like leaky waves but become trapped on the conti- 
nental shelf due to reflection and refraction and propagate in the longshore direc- 
tion. Bound waves may even be a source of free infragravity waves in shallow 
water.   The discontinuity of bound infragravity waves across the harbor mouth 
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may nonlinearly generate free infragravity waves. These free waves would then 
have energy comparable to bound long waves from outside the harbor. 

Outside Barbers Point Harbor, Okihiro and Seymour (1992) found a near- 
shore coupling between infragravity and wind-wave energy, with a larger infra- 
gravity wave height for swell conditions than for higher frequency sea waves. 
Inside the harbor, they found that infragravity wave heights were highly correlated 
with infragravity wave heights measured outside the harbor. Furthermore, 
infragravity wave heights increased as swell energy increased outside the harbor. 

Prototype Analysis Methods 

The amplification factor A(f), which is a function of frequency, was used 
to compare the long-period wave height outside the harbor with the long-period 
wave energy inside the harbor.  A(f) is defined as 

Mf)-^B (i) 

where Gxx and Gyy are the input and output auto-spectral density functions. The 
Sxy gage value is used as the input and the harbor gages values are used as the 
output. Estimates of the auto-spectral density functions Ga(f) and G^<f) were 
obtained for each data record by breaking the 4.6-hr-long time series into 2.3-hr 
records and ensemble averaging the two raw spectral density functions. Estimates 
of the amplification factor A (ft were calculated from a linear regression on G^ff) 
and Gyy(f) from all the records as shown in Figure 3 (Lillycrop et al. 1993). 

Physical Model Analysis Methods 

In the physical model, a slightly different analysis method called transfer 
function estimates was utilized.   The transfer function is defined as 

\H(f)\=^S^l (2) 

where Gxy(f) is the cross-spectral estimate between input x and output y channels 
and Gxx(f) is the auto-spectral estimate for the input x channel. The auto- 
spectral estimate is just the frequency spectrum for the Sxy2 gage for each wave 
case. Cross-spectral estimates are similar to auto-spectral estimates except that 
both input Sxy2 and output harbor gages are used in the calculation. One advantage 
of the cross-spectral analysis over the auto-spectral analysis is that the estimate is 
not as easily biased by noise in the input or output signal (Briggs 1981). For the 
transfer function for the south gage (Sc), the cross-spectral estimate contains 
information from both the Sxy2 and Sc gage. A single line was plotted on Figure 3 
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by averaging the transfer function for the eight wave cases.   This increased the 
statistical confidence of the results. 

Numerical Model Analysis Methods 

To analyze long period harbor response in the numerical model, individual 
monochromatic waves with an amplitude of one were input with direction 
perpendicular to the bottom contours. The increment between wave frequency was 
0.000041 Hz (1/24,576 sec) for wave periods between 45 and 24,576.1 sec. Since 
the numerical model was tested at three times the frequency of the analyzed 
prototype measurements, the results were averaged over wave periods one 
increment above and one increment below the prototype frequencies, analogous 
to band averaging. This was done so that the numerical frequencies matched those 
of the prototype. The single line shown in Figure 3 is thus made up of numerous 
runs. Since the input wave has unit amplitude, the amplification factor is simply 
the value of the wave amplitude at a particular location. 

Model Comparison 

Frequency response of prototype and physical and numerical models is 
shown in Figure 3. As can be seen, there is good agreement between the three. 
Values greater than one represent harbor resonance, since there is more energy at 
that particular frequency inside the harbor than outside. One might note that the 
physical model does not replicate the longest period resonant mode. This is 
because limited duration experimental runs were conducted and these long-period 
modes were not extractable from the data record. 

Since the numerical model was tuned to existing conditions of the 
prototype, one would expect the results to be very similar. The reason for 
calibrating the numerical model was to investigate alternative harbor layouts. 

The prototype results inherently show the effects of both free and bound 
infragravity wave energy, since both components are present in nature. The 
physical model was run under extreme wave events and in nature bound waves 
would be the principal component in the infragravity spectra for these wave 
conditions. To avoid reflections of wind waves off the sidewalls, wave absorbers 
were placed along the perimeter of the model. This also dampened the leaky wave 
energy released at the breaker zone which then would have to reflect off the side 
walls before propagating into the area of interest. Infragravity energy found in the 
physical model was generated from nonlinear interactions of the wind wave 
spectra. 

Waves generated in the numerical model are analogous to free leaky waves. 
The numerical model is linear and is not capable of modelling nonlinear 
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mechanisms important for the generation of infragravity wave energy. 

Independent of the forcing mechanism of infragravity waves, the harbor 
response is a function of harbor geometry.   The numerical and physical model 
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Figure 3.   Transfer functions for existing harbor 
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accurately predict the harbor response. 

Importance of Frequency Spread 

The transfer functions shown in Figure 3 for the four corners show 
amplification or reduction of long-period waves between the Sxy2 gage and the four 
corner gages. To calculate the amplitude of the long-period wave at a particular 
period inside the harbor, the amplitude of that wave outside the harbor must be 
known. In nature, there are always some low-amplitude long-period waves 
present, and in most cases these low levels do not interfere with ship mooring or 
navigation. One aspect that does appear to be important in the growth of 
infragravity wave energy is the peakedness of the spectra in the frequency domain. 

The JONSWAP spectrum proposed by Hasselman (1973) is characterized 
by a parameter called the peak enhancement factor, 7, which controls the 
peakedness of the frequency spectra (Goda 1985). A peakedness parameter 
7=3.3 (broad spectrum) was found to be the average for the results of the joint 
wave observation program and is characteristic of sea waves. Waves that have 
travelled long distances (on the order of 9,000 km) exhibited narrow banded 
spectrum on the order of 7=8-9 (Goda 1983). 

To ascertain the importance of the peakedness parameter on generation of 
infragravity energy, seven gages were located along the 30-m depth contour 
(offshore gage array) and seven gages were located along the 8.5-m contour 
(nearshore gage array). The eighteen empirical wave cases then were run with 
two peakedness parameters. The zeroth moment irio or sum of the energy spectra 
between 25 and 660 sec was used to evaluate the growth of infragravity wave 
energy. By averaging results between the nine broad-band spectra for the fourteen 
different wave gages, there was a 183 percent increase in the infragravity wave 
energy between 30m and 8.5m. The nine narrow band spectra cases showed a 
growth of 224 percent between the offshore and nearshore gage arrays. 

A comparison between the spectral response of two wave cases with 
identical parameters, except the peakedness parameter, is shown in Figure 4. The 
general trend shows an increase in the infragravity wave energy for the narrow 
band spectra. 

Summary 

Results from the physical and numerical models were compared against 
prototype data. Harbor response of the physical and numerical models showed 
good agreement with field data. Slightly different analysis techniques were used 
by each but the final results produced by each technique are comparable. 
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Figure 4.   Comparison of infragravity growth between broad 7 = 3.3, and 
narrow 7=7.0 spectra. 

Comparisons between the physical model, numerical model and field data 
show the resonant response of the harbor. The amplitude of long period waves 
in the harbor is a function of wave amplitude outside the harbor. One aspect that 
is important for the evolution of infragravity wave energy outside the harbor is the 
spectral shape of the wind wave energy in the frequency domain. The growth of 
infragravity wave energy was evaluated between 30m and 8.5m water depth. 
Empirical wave spectra with two peakedness parameters were analyzed. The 
physical model showed that more infragravity wave energy evolved from the 
narrow banded spectra then evolved from the broad banded spectra. 

Acknowledgements 

The authors wish to acknowledge Headquarters, U.S. Army Corps of Engineers, 
U.S. Army Engineer Division, Pacific Ocean (POD), and Harbors Division, 
Department of Transportation (HDOT), State of Hawaii for authorizing publication 
of this paper. It was prepared as part of a joint effort among the Civil Works 
Research and Development Program, Monitoring Completed Coastal Projects 
Program, POD, and DOT. The author would also like to thank the following 
individuals for their assistance and participation in this project: Messrs. Stan Boc, 
Dennis Markle, Edward Thompson, Ernie Smith, Frank Sargent, David Daily, 
Hugh Acuff, Larry Barnes and Mses. Debra R. Green and Linda Lillycrop. 



RESONANT FORCING OF HARBORS 819 

Bibliography 

Bowers, E.C. (1977). "Harbor Resonance Due to Set-Down Beneath Wave 
Groups," J. Fluid Mech., 79, pp 71-92. 

Bowers, E.C. (1993). "Low Frequency Waves in Intermediate Depth," Pro- 
ceedings of 23rd International Conference on Coastal Engineering (ICCE). 

Briggs, M. J. (1981). "Multichannel Maximum Entropy Method of Spectral 
Analysis Applied to Offshore Structures," M.S. thesis, Massachusetts Institute of 
Technology. 

Briggs, M. J., Lillycrop, L. S., Harkins, G. S., Thompson, E. F., and Green, D. 
R. (1994). "Physical and Numerical Model Studies of Barbers Point Harbor, 
Oahu, Hawaii," Technical Report CERC-94-14, U.S. Army Engineer Waterways 
Experiment Station, Vicksburg, MS. 

Chen, H. S. (1986). "Effects of Bottom Friction and Boundary Absorption on 
Water Wave Scattering," Applied Ocean Research, Vol 8, No. 2, pp 99-104. 

Chen, H. S. and Houston, J. R. (1987). "Calculation of Water Oscillation in 
Coastal Harbors: HARBS and HARBD User's Manual," Instruction Report 
CERC-87-2, U.S. Army Engineer Waterways Experiment Station, Vicksburg, MS. 

Chen, H. S., and Mei, C. C. (1974). "Oscillations and Wave Forces in an 
Offshore Harbor, "Report No. 190, Department of Civil Engineering, Massa- 
chusetts Institute of Technology, Cambridge, MA. 

Elgar, S., Herbers, T. C, Okihiro, M., Oltman-Shay, J., and Guza, R. T., 
(1992). "Observations of Infragravity Waves," Journal of Geophysical Research, 
Vol 97, No. CIO, 15573-15577. 

Farrar, P. D., and Chen, H. S. (1987). "Wave Response of the Proposed Harbor 
at Agat, Guam: Numerical Model Investigation," Technical Report CERC-97-4, 
US Army Engineer Waterways Experiment Station, Vicksburg, Miss. 

Goda, Y. (1985) Random Seas and Design of Maritime Structures. University of 
Tokyo Press, Toyko, Japan. 

Goda, Y. "Analysis of Wave Grouping and Spectra of Long-Travelled Swell", 
Rept. Port and Harbour Res. Inst., Vol 299, 1983, pp. 3-41. 

Harkins, G. S. (1991). "Sensitivity Analysis For Multi-Element Wavemakers," 
Thesis presented to the University of Delaware in partial fulfillment of the 
requirements of the Degree of Masters of Applied Science. 



820 COASTAL ENGINEERING 1994 

Hasselman, K. et al. Measurement of Wind Wave-Growth and Swell Decay 
During the Joint North Sea Wave Project (JONSWAP), Deutsche Hydr. Zeit, 
Reiche A (8°), No. 12, 1973. 

Herbers, T. C, Elgar, S., Guza, R. T., and O'Reilly, W. C. (1992). "Infra- 
gravity-frequency (0.005-0.05 Hz) Motions on the Shelf," Proceedings of 23rd 

International Conference on Coastal Engineering (ICCE). 

Lillycrop, L. S., Briggs, M. J., Harkins, G. S., Boc, S. J., and Okihiro, M. S. 
(1993b). "Barbers Point Harbor, Oahu, Hawaii monitoring study," Technical 
Report CERC-93-18, U.S. Army Engineer Waterways Experiment Station, 
Vicksburg, MS. 

Longuet-Higgins, M. S. (1962). Resonant Interaction Between Two Trains of 
Gravity Waves, J. Fluid Mech., Vol 12, pp 321-332. 

Mei, C.C., and Agnon, Y. (1989). "Long-Period Oscillations in a Harbor Induced 
by Incident Short Waves," J. Fluid Mech., Vol 208, pp 595-608. 

Okihiro, M., (1993). "Seiche in a Small Harbor," Dissertation presented to the 
Scripps Institution of Oceanography, University of California, San Diego, in 
partial fulfillment of the requirements of the Degree of Doctor of Philosophy in 
Oceanography. 

Okihiro, M., and Seymour, R. J. (1992). "Barbers Point Harbor Resonance 
Study," Scripps Institute of Oceanography, (unpublished manuscript), pp 1-26. 

Outlaw, D. G., and Briggs, M. J. (1986). "Directional Irregular Wave Generator 
Design for Shallow Wave Basins," 21st American Towing Tank Conference, 
August 7, Washington, D.C., pp 1-6. 

Sands, S. E., (1982) Long Waves in Directional Seas, Coastal Engineering, 6, 
195-208. 

Wu, J.-K., and Liu, P.L.-F. (1990). "Harbor Excitations by Incident Wave 
Groups," J. Fluid Mech., Vol 217, pp 595-613. 



CHAPTER 60 

Numerical Simulation of the 1992 Flores Tsunami in Indonesia 
: Discussion on large runup heights in the northeastern Flores Island 

Fumihiko Imamura1, Tomoyuki Takahashi2 and Nobuo Shuto3 

ABSTRACT - Tsunami source model is disscused by numerical analysis for the 1992 
Flores Island, Indonesia. Computed results with the composite fault model with two 
different slip values show good agreements with the measured run-up heights in the 
northeastern part of Flores Island, except for those in the southern shore of Hading 
Bay and at Riangkroko. The landslides in the southern part of Hading Bay could 
generate local tsunamis of more than 10 m, which could be the reason of discrepancy 
between the measured and computed one. The circular-arc slip model proposed in this 
study for wave generations due to landslides shows better results than the subsidence 
model. It is, however, difficult to reproduce the tsunami run-up height of 26.2 m at 
Riangkroko, which was extraordinarily high compared to other places. Two villages 
located on the southern coast of Babi Island, back side of the tsunami source region, 
received severe damages. The simulation model shows that the reflected wave along 
the northeastern shore of Flores Island, accompanying a high hydraulic pressure, 
could be the main cause of huge damages in the southern coast of Babi Island. 

INTRODUCTION 

On 12 December 1992, a earthquake of 7.5 Ms and accompanying destructive 
tsunami struck the northeastern coast of Flores Island (Figure 1). 1,713 casualties and 
2,126 injured , half of which were due to tsunami, were reported [Tsuji et al., 1993]. 
An extremely large tsunami run-up height of 26.2 m was measured at Riangkroko in 
the northeastern peninsula of Flores Island. There are only two examples in this 
century — the 1933 Sanriku earthquake tsunami and the 1993 Hokkaido nansei-oki 
earthquake tsunami — in which more than a 20 m tsunami run-up height has been 
observed. 

An International Tsunami Survey Team (ITST) consisting of engineers and 
scientists from Indonesia, Japan, U.K., Korea and U.S. conducted a field survey 

i Assoc.Prof., School of Civil Eng., Asian Inst. of Tech., G.P.O.Box 2754, 
Bangkok 10501, Thailand. 

2 Res. Assoc, Disaster Control Research Center, Tohoku Univ., Aoba, Sendai 980, 
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3 Prof., Disaster Control Research Center, Tohoku Univ., Aoba, Sendai 980, Japan. 
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along the northeastern   coast of Flores Island   and smaller offshore islands, and 
measured tsunami run-up heights as shown in Figure 2. 

In this paper, two of problems ITST pointed out are selected because of their 
important role in preventing tsunami disasters in the future. First is that run-up heights 
at Riangkroko and at Uepadung and Waibalan in Hading bay of 17.3 - 26.2 m and 
more than 10 m, respectively, are surprisingly larger than those on the western part of 
Flores Island[Gonzalez et al., 1993] (Figure 2). Second is the damage at two villages 
in Bali Island, which are located on the back side of tsunami source where usually 
damage due to tsunami is not large. 

6 s 

115   E 120 

Figure 1 Map of tectonic and epicenter of earthquake in Flores Island which is located 
in the back arc of eastern Sunda and western Banda thrusts. 

|Palu Is. 2.8m  \/ 
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Figure 2 Measured tsunami run-up heights in meter in the eastern Flores Island and the 
tsunami source [Tsuji et al., 1993]. A general trend of increasing run-up height from 
west to east in this region is significant. The symbols of cross indicate the location of 
landslide in the Hading Bay. 



SIMULATION OF 1992 FLORES TSUNAMI 823 

TSUNAMI SOURCE MODEL 

Our initial tsunami model uses one fault model, Model-A in Table 1: the quick 
Harvard CMT solution [ event file M121292Y]. Taking into account the tectonics in 
this region, that is thrust in the back arc [Hamilton, 1988], a shallow dip thrust fault as 
the source with (strike,dip, slip) = (61°,32°,64°) is selected. According to the 
distribution of the aftershocks determined by the United State Geological Survey 
(USGS), the fault plane is estimated to be 100km long and 50km wide. Thus an 
average dislocation of 3.2 m can be determined by using a rigidity of 4.0x10! i 
dyne/cm2. 

Table 1 Fault parameter of the 1992 Flores earthquake 
Mo Depth Strike Dip   Slip Length Width Dislocation 

(xl027dyn- ;m) (km) (deg)(deg) (deg) (km) (km) (m) 
Model-A 6.4 15 61     32       64 100 50 3.2 
Model-B 

(East) 1.6 15 61     32       64 50 25 9.6 
(West) 4.8 15 61     32       64 50 25 3.2 

Model-C 
(East) 1.6 3 61      32       64 50 25 9.6 
(West) 4.8 3 61      32       64 50 25 3.2 

Figure 3 Computational region and geometry, countor of water depth, in the 
northeastern Flores Island. Spatial grid size of 300 m is used. 
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A numerical simulation of tsunami generation and propagation, the TUNAMI - 
Nl code [Shuto et al. ,1990 and Imamura et al. ,1992], was carried out using this 
fault model. The area for computation is shown in Figure 3. The lack of detailed 
topographical data in shallow region and on the land makes it difficult to carry out 
run-up simulation. Therefore the computed maximum levels along the coastline are 
directly compared with the measured run-up heights. The computational condition is 
summarized in Table 2. 

Table 2 Computational condition 
Governing Equation Shallow water theory (nonlinear theory) 
Spatial grid siz 300 m 
Time step 1 sec 
B.C. of coastal line Perfect reflection condition (vertical wall) 
Reproduction time 1 hour 

The computed results with Model-A are smaller than the measured run-up 
heights in the eastern part, suggesting that the slip value on the eastern side of the fault 
might have been larger than that on the western side. After several trials, a composite 
fault model with different slip values : 3.2 and 9.6 m was, therefore, proposed 
[Imamura & Kikuchi, 1994]. In this model, the seismic moment of 6.4xl027 dyne-cm 
is kept and both segments have the same fault area of 50 km long and 25 km wide ( 
Figure 4). The crustal movements estimated by the composite fault model with a depth 
of 3 km coincides with the crustal deformation measured by Tsuji et al. (1993). 
Computed results using composite model, Model-B and C, are compared to the 
measured run-up heights in Figure 5, which shows that the numerical model with the 
composite fault model reproduces well the distribution of the measured tsunami 
heights along the northeastern coastline of Flores Island, except for the southern shore 
of Hading Bay and Riangkroko. 

Depth=3km 

Figure 4 Composite fault model [Imamura & Kikuchi, 1994] and its vertical 
displacement of ground. Moment release in the eastern part is larger than that in the 
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western part. 
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Figure 5 Comparison between the measured run-up heights and the computed 
maximum water level along the northeastern coast of Flores Island. Computed result 
show a good agreement with the measured one except for Uepadung, Waibalan and 
Riangkroko. 

TSUNAMI IN HADING BAY AND RIANGKROKO 

Landslide in Hading Bay 
As shown in Figure 5, the measured run-up heights of 10.6 m at Waibalan and 

7.6 - 11.0 m at Uepadung in the southern shore of Hading Bay are much higher than 
those at other places in this bay such as Pantai Lato and Pantai Leta, and the computed 
results with composite fault model. It is possible that abnormal run-up heights were 
generated by not only earthquake but another geological agents. ITST noticed large 
landslides along the southern shore of Hading Bay [ Yeh et al, 1993] and reported that 
the landslide shear planes are almost vertical, forming a steep and vertical cliff along 
the present shoreline and its area is approximately 150 m wide and 2 km long. The 
large run-up heights observed are limited to the area of subaqueous slumps, 
suggesting a possibility that they were caused by landslide-generated waves rather 
than tectonic tsunami waves. 

"Wave Generation Model due to Landslide 
Until now several models for wave generation due to landslides, ranging from 

the inflow volume method and unit-width discharge method [Ming & Wang, 1993] to 
two-dimensional boxes dropped vertically at the end of a semi infinite channel [Noda, 
1970] have been proposed. Yet, all these methods cannot be applied directly to the 
present case, because higher tsunami heights were observed not on the opposite side 
the landslide area but along the landslide and its surrounding area. In addition, the 
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observed run-up were higher than the level of the top of the landslide. In the present 
study two models, subsidence and circular-arc slip model ( Figure 6), are proposed 
[Gica, 1994], because the cavity formed by a sudden collapse could generate a wave 
propagating toward the coast. In the discussion for wave generation due to landslides, 
the run-up modeling is used. Numerical condition that the averaged depth, 20 m, and 
height of land, 8 m, is estimated from the field survey, but the radius of circular-arc 
slip, 30 m, and property of soil are assumed here because there are no data about 
them. Assuming the same maximum vertical displacement in both models, the 
computed results showed that the wave run-up height, 3.9 m, of the subsidence model 
is half that of the circular-arc slip model, 8.2 m. The reason is that the toe of the 
landslide mass in the circular-arc slip model increases the sea bottom, which causes the 
disturbances of water surface propagating toward the coastal line. The maximum run- 
up heights of the circular-arc slip model is 8.2 m and almost same as that of the 
ground level. The above result suggests that the circular-arc slip model is more suitable 
to reproduce the tsunami of more than 10 m in height. Unfortunately the lack of field 
data such as landslide scale under the sea, and soil properties, does not allow us to 
compare the computed values with the measured in Hading Bay. 

Failure surface 

Subsidence Model 

Figure 6 Subsidence (left) and circular-arc slip (right) models for the wave generation 
due to landslides. The deformation sea bottom is calculated every steps based upon 

two models, c; soil cohesion, (|>;soil friction angle, g: gravitaional acceleration. 

Riangkroko 
An extremely large tsunami run-up was measured at the small village of 

Riangkroko (Figure 7), where 137 people lost their lives (population 406 prior to the 
event). The village is located at the mouth of a small river, the Nipar River, with its 
northwestern side facing the Flores Sea. Offshore from the village there is a 
remarkable steep slope of sea bottom, which is similar to the case of Okushiri Island in 
the 1994 Hokkaido Nansei Oki earthquake tsunami. The maximum run-up height 
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measured at Riangkroko was 26 m and the average of heights based on four different 
tsunami marks was 19.6 m, indicating that the magnitude of the tsunami run-up is 
probably not an isolated local phenomenon like wave splash-up. Figure 5 shows that 
the computed results are much smaller than the measured at Riangkroko. The ratio of 
the measured to the computed values is more than 5, which is considerably large. 
The reason of such a large run-up height and discrepancy to the computed results 
should be explained, however no significant geological phenonema such sa landslide 
at Hading bay was observed on the land. A propagation process on the steep slope of 
sea bottom could cause the significant amplification of wave, or another geophysical 
phenomena such as submarine landslide could generate wave. For further 
discussions, a field investigation on this area and a numerical analysis with the more 
detailed topography at the offshore and on the land are required. 

Riangkroko 

Runup height in meter 

Figure 7 Inundation area and tsunami run-up at Riangkroko. All houses were 
completely washed away by tsunami. Numerals in pareuthese are the inundated 
tsunami heights. 

H UGE DAMAGE IN BABI ISLAND 

Babi Island 
Babi Island (Figure 8) received 

significant damage with 263 casualties for 
1,100 residences, and a complete loss of all 
houses. Measured tsunami run-up heights are 
5.6 m in the Christian village and 3.6 m in the 
Moslem village. A maximum of 7.2 m was 
measured on the cliff in the western side of 
the island. Although the run-up heights are 
not as high as those at other damaged places, 
the damage due to tsunamis was quite severe. 

Christian v 

2.5 km  > 

5.6m 

illage 

Figure 8 Map of Babi Island. 
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Babi Island is about 5 km offshore from Flores. It has a conical shape with a 351 
m summit elevation and approximately 2 km in diameter. The northern shore faces the 
Flores Sea and has a wide coral reef, while the southern shore where the two villages 
were located has a much narrower reef. Even when strong wind waves and swells of 
the Flores Sea attack from the north, wave conditions on the southern side are usually 
calm, because most incoming wave energy is dissipated on the wide coral reef on the 
northern side [Yeh etal, 1993]. However, southern part of the island severely received 
damages due to tsunami current rather than large wave. 

Reflected Waves and Hydraulic Pressure 
In order to explain why the southern coast of Babi Island suffered huge damages 

due to the tsunami, a numerical simulation with the same condition shown in Table 2 
was carried out specifically focusing on Babi Island. Figure 9 shows the water 
elevation contours and the current vector distributions around this island from 4 
minutes to 10 minutes after tsunami generation. Figure 10 shows the time histories of 
water level, velocity, and hydraulic pressure in front of the Moslem village. The 
hydraulic pressure is defined as follows [Aida, 1977]; 

[Hydraulic Pressure (m3/s2)] = 
[Tsunami Inundated Height (m)] x [Current Velocity (m/s)]2        (1) 

It is noticed that current velocity makes effect on hydraulics pressure more than tsunami 
height. 

40       50       60       70 

Figure 9 Water elevation contours with intervals of 1 m and current vectors around 
Babi Island. The first wave was reflected along the northern shore of Flores Island at 8 
minutes after earthquake and attacked the southern coast of Babi Island. 
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Hatori's(l984) empirical result of the relationship between damage on houses and 
hydraulic properties showed that the hydraulic pressure is the most suitable parameter 
to estimate the degree of house damages. Figures 9 and 10 show that the first wave 
attacked the island from the north direction with not a high hydraulic pressure , but the 
same wave was reflected off the coast of Flores Island and again attacked Babi Island 
on the southern part accompanied by a high hydraulic pressure. This result is 
consistent with the eyewitnesses at this island. In addition, the island is located at the 
nodal point of the standing wave generated along the coast of Flores Island.suggesting 
that the wave height is small whereas the current is large. 

Water level(m) 
7,38 

Hydraulic pressureCmW) 

15.00 
10.00 
5.00 
o.oo 

Figure 10 Time histories of water level, velocity and hydraulic pressure. The positive 
values of velocity compoment indicate that tsunami propagate from the northern side 
to the southern one. 

Measured and Computed Hydraulic Pressure 
We could estimate hydraulic pressure and velocity at Wuring near Maumere by 

measuring the tsunami traces on the wall of the Mosque [Matsutomi, 1993; Imamura et 
al, 1993] (see Figure 11). Here almost all of the wooden houses were destroyed due 
to the tsunami. Applying the Bernoulli theorem by assuming energy conservation 
between the front and back of the Mosque, we calculated the velocity to be 2.7 - 3.6 
m/s and the hydraulic pressure to be 6.2 - 15.2 m3/s2. This estimation coincides with 
Hatori's(1984) criterion that the hydraulic pressure over 5-9 m3/s2 corresponds to 
damage of over 50 %. The result of the present simulation, a velocity of 2.38 m/s and 
a hydraulic pressure of 7.70 m3/s2, agreed with the estimated data well, which supports 
the accuracy and reliability of this simulation model. In terms of numerical results, the 
places recorded the hydraulic pressure over 10 m3/s2 are Babi Island, Waibalan, Pantai 
Lato and Riangkroko. Surprisingly the hydraulic pressure at Riangkroko is over 30 
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0.91m 

.;.";.;.;.;.;.;.; 17.7m ; 

• Tsunami Traces  '••'•• 

Direction of Flow 

i 1.19m if:;:::    I 156m     ^~ 

Ground Level. 1.63m 

Figure 11 Tsunami traces on the mosque at Wuring, which are used to estimated the 
current velocity and the hydraulic pressure. 

CONCLUSIONS 

The landslide found in the southern shore of Hading bay could generate local 
waves which are much higher than those obtained by the tsunami simulation with only 
crustal movement. A new model for wave generation due to landslide, circular-arc slip 
model, is proposed. This model might reproduce higher run-up heights along the 
coastline than the subsidence model. The tsunami run-up height at Riangkroko was 
extraordinarily high compared to other places. The wave propagation process on a 
steep slope of sea bottom as well as the geological agents such as submarine landslide 
could be related to this data. Numerical model shows that the reflected wave along the 
northeastern shore of Flores Island is the main cause of huge damages in southern 
Babi Island. The computed hydraulic pressure and velocity at Wuring is well 
corresponding to the measured one. 
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CHAPTER 61 

A Comparative Evaluation of Wave Grouping Measures 

E.P.D. Mansard1 and S.E. Sand2 

ABSTRACT 

This paper describes the limitations associated with some of the wave 
grouping measures that are currently available in the literature. A brief review 
of the new concepts that have been proposed recently to overcome these 
limitations is also included in it. 

Extensive analysis of prototype waves is carried out worldwide to establish 
a relationship between the degree of grouping in waves and their variance 
spectral density. But some of these analyses have been unable to identify any 
relationship because of the statistical variability inherent to records of finite length. 
A brief discussion of this variability is included in this paper. 

INTRODUCTION 

The occurrence of wave groups and their importance are well recognized 
by the engineering community. During the last fifteen years, many studies have 
illustrated the relevance of wave groups to the design of maritime structures. 
Much research is therefore being carried out in this field and their main objectives 
can be summarized as follows: 

(i) to develop an adequate measure of the degree of grouping; 
(ii) to establish a statistical model for the wave groups; and 
(iii) to achieve a better understanding of the effect of wave groups on 

structural response. 

Several measures have been proposed to quantify the degree of grouping 
in a sea state, but none of them seems fully adequate for practical use. Some 
of the limitations of these measures are reviewed in this paper, using numerical 
simulation. 

1Senior Research Officer, Coastal Engineering Program, IMD, NRC. 
2Manager, Marine Simulation Department, Danish Maritime Institute,  Lyngby, Denmark. 
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In order to establish statistical models for wave groups, many researchers 
have advanced the concept that all information about wave groups is contained 
within the primary spectrum.This implies that, once the shape of the primary 
spectrum is known, the information about wave groups can easily be deduced. 
A brief evaluation of this hypothesis is carried out in the later sections. 

Attempts are made to achieve a better understanding of the complex 
physics involved in the interaction of wave groups with coastal structures in order 
to relate the degree of wave grouping to group-induced response of structures. 
Some of the techniques used for this purpose are also discussed in this paper. 

BRIEF REVIEW OF THE WAVE GROUPING MEASURES 

Amongst the large number of concepts that have been proposed to 
describe wave grouping, the following are some which have been explored in 
detail. 

i) Statistics of Run Lengths; 
ii) Wave Grouping from the Square of the Water Surface Elevation; 
iii)        Correlogram; 
iv)       Phase Spectrum; and 
v)        Concepts Based on Hydrodynamics of Wave Motion. 

Amongst these concepts, only the first two are used extensively. This paper will 
focus on them, nevertheless indicating relevant bibliography for the remaining 
three. 

Statistics of Run Lengths 

The Run Length is defined as the number of successive waves with wave 
heights exceeding a specified threshold; the threshold can be the average, the 
median or the significant wave height of a sea state. The average run length (j,) 
within a wave record is then used as the measure of the degree of grouping. 
The total run is analogous to a wave group period, and is defined as the number 
of waves contained in the interval which commences with the first threshold 
exceedance of one run and ends with the first exceedance of the next run. The 
average value of the total run within a wave record is usually denoted as j3. 

Kimura (1980) provides the necessary expressions for predicting the mean 
and the standard deviation of the run lengths and of the total runs, as a function 
of a correlation parameter K derived from wave records. This parameter is 
related to the correlation coefficient between two successive heights, pHH, and can 
be calculated from the zero crossing-analysis of waves. But if the time series has 
to be used anyway for determining this correlation coefficient, the run length 
statistics can be easily inferred at the same time. It appears therefore that there 
is no distinct advantage in using Kimura's theory except to compare his 
predictions with observed values in field data. Hence researchers such as Battjes 
and van Vledder (1984) promote the use of the correlation parameter K derived 
from the spectral density of the sea state as follows: 
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K' = —2 lf/o" S(0<»s(2n^)^ 
2 

+ / S(f)-sm(2Tzh)df (D 

where: m0 is the zeroth moment of the spectral density function S(f) and 
x is the mean wave period. 

If the run length statistics can be satisfactorily predicted from this spectrum- 
derived correlation parameter K,, it can be concluded that most information 
regarding wave groups is contained in the spectrum itself. 

Wave Grouping From the Square of the Water Surface Elevation 

Several measures have been proposed to quantify the degree of grouping 
present in a sea state based on the concept of the square of the water surface 
elevation. A brief description of some of these measures is given below. 

Smoothed instantaneous wave energy history (SIWEH) 

One of the well known measures for characterizing the degree of grouping 
in a sea state is the Groupiness Factor based on the SIWEH (Funke and 
Mansard, 1979). The SIWEH is a time series of the low frequency part of the 
square of the elevation, ift(t). It is computed by squaring the instantaneous water 
surface elevation and then smoothing it by a Bartlett low-pass filter of size 2xTp 

(where Tp is the peak period of the spectrum). The Groupiness Factor, GF, which 
is a measure of the degree of grouping, is defined as the standard deviation of 
SIWEH normalized with respect to its mean value. 

Hilbert transform of wave record 

A technique which involves no low-pass filtering to compute the low 
frequency part of the square of the water surface elevation is the Hilbert transform 
technique, proposed by Bitner-Gregersen and Gran (1983) and extensively used 
by Medina & Hudspeth (1988, 1990). 

If the water surface elevation and its conjugate are expressed as //(t) and 
ij{i) respectively, it can be shown that they are the Hilbert transform of each other. 
From these two functions, the envelope of the water surface elevtion, A(t), the 
wave height function, H(t), and the low frequency part of the square of the water 
surface elevation, if,(i), can be computed easily (see Medina et al., 1990 and 
Medina & Hudspeth, 1990). 

A concept similar to the SIWEH Groupiness Factor can also be used in 
this case to define the degree of grouping. Medina et al. (1990) propose the use 
of GF defined as the standard deviation of the square of the wave height function 
normalized by 8m0 (m0 is the zerth moment of the sea state spectrum). This 
approach of computing GF is obviously superior to SIWEH analysis since it 
involves no low-pass filtering. However, it has some limitations which will be 
discussed later in this paper. 
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Expected wave grouping spectrum 

For a given sea state, the expected spectrum of the low frequency part of 
the square of the water surface elevation (known also as spectrum of wave 
groups) can be computed easily from the auto-correlation of the primary 
spectrum, without having to deal with the time series of water surface elevation 
and its Hilbert transform (see Pinkster, 1984). Figure 1 shows three JONSWAP 
spectra with different peak enhancement factors, y, and their corresponding wave 
grouping spectra. The cut-off frequency used in the low pass filtering of SIWEH 
is also indicated in Figure 1 b for easy reference. 

It should be pointed out that individual realization of finite length wave 
records, simulated from these JONSWAP spectra, can result in grouping spectra 
that differ from the expected functions illustrated in Figure 1. 

Correlogram 

The concept of using the correlogram (i.e. auto-correlation function) to 
describe wave grouping was attempted by Rye and Lervik (1981) and Sobey & 
Read (1984) without much success. More recently, Medina and Hudspeth (1990) 
showed that the correlation parameter K used in the prediction of run lengths can 
be derived from the auto-correlation function of the square of the wave height 
function. 

Phase Spectrum 

Funke and Mansard (1981) and Sobey and Read (1984) speculate that 
phase spectra of sea state may contain some information on the degree of 
grouping. In fact, Funke and Mansard (1979) showed that, by just changing the 
phase spectrum, wave trains with different degrees of grouping can be simulated 
from a given variance spectral density, without however establishing any specific 
relationship between the degree of grouping and the phase spectrum. Goda 
(1983) analyzed some swell records for the probability distribution of phases, and 
concluded that the phases were indeed uniformly distributed between -n and n 
but not completely random. Nevertheless, the deviation from randomness was 
only slight. 

Concepts Based on Hydrodynamics of Wave Motions 

All the wave grouping concepts presented so far are based only on 
statistical wave properties such as wave energy spectrum or wave energy 
envelope. But other approaches, based on the hydrodynamics of wave motions, 
have also been explored in the literature. 

Mase and Iwagaki (1986a and b) carried out investigations using 
modulational instability theory to describe the wave grouping process. They 
suggest that a wind wave field could be considered as a modulated non-linear 
wave train with a single carrier wave. The other approach used to describe wave 
grouping is the envelope soliton model. Yasuda et al. (1986) postulate that all 
wave groups observed in waves behave as envelope solitons and can be defined 
by the multi-envelope soliton solutions of the plural non-linear Schrodinger 
equations. More research is required in this field for practical applications. 
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Figure 1. Expected spectra of wave groups for JONSWAP sea states 

ANALYSIS OF WAVE GROUPING AND THEIR STATISTICAL VARIABILITY 

As indicated above, only the run length statistics and Groupiness Factor 
are extensively used for quantifying the degree of grouping in a sea state. Hence 
the detailed evaluation presented below discusses only these two measures. 

Many prototype waves have been analyzed in different parts of the world, 
in order to relate the degree of grouping to the spectral width of the sea state, or 
to the correlation parameter K, using the measures of run length and Groupiness 
Factor. However, some of these analyses have not been too successful because 
of the various limitations associated with the two wave grouping measures. In 
order to get a better understanding of these limitations, some investigations were 
undertaken in this study, using numerical simulation. 

Statistical Variability of Wave Grouping Measures 

It can be shown that, for records of finite length, it is not easy to establish 
relationship between the measures of grouping such as GF and j, and spectral 
width parameters such as 'Qp' or correlation parameter K. The statistical variability 
associated with sea states of finite record length obscures any relationship that 
might exist between these parameters. To illustrate this point, the following 
investigations were undertaken. 
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JONSWAP spectra with three different peak enhancement factors 7 = 1, 
3.3 and 7 were first formulated. From each one of these three spectra, 200 
different realizations of wave trains (NR = 200) were simulated numerically using 
the random phase spectrum method. This random phase spectrum method is a 
technique that pairs a given spectral density with a randomly selected phase 
spectrum. By varying the random numbers used in this phase spectrum, wave 
records with different time domain characteristics, and therefore with different 
Groupiness Factors and run lengths can be generated (Funke et al, 1988). The 
record length of each of these wave trains, TR, was chosen arbitrarily to be 200s 
(model scale). At a scale of 1:36, this would represent a 20 minute record in 
prototype. The peak frequency of the spectrum was made equal to 0.55 Hz, and 
thus the total number of waves contained in each of these time series was about 
120 to 150 waves. 

The synthesized time series were subjected to wave grouping analysis, 
and the 200 values of Groupiness Factor obtained from each one of these 
spectra, were then subjected to statistical analysis. For all three JONSWAP 
spectra, the estimated Groupiness Factors exhibited a large variability. It was 
therefore considered relevant to determine if there is an optimum record length 
that would ensure a distinct relationship between GF and 7. For this purpose, the 
numerical simulation described earlier was extended to include several other 
record lengths during the synthesis process. For instance, instead of simulating 
200 time series each 200 s long, 100 time series each 400 s long were simulated 
and then subjected to wave grouping analysis. In a similar fashion, the record 
lengths were increased to 800 s, 1600 s, 3333 s, 5000 s and 6667 s respectively. 
The corresponding number of time series used in the analysis were therefore 
equal to 50, 25, 12, 8 and 6 respectively. The results of all these analyses are 
summarized in Figure 2a for the three types of spectra under consideration. This 
figure shows the mean values of the Groupiness Factors, their maxima and 
minima and the mean values T one standard deviation obtained from the 
statistical analysis. Figure 2b illustrates the run length statistics obtained from 
similar numerical simulations. These statistics correspond to the average run 
length, j,, exceeding the significant wave height. Two conclusions are evident 
from these figures 2a and 2b: 

Mean values of GF(i.e GF) and j, (average of jj exhibit an increase with 
narrower spectra. The statistical variability of GF and j, decrease as the record 
length increases. However, even with a record Jength of 111.12 minutes, there 
is a small variability in the values of GF and ji. For instance, the standard 
deviation of GF which is estimated to be 2 to 3% of the mean value, for record 
length TR = 55.56 minutes, does not seem to decrease with more increase in the 
record length. If the scale factor of 1:36, used earlier to represent 200 s of model 
time to full scale 20 minutes, is adopted here, the record length of 55.56 minute 
would correspond to 5.56 hours prototype. 

Since natural wave records are often of short duration, it is believed that 
this figure would be useful for a judicious interpretation of wave group statistics. 
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Figure 2.  Statistical variability in Groupiness Factors and Run Length statistics. 
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COMPARISON BETWEEN VARIOUS WAVE GROUPING MEASURES 

In spite of the statistical variabilities described above, GF and run length 
statistics are being commonly used to provide prototype information on wave 
groups, for purposes of model testing in laboratory basins. But these two 
measures do not characterize the degree of grouping in the same fashion, i.e. a 
large Groupiness Factor does not necessarily mean a long run length. 

A discussion on the lack of relationship that exists between these two 
measures and on the advantages of the Hilbert Transform are given below. 

Comparison Between Run Length Statistics and Groupiness Factors Derived from 
SIWEH 

The measures of GF and average run length j„ are based on two different 
approaches: The Groupiness Factor is based on the square of the water surface 
elevation while the run length is based on the count of successive waves which 
exceed a certain threshold. A large GF implies the existence of many distinct 
energy packets of large waves but a long run length does not say much about the 
wave heights contained in the group except that they exceed the given threshold. 
It is therefore possible for a wave train with a small GF to have long run lengths 
and vice versa. A relationship can however be found between the average period 
of SIWEH and the total run (see Goda, 1983). 

Between these two measures, GF is perhaps the parameter which is more 
commonly used in numerical and physical model studies, since simulation 
techniques exist to control the value of GF without having to change the spectral 
characteristics of the sea state. A similar technique is not available for a control 
of run lengths. Furthermore, the GF provides a measure of the low frequency 
energy contained in a sea state and therefore could be related to structural 
response, such as the slow drift oscillations of floating structures, seiches in 
harbours etc. The run length statistics do not readily provide any indication on the 
low frequency energy but they may be more appealing for the study of fixed 
structures. 

Comparison Between the Concepts of SIWEH and Hilbert Transform 

The main criticism that the SIWEH based Groupiness Factor is subjected 
to is the necessity to perform filtering operations and the arbitrary choice of the 
filter width. Because of this, researchers such as Medina and Hudspeth (1988, 
1990) have been promoting the concept of Hilbert transform to compute hi 
without any low pass filtering. Figure 3 illustrates the difference 
between SIWEH and Hilbert Transform approaches. The computation used for 
obtaining these results was carried out as follows: first a 200s long 
time series of water surface elevation was synthesized from the JONSWAP 
spectrum, shown in Figure 3a as the primary spectrum. This time series 
was then subjected to wave grouping analysis using the SIWEH and Hilbert 
transform analysis.The time series of the low frequency part of the 
square of the water surface elevations, tf„ derived from these two analyses 
were then subjected to spectral analysis. It can be seen from Figure 3a that the 
spectrum of wave groups derived from SIWEH goes nearly to zero at fp/2 (i.e. 
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0.25 Hz), while the spectrum from the Hilbert Transform analysis overlaps the 
primary spectrum. Since the Groupiness Factor is a global measure of the 
variance contained in the entire low frequency part of the square of the water 
surface elevation, its value derived from the results of Hilbert transform is larger 
than the one provided by SIWEH analysis (see Figure 3b). However, neither of 
these values is directly applicable to predict the structural response of floating 
structures for the reason indicated below. 

The response of a floating structure depends only on the variance 
contained within the range of its frequency response. Hence the Groupiness 
Factor which characterizes the total variance of if, is not suitable for the 
prediction of structural response. To overcome this problem, Mansard and Sand 
(1992) suggest the use of some alternative concepts. 

Care must also be exercized in using the concept of Groupiness Factors 
for evaluating the sensitivity of fixed structures to the degree of grouping. By 
using the SIWEH concept, Vidal et al. (1995) and Mansard et al (1994) show that 
there is a correlation between the degree of grouping defined by the Groupiness 
Factor and the statistics of large wave heights. (This correlation can be expected, 
to a certain extent, since the Groupiness Factors are defined by the standard 
deviation of instantaneous wave energy history in the time domain). Unlike 
floating structures whose frequency response of horizontal oscillations are in the 
range of wave group frequency, stability of fixed structures such as breakwaters 
is highly sensitive to the statistics of large wave heights. Hence higher damage 
in breakwaters with larger values of GF does not necessarily mean that the 
degree of grouping is the main cause of damage: it could be induced by the large 
wave heights associated with high GF. Hence, when evaluating sensitivity of fixed 
structures to wave grouping, the time series that are selected for testing purposes 
should exhibit comparable wave height statistics, but different values of GF (see 
Mansard et al., 1994). Researchers such as Johnson et al. (1978) and Galand 
and Manoha (1991), who illustrated the influence of wave grouping on breakwater 
stability, did not specifically evoke the aspects related to wave height statistics, 
possibly because their intent was to illustrate the unsuitability of qualifying a sea 
state solely by its frequency domain characteristics. Medina et al. (1990) have 
recently proposed a new concept which can overcome the difficulty described 
above. This concept is included below in the discussion on new concepts. 

NEW CONCEPTS OF WAVE GROUPING MEASURES 

Improved Predictor of Run Length Statistics 

In recent years, the prediction of run length statistics from the spectrum- 
derived correlation parameter, Kf, has undergone substantial advances. Earlier 
investigations using the spectrum-derived correlation parameter (see Equation 1) 
resulted in the underprediction of run lengths since the correlation coefficient 
between successive wave heights computed by zero-crossing analysis was larger 
than the value derived using K,. The main reason for this discrepancy is in the 
implicit assumption of the narrow-banded process used in defining Kf. Recently 
van Vledder using the investigations of Tayfun (1990) on broad-banded 
spectrum, proposed a modified expression for the spectrum-derived correlation 
coefficient between successive wave heights yoHHf that correlates well with the 
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estimation made in the time domain, pHHt The modified expression is: 

PHH,f,r, 

1 - - 3 - 
PHHA^T)   +  2pHH,f(7) + pHW(-7) 
 2 2_ (2) 

2 + 2Pm/(If) 

where 

* = Tm02 (1 -±v2) (3) 

Tm02 is the average period based on the second spectral moment and v is the 
spectral width parameter proposed by Longuet-Higgins (1975). The relationship 
between /jHHf and the K, parameter given in Equation 1 can be found in van 
Vledder(1992). 

Motion Equivalent Groupiness Factor 

Mansard and Sand (1992) claim that a large Groupiness Factor, derived 
either from SIWEH or from the Hilbert transform, does not necessarily lead to 
higher structural response for all test structures. It is possible that the large 
variance of if, which results in high value of GF, may be outside the range of 
frequency response of the structures. Mansard and Sand (1992) suggest 
therefore a new concept of Motion Equivalent Groupiness Factor, which provides 
an integral measure of the degree of grouping in waves and the frequency 
response of test structures. As an example of this concept, a new expression was 
developed relating the surge motion of a simple floating structure to the degree 
of grouping in waves. 

Groupiness Factor Distribution Function 

Often, the frequency response of structures may be difficult to formulate 
and will vary from one structure to another. To account for this, Mansard and 
Sand (1992) suggest the use of a Groupiness Factor Distribution Function, 
defined by the following equation: 

GFDF (Q = -L *     / sn2(/) • df for    0<fc<°° (4) 

Instead of using a single value of GF based on the total variance of the low 
frequency part of the square of the water surface elevation, it is proposed here 
to take into account the distribution of this variance over different frequency 
ranges. (Hilbert transform technique is recommended for this application). 
Although this concept does not provide a unique parameter to characterize the 
degree of grouping, it is believed that it would find wider application because of 
its suitability to any arbitrary frequency response. 
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Envelope Exceedance Coefficient 

Recently, Medina et al (1990) advanced a new groupiness measure called 
Envelope Exceedance Coefficient. It is based on the concept of the wave height 
function computed using the Hilbert transform technique and can be expressed 
as follows : 

E(«0 
1    N H(n^-Hmo 

H, 1/10 
•5(/7) (5) 

5(n) = 1     ifH(nM) > Hmo,     5(/7) = 0    ifH(nAt) < A71/10 

where: 
H1/10 = 1-27 Hm0 (Hm0 is the estimate of significant wave height derived 
from the spectrum); and N is the number of data points in the wave height 
function sampled at At intervals. 
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Figure 3.  Comparison between SIWEH and Hilbert Transform concepts. 
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The main assumption used in this concept is that H1/10 is the relevant 
parameter for breakwater stability as suggested in the Shore Protection Manual 
of 1984. However, this concept can easily be adapted to account for other wave 
height parameters that may be considered more relevant to structural response. 
Its main limitation is that it does not lend itself easily to the control of wave group 
frequency for evaluating the response of floating structures. The SIWEH concept 
may still be the most useful technique for this particular application, because it 
gives the user the flexibility of varying the peak frequency and the spectral width 
of wave grouping spectrum. 

As the envelope exceedance coefficient promises to be a useful tool for 
testing of fixed structures, it was considered relevant to provide a comparative 
evaluation of this concept with other well known measures through numerical 
simulation described below. 

Comparison of Envelope Exceedance Coefficient with Groupiness Factor and Run 
Lengths by Numerical Simulation 

From a JONSWAP spectrum characterized by its y value, 100 different 
realizations of time records were synthesized, using the well known random phase 
spectrum method. Each wave record, having approximately 650 waves, was then 
analyzed to provide the values of Envelope Exceedance Coefficient, Groupiness 
Factors and Run Lengths. For the value of H1;10, it was decided to use, as Medina 
et al. (1990) did, the relationship H1/10 = 1.27 Hm0. In the run length analysis, the 
threshold was chosen to be H1/10. Two Groupiness Factors, one based on SIWEH 
and another on the expression cr[H2(t)]/8m0 proposed by Medina et al. (1990) 
were computed. 

The above simulation and analysis were carried out for three different 
values of peak enhancement factor y = 1, 3.3 and 7. In order to establish the 
correlation that exists between the exceedance coefficient a and other measures, 
a values were sorted in the ascending order making sure that their corresponding 
values of Groupiness Factors and run lengths were also properly re-arranged. A 
linear polynomial fit was then applied to the various combinations of data sets. 

The complete results of these simulations are presented in Figure 4 and 
they lead to the following conclusions: 

The Groupiness Factors, GF, derived from SIWEH increase with y values. 
The reasons for this increase can be easily inferred from Figure 1. The goodness 
of fit between a and GF in the order of 70%. 

The GF values from the wave height function are not sensitive to the 
spectral width. When a=1, the GF value is equal to 1. There is a distinct 
relationship between these two parameters with a goodness of fit in the order 
of 78%. However, they are not interchangeable. 

There is no correlation between a and run length (goodness of fit less 
than 10%). The average run length increases with narrower spectral width. 
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CONCLUSIONS 

All the concepts of wave grouping measures proposed in the literature 
have some limitations in terms of their practical applications. 

Statistical variability of groupiness measures increases as the record 
length decreases. This statistical variability does not permit an easy evaluation 
of the relationship that exists between wave grouping and spectral width of 
prototype sea states. 

Expected values of wave grouping measures can be deduced from the 
spectral information of the primary sea state. 

The two commonly used wave measures, Groupiness Factor and run 
length, do not characterize a given sea state in the same fashion. 

The Hilbert transform technique of computing the square of the water 
surface elevation, eliminates the necessity of smoothing it with a Bartlett filter, but 
needs some improvements in terms of its application to predict structural 
response of floating structures. 

The three new concepts, Envelope Exceedance Coefficient, Motion 
Equivalent Groupiness Factor, Groupiness Factor Distribution Function, proposed 
in the literature, provide promising improvements to the existing concepts and 
deserve further research in terms of their broader applicability. 
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CHAPTER 62 

Relationship of a moored vessel in a harbour and a long wave caused 
by wave groups 

Toshihiko NagaiJ Noriaki Hashimoto x Tadashi Asai1 Isao Tobiki2 

Kazunorilto3 TakaoToue3 Akio Kobayashi3 Takao Shibata 4 

Abstract 

Loading operations failed at a berth in Sendai New Harbour in 1992. The vessels 
continuously moved along the berth, in spite of small wave heights and weak winds, 
which were much less than the criteria for loading operation at the berth. To clarify 
the cause of the failures, the authors analyzed the observed wave data. The 
phenomenon related to the time characteristics of wave groupiness. The vessels' 
motions were caused by the long waves that were bounded by wave groups. Mean 
Wave Group Period (Tg) proposed here, can explain the phenomenon. 

1. Introduction 

The harbour tranquility should be evaluated not only by the wave height at a berth 
but by the wave period, wind condition, the scale of vessels and so on. 

An experienced berth master decides when the loading operation should start 
considering wave heights, wave periods and wind conditions. But it is frequently 
reported that due to the continuous motion of a moored vessel, the vessel has to be 
released, or at worst the mooring devices get damaged, even when the wave heights 
are small and the winds are weak. Since these failures of the loading operations 
reduce the rate of effective working days and the safety of working, it is very 
important to reveal the cause of the failure. 

With the observed wave data from the NOWPHAS (Nationwide Ocean Wave 
information network for Ports and HArbourS,Nagai et al,1994) and the situation 
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of the failure, we investigated the wave characteristics and the situation, and 
clarified the cause of the operation failure and proposed a new parameter for the 
harbour tranquility in this report. 

2. Location and condition of the field study 

Sendai New Harbour is located in Miyagi prefecture in Japan as shown in Figure 
1. The harbour faces the Pacific Ocean, and it is sheltered by the outer breakwaters 
and an offshore breakwater that is under extension work. The yearly averaged wave 
direction is in between SE and SSE. The berth studied here is No. 1 berth owned 
by Tohoku Oil Company. 

N 

THE PACIFIC OCEAN 1km 

OFFSHORE BREAKWATER 
(UNDER CONSTRUCTION) 

ST.3 

OBSERVATION POINT 
DEPTH 22m 

Figure 1   Location of Sendai New Harbour 

Wave conditions are measured at three points. One(ST.l) is located at the east side 
of the berth where the water depth is 17 m, operated by the Tohoku Oil Company. 
The second(ST.2) is located behind the breakwater, where the water depth is 18 m. 
The third(ST.3) is located at 2.4km offshore from the harbour mouth where the 
water depth is 22m, one of the NOWPHAS offshore observation stations operated by 
the Second District Port Construction Bureau of the Ministry of Transport. Wave 
heights are measured by a ultrasonic-type wave gage (USW), and the horizontal 
currents are measured by an ultrasonic-type current meter (CWD). The sampling 
interval is 0.5 s, and the data are recorded for 20 minute in every two hours due to 
NOWPHAS standard. The winds are measured at the height of 20m above the land 
of the berth. 

The conditions of the loading operations are recorded for every operations.   The 
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duration time in which a vessel is moored at the berth and waiting time at offshore is 
also recorded. The beginning time of the loading operation is equal to the time that 
the berth master judges if the loading operation is possible. At first, the data of ST. 1 
and ST.3 are analyzed from June to October in 1990 and 1991 and the two cases in 
which the operation failed in 1992 are also analysed. Futhermore the data of ST.l, 
ST.2 and ST.3 are analyzed from January to February in 1994. 

3. Criteria for loading operation 

Start time of loading operation entirely depends on the judgment of the berth 
master. The berth master generally decides the time considering the wave condition , 
weather, vessel scale, conditions of the mooring devices, duration time for the 
loading and so on.    It is, however, true that the judgment is quite experiential. 

Tablel Wave heights and periods at the berth 

YEAR MONTH DAY TIME 

OFFSHORE WAVES 

Hl/3              Tl/3                0 
m                s 

VESSEL 
X 10,000 

DWT 

WAVES AT THE BERTH 

Hl/3              Tl/3 
m                 s 

90           6 30 12 0.76              5.98                SE — —                — 
90           7 7 10 0.7               7.51                SE — 0.26              4.39 
90           7 8 14 0.61               6.19              SEE — 0.15               4.28 
90           7 15 10 0.74              7.57                SE 8.1 0.24                5.5 
90           7 17 12 0.76              6.90               SSE — 0.67               4.46 
90          7 18 18 0.79              7.27              SSE — 0.2               4.04 
90           8 8 16 1.06              7.46              SEE 5.4 0.16              6.93 
90           8 14 12 0.48              8.36                SE — 0.09               5.08 
90          8 15 18 1.2               5.75               SSE 18.6 0.13               5.55 
90          8 24 10 0.94              8.27               SSE 6.5 0.11               6.57 
90           8 25 14 0.45              6.74              SSE — 0.09              4.08 
90           8 26 14 0.41              7.20              SSE — 0.09              4.7! 
90           9 2 10 0.65              6.59                SE 5.7 0.18               4.33 
91           6 7 12 0.73               8.97                SE 6.1 —                 — 
91           6 17 16 0.89              7.66                SE — 0.26              5.65 
91           6 19 10 0.93              7.11               SSE — 0.29              5.57 
91           6 20 16 0.82              7.55                SE — 0.22              5.34 
91           6 25 10 0.97              7.43               SEE — 0.23               4.78 
91           7 14 12 0.51               6.34              SEE — 0.41               5.67 
91           7 16 10 0.5               7.22                SE — 0.44              4.23 
91           8 3 10 0.5               7.61                SE 7.3 0.19               3.85 
91           8 4 14 0.64              4.83                SE 6.2 0.23               3.45 
91           8 10 12 0.59              7.77               SEE — 0.15               3.46 
91           8 24 10 1.19              8.07                SE — 0.34              4.61 
91          8 25 18 0.98              9.29               SE 6.1 0.2               5.96 
91           8 27 12 0.54              8.42                SE — 0.15               3.84 
91           8 29 14 0.68              6.01               SSE 6.1 0.18               4.24 
91           9 4 10 0.55              8.92               SE 21.2 0.14              4.61 
91          9 6 12 0.47              8.48              SEE 6.2 0.16               3.43 
91           9 18 10 0.78              8.06              SEE — 0.22              4.75 
91          10 3 12 0.6               7.63                 S 9.6 —                 — 
91          10 6 12 0.47              7.48                SE 6.1 —                 — 
92          10 22 10 2.54               12.3               SEE 22 0.26               5.78 
92          11 24 12 1.S6              12.67               SE 22 0.22              5.05 

WAVE DIRECTION 
MISSING OF DATA 

The wave heights and periods both at the berth and at the offshore in the beginning 
of the loading operation are listed in Table 1. In the table, a solid line (—) denotes 
the missing of data. Two rows from the bottom of the table show the data for failed 
operations. Wave heights and periods at the berth are smaller than those of offshore 
as expected.   The criteria of the loading operation can be estimated from the table. 
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The maximum wave height is about 0.5m, and the maximum wave period is about 6 
s for the judgment of the berth master. The table also shows that the judgment of the 
berth master is generally quite reasonable. It should be noted that the wave heights 
are small, and periods are shorts in the failed operation. 

4. Investigation of Fail-Operation 
4.1 Condition of Fail-Operation 

Fail-Operation is defined here as a phenomenon that the loading is not well operated 
or failed in spite of small wave heights and winds. As the antonym, Normal- 
Operation is also used. The examples of the Fail-Operation were found on Oct. the 
22nd and Nov. the 10th in 1992. The former is defined as case 1 and the later is case 
2. The offshore wave heights in Fail-Operations are larger than those of Normal- 
Operation in 1990 and 1991. But the wave heights at the berth are much less than the 
criteria for the loading operation as mentioned before due to the extension of the 
offshore breakwater in 1992. 

According to the berth master, the situations in Fail-Operations are as follows; 

case 1 
When 220,000 DWT oil tanker was moored at the berth, the tanker 

began to move along the berth with a surging motion. The amplitude 
of motion was about 1.5 m. When the amplitude become 1.0 m after 
4.5 hours, the loading finally could be started. 

case2 
Immediately after being moored at the berth, the vessel continuously 

moved along the berth also with a surging motion for 24 hours. The 
vessel was finally had to be released without loading operation. 

In both cases, the vessel was moored at the berth with mooring ropes. When the 
tensile force of mooring ropes achieved the breaking force of the winch, the mooring 
rope was released automatically, and it was rewinded adequately. 

4.2 Offshore wave condition in Fail-Operations 

Figure 2 shows that the time series of wave profiles of easel and case 3, where 
case 3 is of Normal-Operation on Sep. 4th in 1991. The type of the vessels for each 
cases are all the same. The wave heights of case 1 are bigger than that of case 3. 
But the wave height of case 1 at the berth was 0.26 m .which is small enough for the 
loading operation. 

The wave direction of case 1 was SEE and that of case 3 was SE. The offshore 
breakwater is quite effective to these wave directions. Figure 3 indicates a typical 
wave directional spectra of case 1. The wave directional spectrum was calculated by 
the maximum entropy method (MEP) developed by Hashimoto et al (1985).   The 
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Figure 2   Wave profiles of offshore wave 
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Figure.3 Directional spectrum of observed data 

directional spectrum was narrow, and it had one peak.   The directional spectra of 
case 1, case 2 and case 3 were of the same forms. 

The wave trains of case 1 and case 2 are characterized by remarkable wave groups. 
On the contrary, the clear wave group can not be seen in the wave trains of case 3. 
The characteristics of the wave group are discussed in the next chapter. 

5. Characteristics of Wave group 
(1) Evaluation of Wave Groupiness 

The characteristics of the wave groups are usually evaluated by Groupiness 
factor(GF ; Funke and Mansard(1980)), mean run length(/2), and envelop 
correlation parameter( K ; Battjes and Vledder(1984)). Figure 4 shows the time 
history of GF and jl   during the Fail-Operations.   GF  and Jl of case 3 are also 
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shown for comparison. In Figure 4, the horizontal axis is a elapsed time (hour) 
from the start of the operation, and the vertical axis is the value of GF and jl. GF 
and jl do not have any difference between the Fail-Operation and the Normal- 
Operation. As shown in Figure 2, the wave trains of case 1 and 2 have much 
stronger wave groupiness than case 3. Strong wave groupiness means that the 
amplitude of the envelop wave is large, and the modulation of high waves is gradual / 
smooth. 

2.50 

0.00 

— in fail-operation Case 2 Nov. 24th in 1992 
— in normal-operation   Case 3 Sep. 4th in 1991 

8       10      12      14      16      18      20 
Elapsed Time (h) 

Figure 4   Time series of GF and jl 

GF is defined by covarience of SIWEH (Smoothed Instantaneous of Wave Energy 
History). SIWEH expresses the energy distribution of wave train, and is similar to 
the envelop. It is clear that GF can not express the sequence of heigh waves and 
magnitude of wave height because of the difinition. Therefore, if the sequences of 
two wave trains are same in the shape but different in the amplitude, GF gives a 
same value for both wave trains. Therefore, GF may have large value for the wave 
train without remarkable wave groups, if the sequence of high waves do not change 
gradually and the wave train has isolated high waves. 

On the other hand, since jl is defined as the number of high waves that exceed the 
threshold value, jl expresses the time characteristics of wave groupiness. But, since 
the unit of jl is number , if the sequences of two wave trains are the same in the 
shape but different in the period, jl gives the same value for both wave trains. And 
also, the similar discussion of GF can be made for Jl. In the calculation of jl, the 
threshold value must be known to define the run length. Since the threshold value is 
usually taken as a statistic value of wave train such as the significant wave height, jl 
can not express the difference of the magnitude of wave heights between Fail and 
Normal-Operation. 

Figure 5 shows the time history of K . In the figure, a white circle denotes when 
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Figure 5  The comparison of K 

the loading was possible, and a black circle denotes when indicates the loading was 
not possible, K in Fail-Operation, illustrated by a solid line, indicates that K 

decreases with the elapsed time. When the moored ship was continuously moving, 
K was about 0.35, but when the loading was possible, A: was about 0.15. The 
K values can express the difference between Normal and Fail Operation, in contract 

with the GF and jl values. Because K is actually auto-correlation of the 
amplitudes of the wave envelop with a time lag, r . i.e., K includes a time 
characteristics of wave groups. But the difference between Fail-Operation of case 2 
and Normal-Operation is not clear, K is directly calculated by a frequency spectra 
form based on the narrow band linear theory. If frequency spectrum form is not 
narrow enough,   K has some error in the calculation. 

As shown above, Fail-Operation has a relationship to wave groups. Especially, 
the time characteristic of the wave groups is important. Since the common 
parameters such as GF, jl and K can not express the difference of two 
Operations, a new parameter must be introduced to explain the differences. 

(2) A new parameter for wave groupiness 

Time characteristics of wave groups are an important factor to explain the Fail- 
Operation. One of the time characteristics of wave groups is a time interval of 
wave groups. Mean wave Group Period, Tg, is defined as the mean interval of each 
wave groups. Tg is equivalent to the total run. Tg , however, has a dimension of 
time. Tg is calculated by eq.(l) and also illustrated in Figure 6. (Of course, we 
could apply SIWEH to the method that define the wave group periods.) 

=Xi (1) 
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where,    77 is the zero-crossing wave period, N is the number of 77, where N is 
equal to a total run(/2). 

L 
Tg 

Ti: a zero-crossing wave period 

Total Run 

TlV 
J^~\         Threshold Height 

Tin        \ 

TiVy* 
w                             w             ^__ 

Order Number of Waves 

Figure 6   Definision sketch of Tg 
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U: MEAN WIND VELOCITY 

Figure 7   Time series of Tg 

Figure 7 shows Tg for case 1, case 2 and case 3 with the wind velocity data. In 
case 1, Tg ranges from 105s to 150s, when the loading was not possible. But, 
when the loading was possible, Tg was around 75s. Tg in case 2 was also long 
when the loading was not possible.    On the contrary , Tg  in case 3 was always 
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around 60s. 
In case 2, there is the time when the loading is not possible in spite of the relatively 

short Tg ( from 6 to 12 of the elapsed time in the figure). This is because of the 
strong wind. The shorter Tg is caused by the growth of the wind waves. But, since 
the moored vessel at the berth was moved due to the wind, the loading was not 
possible. 

It is clear that when the loading was not possible, Tg was long,on the other hand, 
when the loading was possible, Tg was short. Therefore, Tg is an useful parameter 
for the harbour tranquility when we consider the loading operation. 

5.2 Physical meanings of Tg 

It is well known that the wave set-down occurs when wave groups propagate. 
Assuming that temporal wave trains are homogeneous in space and wave trains 
propagate unidirectional, the wave set-down can be calculated after Longuet-Higgins 
(1962) by eq.(2) and eq.(3). 

Z = -Sx/p(gh-c*) (2) 

Sx=0.5pga\(2cg/c-0.5) (3) 

where, h is the water depth, p is the specific gravity of water, g is the gravity 
acceleration, a is a half of zero-crossing wave height, c is the phase velocity, eg is 
the group velocity, and Sx is the radiation stress. The radiation stress Sx is defined 
by each zero-crossing wave heights and periods, and c and eg are defined by zero- 
crossing wave periods. 

Figure 8 shows the wave set-down calculated from the time series of wave heights 
in easel. The amplitude of the wave set-down corresponds to the strength of the 
wave groups. 

in Sendai 1992 /1 o / 22 /12:00 

f 0 300      l- group-bounded longwave t (s)        900 
(wave set-down) 

Figure 8    Group-bounded long wave (wave set-down) 

Figure 9 indicates the frequency spectrum of the incident wave and the calculated 
wave set-down. The figure shows the variation of spectrum from Fail-Operations to 
Normal-Operations. The variation of the power in the low frequency correspond to 
the events of Fail or Normal-Operation. When the power in the low frequency is 
large, the loading is not possible. On the contrary, when the power is not large, the 
loading is possible. Thus, the power in the low frequency is a dominant factor to 
control the loading operation. 
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Figure.9 The frequency spectra of incident waves and group-bounded long wave 

When the peak frequency in the low frequency of the incident waves is clear, e.g. 
(b), (c) and (g) in the Figure 9, the peak frequency of the wave set-down and 1/ Tg are 
nearly equal to the peak frequency of the incident waves. Therefore, it may be 
concluded that 1/Tg is the peak frequency of the long waves in the incident waves 
and the peak frequency of the wave-set down. 

In Fail-Operation from (a) to (c), we can recognize the difference between the 
spectrum of wave set-down and one of the incident waves. This is because in the low 
frequency region , the incident waves are consist of the group bounded long waves 
and the progressive long waves, and since the observation time of wave data is only 
20 min., it is not long enough to calculate the group-bounded waves. 

6. Propagation of bounded long wave 

It is clear now that the incident waves in Fail-Operation has strong wave 
groupiness, and the long waves bounded by the wave group are important to explain 
the difference of the wave groupiness between in Fail and Normal Operation. The 
discussion above, however, are limited in the offshore waves. 

The berth was sheltered by the offshore breakwater, thus, the wave height was 
small enough for the loading operation. We can guess that the groupiness of the 
incident waves would disappear by the existence of the offshore breakwater, but, 
the group-bounded long waves can be free waves and can propagate into the 
harbour. 
As shown in Figure 1, a new field observation point(ST.2) was set in 1994, we 

observed wave condition at three points. Figure 10 indicates the variations of spectra 
from ST.l to ST.3. 
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Figure 10 Variation of spectrum as propagation 

The power of high frequency region which has the peek frequency around 0.1 Hi 
decrease as their propagation . On the other hand, the power of low frequency region 
does not denote remarkable dissipation between ST.l, ST.2 and ST.3. And, the peek 
frequency of low frequency region is corespond to l/Tg between ST.l, ST.2 and 
ST.3. Figure 11 shows comparison of statistical values between ST.2(behind 
offshore breakwater) and ST.3(at offshore), ^rms is the root mean square value of 
low frequency components that are less than 0.05 Hz. The significant wave heights at 
ST.2 are much smaller than those of ST.3 because of the offshore breakwater. GF 
and Tg at ST.2 are also smaller than those of ST.3. ^rms at ST.2 does not dissipate 
so much in spite that the waves pass the offshore breakwater. Thus, from figures 10 
and 11, we may conclude that the group bounded long wave at offshore exchanges to 
the progressive long wave behind the offshore breakwater, and, the progressive long 
wave propagate into the harbour. 

7. Relationship between harbour oscillation and motion of vessel 

It is well known that the slow drift oscillation of vessels are caused by the low 
frequency modes of waves (Pinkstar(1974)). The motion of the vessel in Fail- 
Operation might be the slow drift oscillation. Unfortunately, the time series of wave 
data at the berth in Fail-Operation was not obtained. Thus, the relationship of the 
waves at the berth and the motion of the moored vessel can not be directly 
investigated. But, we can guess two causes of a moored vessel's continuous 
motion(slow drift oscillation) . One is that a free long wave directly attacked the 
moored vessel. The other is that a free long wave excites harbour oscillation. 
We simulated the harbour oscillation by J.J.Lee's method(1971). Figure 12 shows 
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Figure 11 Comparison of statistic values between ST.2 and ST. 3 

the amplification factor distribution in the harbour. The period of incident wave is 
equal to Tg (100s ). The position of the berth is near the node point, and the direction 
of the motion is surging direction. Therefore, the result of simulation implies that the 
cause of the slow drift oscillation is the harbour oscillation. 
If the periods of the long waves were very close to the natural frequency of surging 

motion of the vessels, the slow drift oscillation would be excited. 
A natural frequency of the surging motion of the vessel (220,000DWT) in Fail- 
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Figure 12 Amplification factor of numerical result 

NO. MOORING LINE NUMBER 

1 NYLON 9S 75 4 
2 WIRE j(42 3 
3 WIRE j(42 2 
4 WIRE ^42 2 
5 WIRE jS42 2 
6 NYLON «S75 4 

Figure 13 Mooring condition of numerical model 

Operation are estimated to 82s for the mooring system shown in Figure 13. In the 
estimation , it is assumed that the tensile force of each mooring rope is 3 tf, that is 
constant through the operation. The restoring force in the direction of the berth is 
also assumed to be the same as the value obtained from the steady analysis. 
Furthermore the added mass is not considered. As shown in 4.1, the actual 
operation of mooring is not steady, and the real tensile force of each mooring rope 
might be weaker than 3 tf. Therefore the true natural frequency must be longer 
than 82s, i.e., the natural period could be close to the period of the group bounded 
long wave or Tg. 
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8. Conclusion 

In spite of small waves and weak winds , there was a event that the loading 
operation failed(Fail-Operation). By analyzing the cause of Fail-Operation, it is found 
that the group bounded long waves cause Fail-Operation. This means that the 
information related to the wave group is required for the loading operation in harbors. 
Wave group period, Tg , proposed here can be a useful information for the harbour 
tranquility in controlling the loading operation. Tg represents a period of long wave 
that is bounded by wave groups. A long wave bounded by wave groups at offshore 
changes to a free long wave behind offshore breakwater, and a free long wave which 
propagates into a harbour excites a harbour oscillation. When the period of this long 
wave is close to natural frequency of vessels, and energy of the long wave is large in 
the harbour, fail-operation would occur. 
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CHAPTER 63 

Coherent Structure of Tidal Turbulence 
in a Rotating System of Osaka-Bay 

TsukasaNishimural, TomonaoKobayashil, Goichi Furuta^ 

Abstract 

Coherent structures dominating in the tidal turbulence field inside the Osaka- 
Bay were detected by flow visualization through satellite image sensors. To obtain 
the hydrodynamical characteristics, scale down model experiments were done with the 
Froude/Rossby similarity law. The tidal residual circulations were reproduced on the 
ensemble mean turbulence field, which is made very similar to each instantaneous 
turbulence owing to the robustness of the coherent structure interlocked inside a 
closed vessel. The earth rotation effects were verified to dominate the turbulence 
processes in this closed vessel, and a hysteresis due to the moon aging was revealed. 

Introduction 

Hydrodynamical characteristics of turbulence structures interlocked inside the 
tidal flow field in Osaka-Bay was investigated by employing the coherent structure 
concept, satellite-based flow visualization and scale down model experiments 
performed in a rotating system. Figure 1(a) shows an example of the visualized flow 
pattern, in which the high gain visible data obtained with Mos-1/MESSR is enhanced 
to snapshot an instantaneous turbulence field at 1028, 23 December 1987. 

The Osaka-Bay is an inland sea basin located in the middle part of Japan- 
Islands, which is enclosed by some populous and industrialized areas (Figure 1(b)). It 
is about 50km in size and about 50m in average depth, and is therefore 1,000 in the 
ratio of horizontal and vertical scales. The water quality of this bay, however, is not 
so seriously polluted owing to the tidal exchange through the two narrow channels 
connecting to adjoing sea areas; Akashi-Strait to the Harima-Sea and Tomogashima- 
Strait to the Pacific-Ocean. Further, tidal jets injected through these straits accelerate 
the transport process inside the bay feeding with its turbulence components. 

^Dept. of Civil Engineering, Science University of Tokyo, Noda-City, 278, Japan 
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(b) 

\AAA/VM^\A\A\/^WWV! 

Figure 1. Tidal turbulence in the Osaka-Bay. (a) Flowvisualization with Mos-1/MESSR 
high gain visible data at 1028, 23 December 1987. (b) Location of the site, (c) Tidal 
change showing with the running speed at Akashi and Tomogashima-Straits in 15-26 
December 1987 (Source: forecasted value by the Maritime Safety Agency of Japan). 
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Figure 2. Schema of tidal residual circulations   Figure 3. Topography of the rotating closed 
in the Osaka-Bay. (by Fujiwara, 1989) vessel of the Osaka-Bay. 
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Flow visualization of coherent structure 

On the MESSR image, we detect a coherent structure in the tidal turbulence, 
which is fed by the tidal jet and is interlocked inside this closed sea basin. Figure 1(c) 
shows the tidal change indicated with running speed at the two straits. When the 
MESSR data were received, north tide of about 3 knots in speed is flowing into the 
bay through the Tomogashima-Strait. On the satellite image, we identify a dipole of a 
cyclone and an anticyclone is now growing through the inverse cascade of turbulent 
eddies, which are injected riding on the northward tidal jet. Near the Akashi-Strait, 
we find another dipole. Through the strait, however, the west tide is discharging out 
of the bay with about 6 knots in speed. Here, we identify the dipole with that formed 
by the east tides in the past, which transported the turbulent eddies into the bay. The 
most impressive is that the dipoles are not independent, but interconnect to organize a 
coherent structure interlocked in the whole basin. The cyclones and anticyclones are 
rotating so smoothly just like the gears interlocked in a machine gear box. 

Morphology and scales of coherent structure 

Tide curves forecasted at the two straits are the time series index of the input 
of turbulence energy into the Osaka-Bay. The dominant frequency components are 
those of semidiurnal, diurnal and of half a month due to the moon aging. The 
coherent structure is equipped with three stages of morphology. The first one is the 
3-dimensional turbulent eddies, which are injected into the bay riding on the tidal jets. 
The time and space scales are minutes and 10 meters, respectively. The second stage 
relates to the 2-dimensional dipoles near the straits, which is formed through the 
inverse cascade of injected turbulece. The scales are hours and kilometers. The third 
stage is the 2-dimensional coherent structure filling the whole bay, which is formed 
through the inverse cascade of 2-dimensional dipoles. The scales are days and 50km. 

Tidal residual circulation 

The coherent structure hadn't been so explicitely recognized until the satellite 
based flow visualization was realized. From surface surveys performed in the past, 
however, we can extract some onsite information implicitely indicating the physics of 
turbulence. Figure 2 shows the schema of tidal residual circulations compiled by 
Fujiwara (1989). The most dominant one is the anticyclonic circulation near the 
Akashi-Strait, the Okinose-Circulation named after a shallow shoal locating there. 

Comparing it with the MESSR image, we find a geometrical similarity. The 
key of this similarity is in the topographical boundary of this closed vessel (Figure 3). 
If the vessel interlocked tight the coherent structure, then we would gain ensemble 
mean turbulence quite similar to each sample of instantaneous turbulence. Here, we 
identify the tidal residual circulations with the ensemble mean of coherent structure 
dominating in this rotating closed vessel. To observe the turbulence processes, 
however, the satellite survey has some disadvantage; such a large period of repetitive 
observation and so frequent cloud covering against the sequential observation. 
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Hydrodynamical experiments in a rotating system 

Some laboratory experiments were performed by employing the scale down 
model of prototype turbulence. Figure 4 outlines the experimental arrangements and 
methods. The 3-dimensional model of Osaka-Bay was set on a turntable of 2 meter in 
diameter. Horizontal scaling ratio is 1/50,000, which is determined by the diameter of 
table. Vertical scaling ratio is set as 1/1,000 to make the surface tension effects 
negligible. With the Froude's similarity law, the scaling ratio for the time is calculated 
at 1/1,581. Employing the Rossby's similairty law, the rotation period of the turntable 
is set as 98 seconds. Under these conditions, topographical p-effect is satisfied. 

The tide was generated by two plunger-type tide generators installed outsides 
of the two straits, which are computer-controlled to reproduce the forecasted tide 
curves at the two straits. The flow field is visualized with floating fine particles of 
aluminum powder, and the movement was recorded sequentially by a VTR camera. 

Daily-mean velocity and vorticity fields 

The sea surface velocity vector distribution was estimated in every hour by 
applying the pattern matching method to sequential VTR image frames sampled with a 
certain time interval. Through the time averaging, daily-mean velocity fields were 
obtained. Taking a spatial differential, the daily-mean vorticity fields were calculated. 

Figure 5 shows the daily-mean velocity and vorticity fields in the model basin 
corresponding to the MESSR image obtained on 23 December 1987. On the velocity 
field, we detect the tidal residual circulations quite similar to the prototype ones 
shown in Figure 2 compiled by Fujiwara (1989). The vorticity field looks much like 
the prototype eddy patterns interpreted on the MESSR image shown in Figure 1. 

pulse motor 

plunger type 
tide generator 

Figure 4. Experimental apparatus and methods for the hydrodynamical experiments 
on the tidal turbulence of Osaka-Bay. The diameter of turntable is 2 meter. 
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Earth rotation effects on turbulence 

The present model is characterized by the Rossby's similarity law. For the 
experimental limitation, the model is one order smaller in size, and one order larger in 
the distortion ratio than the existing models. Table 1 indicates the comparison of 
some parameters for the present model to those for existing two model basins, which 
had been also driven for the physical simulation of the tidal flow field in Osaka-Bay. 
These two models are those designed with the Froude's similarity law alone. The 
sizes were set one order larger than the present model in order to simulate the bottom 
friction, but the earth rotation effects on the turbulence were assumed negligible. 

For the comparison, the earth rotation effects on the tidal turbulence inside 
Osaka-Bay was estimated here using the present model. Figure 6 shows one of the 
experimental results, which were obtained on the stationary table. We see that this 
Froude model fails to simulate the prototype coherent structure. The vorticity fed 
through the Akashi-Strait diffuse into the whole basin, and the bay is dominated by a 
basin scale anticyclonic tidal residual circulation. In the traditional design of physical 
models, the earth rotation effects were usually neglected for the sea basin of less than 
100km in size. There, the bottom friction was estimated as the dominant parameter, 
and the Reynolds number was made as close as possible to the prototype to take the 
similarity in the turbulence mixing. Refering to the experiments on geophysical 
coherent structure, however, the turbulent eddies is made of higher coherence when it 
is in a rotating system (Nihoul, 1989). Comparing the turbulent fields in Figures 5 and 
6, it is shown that the earth rotation effects should be put the first priority in the 
physical modelling of tidal turbulence in Osaka-Bay of 50km in size. 

Table 1 Scale down model experiments and parameters. 

horizonta 
scale 

vertical 
scale 

distortion 
ratio 

Reynolds 
number 

Froude's 
similarity 

Rossby's 
similarity 

Ishikawa(1979) 
lmamoto(1988) 
Present model 

1/2,000 
1/5,000 
1/50,000 

1/159 
1/500 
1/1,000 

12.5 
10.0 
50.0 

lxlO5 

3xl04 

lxlO4 

+ 
+ 
+ + 

Figure 5. Daily-mean velocity and vorticity 
fields in the Froude/Rossby model. 

Figure 6. Daily-mean velocity and vorticity 
fields in the Froude model. 
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Hysteresis with moon aging 

An impressive phenomenon in this Froude/Rossby model is the hysteresis 
detected in the process of coherent structures. Figure 7(a) shows the daily-mean 
turbulence fields, which were gained at some representative phases of moon aging; 
neap tide, flood tide and transient phases. Figure 7(b) shows the modelled tide curve 
at the Akashi-Strait, which corresponds to the prototype in the December 1987, when 
the MESSR image shown in Figure 1(a) was obtained. 

In the case (A) of the neap tide, little trace of the coherent structure is found. 
In the cases (C)-(E) at the flood tide, the coherent structure is formed, which is 
similar to the MESSR image and to the schema of tidal residual circulation. By the 
detailed inspection, we see that the coherence of eddy structure and the similarity to 
the prototype are both made higher as the moon ages. 

The remarkable difference is observed in the transient phases of the moon 
aging. Comparison between the daily-mean turbulence fields in the cases (B) and (F) 
denotes a hysteresis in the turbulence processes due to the aging of moon. In the 
transient phase (B) from neap tide to flood tide, we scarecely find any coherent 
structures. In the transient phase (F) from flood tide to neap tide, we find a coherent 
structure, which was established by the preceding flood tides. Although the strength 
of tide is same, the coherent structure in the bay is much more robust in the 
decreasing phase of the tide than in the increasing phase. The time scale of this 
hysteresis phenomenon is estimated at days, which is comparable to the earth rotation. 
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Figure 7. Hysteresis in the process of 
coherent structure in the Froude/ 
Rossby model of Osaka-Bay. 

(a) Daily-mean turbulence fields. 
(b) Tide curve at Akashi-Straits. 
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Satellite based verificaion of the hysteresis 

For the physical reasoning of the hysteresis phenomenon, we should remark 
the three stages of the coherent structure and two stages of inverse cascade processes. 
Figure 8 shows a Landsat/TM image of the neap tide flow field inside the Osaka-Bay. 
Although the dipoles are formed near the two straits, the coherent structure in the 
third stage is not yet organized. In this case, the second stage of inverse cascade fails 
to proceed, and we can scarecely expect the tidal residual circulations. 

Figure 9 shows a Landsat/MSS image in the final phase of flood tide. On the 
image, we can interpret three dipoles, which were produced through the inverse 
cascade from the 3-dimensional turbulence injected by the eastward tidal jets of 
preceding flood tides. They are labelled as A, B and C respectively on the 
Landsat/MSS image and on the tide curve at the Akashi-Strait. These dipoles are 
riding on the anticyclonic Okinose-Circulation formed by the preceding flood tides. 

Here, we notice that the central part of the set of dipoles is composed of three 
anticyclones, which would strengthen the Okinose-Circulation feeding it with the 
anticyclonic vorticity. In the decreasing phase from flood tide to neap tide, such an 
inverse cascade proceeds effectively, and the tidal residual circulation is maintained to 
gain the robustness. In the increasing phase, on the other hand, this process is 
scaresely expected because of the absence of existing Okinose-Circulation. This 
difference in the second stage inverse cascade cause the hysteresis in the coherent 
structure with moon aging. 

Figure 8. Landsat/TM image of the neap 
tide flow field on 4 March 1986. 

Figure 9. Landsat/MSS image of the flood 
tide flow field on 29 August 1984. 
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Inverse cascade of 3-dimensional tidal jets 

Based on past research, it is well known that a pulse-like 3 dimensional jet 
injected into a vessel forms a compact dipole when it is in a rotating system (Nihoul, 
1987). Figure 10 shows an experimental verification of the earth rotation effects on 
the inverse cascade of 3-dimensional tidal jet. To abstract the process, the topography 
of Osaka-Bay is simplified to a rectangular basin with a single strait and a flat bottom 
as shown in Figure 10(b). This 2-dimensional model is intended to compare with the 
Froude model of tidal residual circulation by Yanagi (1976) with 5 times larger size. 
The tide generator was driven to generate a sinusoidal tide curve at the strait. 

Figure 10(a) shows the daily-mean velocity and vorticity fields. In the Froude 
model (A), the flow field similar to Yanagi(1976) was gained, in which the Okinose- 
Circulation was formed inside the whole bay similar to the 3-dimensional model 
shown in Figure 6. In the Froude/Rossby model (B), it was made compact near the 
strait like the 3-dimensional model shown in Figure 5. For the physical model of the 
first stage inverse cascade, however, this model is oversimplified. As the topography 
was made 2-dimensional from the first, the turbulence injected into the bay is 
composed of 2-dimensional line vortices, which is well known to inverse cascade 
easily in nature. In order to simulate the inverse cascade from 3-dimensional tidal jets, 

Figure 10. Experimental verification of (b) 
earth rotation effects on the inverse 
cascade of 3-dimensional tidal jets, 

(a) Time-mean turbulence field in a 
simplified model,    (b) Simplified 
modelling of Osaka-Bay refering to 
the Froude model of tidal residual 
circulation by Yanagi (1976). 
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the last two experiments were done installing a turbulence grid at the Akashi-Strait. 
In the Froude model (C), the inverse cascade didn't proceed so efficiently as in the 
case of 2-dimensional tidal jets. In the Froude/Rossby model (D), a more compact 
Okinose-circulation is formed near the strait. 

Earth rotation, roughness and 2-dimensionality of turbulence 

In the numerical modelling of tidal flow fields, the earth rotation effects are 
usually formulated with the Coriolis term. On the simplified physical model, however, 
the eddy viscosity is also influenced in the rotating system significantly. Then, some 
turbulence characteristics are expected only from the physical model, however, it is 
under an experimental limitation from the size of available turntable. As shown in 
Table 1, the distortion ratio of Froude/Rossby model is 5 times higher than the 
representative Froude model used by Ishikawa(1979), which has been practically 
applied to the assessments of physical influence due to reclamations. The higher the 
distortion rate is set up, it enhances more the 3-dimensionality of the turbulence in the 
model, and the first stage inverse cascade is relatively underestimated. Figure 11 
shows the experimental estimation of the balance of hydrodynamical effects of earth 
rotation and 2-dimensionality of turbulence, in which the daily-mean turbulence on 23 
December 1987 are compared. Case (A) shows the model of 50 in the distortion ratio, 
which has been examined here in detail. In the Froude/Rossby model, the prototype 
coherent structure was well simulated excepting some deviations found in the location 

Figure 11. Experimental estimation of the balance of hydrodynamical effects of earth 
rotation and 2-dimensionality of turbulence. The parameters are distortion 
ratio (Reynolds number) of the 3-dimensional model. The representative 
length and speed are the mean depth and maximum speed at the Akashi-Strait. 
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of the Okinose-Circulation. Case (B) shows the results in a model basin of 25 in 
distortion ratio. Owing to the improvement in the 2-dimensionality of tidal jet, the 
similarity of Froude/Rossby model is made higher. Here, we also notice that the 
difference due to the earth rotation is made smaller. In the case (C), the distortion 
ratio was set at 12.5, same to the representative Froude model for the practical use. 
As the 2-dimensionality of tidal jet is improved further, the Okinose-Circulation is 
made positioned nearer to the Okinose-Shoal in the Froude/Rossby model. In the 
same time, the difference caused by the earth rotation effects are made much smaller. 

Here, we should mention that the Reynolds number of the third model is two 
order less than that of the representative Froude model, and four order less than in the 
prototype Osaka-Bay. The turbulence energy injected into the model basin is 
underestimated in this model. To simulate the first stage inverse cascade of tidal jet in 
the last Case (D), some artificial roughness were attached at the narrowest part of the 
straits of Akashi and Tomogashima. On the Froude/Rossby model, the Okinose- 
Circulation is made positioned exactly overhead the Okinose-Shoal. On the Froude 
model, however, the reproducibility is made less than in the case without roughness, 
as the first stage inverse cascade of 3-dimensional turbulence scarcely proceeds. 

Concluding remarks 

From the viewpoint of a turbulence interlocked inside a rotating closed vessel, 
the physics of the tidal flow field in Osaka-Bay was examined. Through the flow 
visualization by Mos-1/MESSR, a coherent structure very similar to the tidal residual 
circulation was detected, which is interlocked tight inside the bay. The morphology 
and scales of the coherent structure are revealed. To discuss the turbulence 
processes, laboratory experiments were done using a hydrodynamical model of 
1/50,000 in scaling ratio with the Froude/Rossby similarity law. A hysteresis in the 
turbulence processes was detected, and was verified through the hydrodynamical 
interpretation of Landsat images. Based on a simplified model experiments, it was 
shown that the earth rotation accelerates the inverse cascade of 3-dimensional tidal 
jet. Using four types of scale down models with some difference in distortion ratio 
and surface roughness, the hydrodynamical balance of earth rotation, bottom friction 
and 2-dimensionality of turbulence were estimated experimentally. 

References 

Fujiwara, T., Higo, T., Takahashi, Y.: On the residual circulations, tidal flows and eddies, Proc. of 
Coastal engineering, JSCE, Vol.36, pp.209-213, 1989(in Japanese) 

Imamoto, H., Otoshi, K.: Hydrodynamical model experiments on the tidal flow in Osaka-Bay. Proc. 
of 43th meeting JSCE, pp.778-779, 1988(in Japanese) 

Ishikawa, M, Kumagai, M, Nishimura, H., Fujiwara, T., Hayakawa, N.: Hydrodynamical model 
experiments on the tidal residual circulation under the stratified condition. Proc. of 
Oceanogr. Soc. Japan, pp.41-42, 1979(in Japanese) 

Nihoule, C.J., Jamart, M.(Editor): Mesoscale/Synoptic coherent structures in geophysical turbulence. 
ELSEVIER OCEANOGRAPHY SERIES 50, 1989 

Yanagi, T.. Fundamental study on the tidal residual circulation-I, J. Oceanogr. Soc. Japan, Vol.32, 
pp. 199-208, 1976 



CHAPTER 64 

Development of a Partially Three-Dimensional Model 
for Ship Motion in a Harbor with Arbitrary 

Bathymetry 

Takumi Ohyama * and Mitsuru Tsuchida 2 

Abstract 

A numerical method has been developed for the analysis of ship motions in a 

harbor with arbitrary bathymetry. A BEM-based 3-D model, applied partially 
to a near-field surrounding a ship, is combined with a FEM-based 2-D model, 

utilized in the remainder of harbor domain. This combination may achieve 

an efficient computation of the ship motions with taking into account of wave 

deformation in a harbor. Preliminary examinations have been performed to in- 

vestigate appropriate location of a matching boundary where these two models 

are coupled. It is found that, for reliable prediction, (2 ~ 3)ft (h: water depth) 

is required for the distance between the matching boundary and a body. The 

numerical results of added mass and damping coefficients for a rectangular float- 

ing body in a rectangular basin are then compared with those obtained from a 
conventional numerical model. Favorable agreement between the results verifies 

the present numerical method. Ship motions in a harbor with slowly varying 
depth are also demonstrated. 
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1. Introduction 

Precise prediction of ship motions in a harbor is essential to reliable harbor 

design. Coastal structures such as breakwaters and bottom topography in a har- 

bor cause incoming waves to be diffracted and refracted before their reaching a 

floating body. In addition to such deformation of incoming waves, diffracted and 

radiated waves propagating from the body may be re-reflected by breakwaters 

and come back to the body again. Therefore, in general, hydrodynamic forces 

acting on a floating body in a harbor significantly differ from those in the case 
of open sea. 

Under such circumstances, it may be necessary that the wave-ship interaction 
problem is solved simultaneously with the wave deformation in a harbor. In spite 

of this, corresponding numerical models, taking into account of coastal structures 

and bottom topography, have rarely been provided for predicting ship motions 

in a harbor. Oortmerssen (1976) developed a numerical method to calculate 

wave-induced motions of a ship moored at a straight quay, whereas Sawaragi 

and Kubo (1982) applied a two-dimensional boundary element method (2-D 

BEM) to the case of a rectangular floating body in a rectangular harbor. These 

basic studies may indicate essential influences of harbor boundaries on the ship 

motions. However, since these approaches have utilized the principle of mirror 

image, their applications are limited to harbors with straight boundaries. 

In the light of this, Sawaragi et al. (1989) proposed a numerical method 

applicable to harbors of an arbitrary horizontal configuration. In their approach, 

a 3-D BEM model using a Green's function derived by John (1950) is applied 

only to the near-field around a floating body, and is combined with a 2-D BEM 
model utilized in the remainder of harbor domain. Although the basic idea of 

this "partially three-dimensional model" may address more practical situations 

as compared to the aforementioned methods, its application is still restricted to 

the case of constant depth in a harbor. 

In this connection, the present study attempts to develop an alternative 

"partially three-dimensional model" for more general situations with a slowly 

varying bottom. A finite element method (FEM) based on the mild-slope equa- 

tion (Berkhoff, 1972) is employed as a 2-D model in a harbor domain excluding 
the near-field around a floating body. Taking into account of continuities of fluid 

mass and momentum, this 2-D FEM model is coupled with a 3-D BEM model 
in the vicinity of the body. 

The basic theory and the numerical formulation are described in Section 

2, where the 3-D BEM and 2-D FEM models are solved simultaneously with 

continuity conditions imposed on a matching boundary. Since the 2-D model is 
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based on the mild-slope equation, this model is applicable only to the domain 

where evanescent modes are negligible. In this connection, Section 3 investigates 

an appropriate location of the matching boundary in a vertical two-dimensional 

plane. In Section 4, in order to verify the present numerical model, comparisons 

are made with a conventional model (Sawaragi and Kubo, 1982) for radiation- 

force coefficients of a rectangular floating body in a rectangular basin. Lastly, 
a numerical example is given in Section 5 for ship motions in a harbor with an 
inclined bottom. 

2. Partially Three-dimensional Numerical Model 

Governing equation and boundary conditions 

Let us consider wave diffraction and radiation by a floating body in a harbor 
with arbitrary bathymetry. Assuming an irrotational small-amplitude motion of 

an incompressible and inviscid fluid, the fluid motion can be expressed by using 

the linear potential theory. The velocity potential for the wave-body interac- 

tion may be separated into the propagation mode and the evanescent modes, 

where the latter diminishes exponentially with distance away from the body. 

Therefore, in the present model, the harbor domain considered is subdivided 

into two regions, fit and fi2, 
as shown in Fig. 1. The former region fij de- 

notes a small near-field around the floating body where the evanescent modes 

are significant, whereas the latter fi2 represents a whole domain in a harbor 
excluding fii. It is assumed that the matching boundary, Sc, between fij and 

fi2 is located sufficiently apart from the body and, hence, only the propagation 

mode is predominant in il2. 

The velocity potential, $ (x, y, z, t) can be expressed by the combination of 

incident, diffraction and radiation potentials: 

$(*, y, z, t) = <h{x, y, z)e~M + £ ^(D,e-'ff%(*, y, z), (1) 
i=i at 

where (x, y, z) represents Cartesian coordinates (see Fig. 1), t is the time, a 

is the angular frequency of incident waves, / = 1, 2, • • •, 6 correspond to the 

surge, sway, heave, roll, pitch and yaw body motions, respectively, <j>7 is the sum 

of incident and diffraction potentials, and fa and D\ (I = I ~ 6) are the radiation 

potential and the complex amplitude of the Z-th directional body motion. 
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Incident "\ ^°< 
.Wave 

Fig.   1 Schematic diagram of partially three-dimensional 

model. 

The governing equation and the boundary conditions for <j>t {I = 1 ~ 7) are 

-K-^T + -^rr + -7TT- = °.     (/ = 1 ~ 7; in fij [i = 1J and S22 [i = 2J),     (2) 
3a:2 ay' 

AW 

9. 

A« 

AW 0,    (/ = 1 ~ 7, i = 1, 2; on £», 

3rc 
0,    (Z=l~7, * = 1, 2; onSB), 

A(D 

9: 
— = v(,    (/ = 1 ~ 7, on Sv), 

(3) 

(4) 

(5) 
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Vi = nx, v2 = ny, v3 — nz, 
V

A = (y ~ Va)nz - 0 - zG\ yi 

(6) u5 = (z - zG)nx - (x - xG)nz, 

v(i = (x - xG)nv - (y - yG)nx 

«7 = 0, 

where <f>\ and <j>\ ' denote the velocity potentials in ftj and fi2; respectively, SF 

is the free surface, SB is the seabed, Sv is the submerged body surface, n is the 

outward normal on each surface, (n„ n„, nz) are the x—, y— and z—components 

of the outward unit normal on Sv, and (xG, yG, zG) is the gravitational center 

of the body. 

On the other hand, partial wave reflection is considered along the harbor 

boundary Cw- Although Isaacson and Qu (1990) proposed a corresponding 

boundary condition including the effects of wave direction and phase shift, the 

present study utilizes the following simple condition: 

d^i2       icrl- KRW J2)      n     •,      7   nn r   x ,7) 

On        6 1 + KRW 

where C is the wave celerity and KRW represents the reflection coefficient im- 

posed. 

3-D BEM model in nt 

Applying Green's theorem to the fluid domain Oi, the Laplace's equation 
Eq. (2) is transformed into the following integral equation: 

«(P)tf'(mX{tff-f^ = 0,    (/-l-T), (8) 
where S represents the closed boundary surface containing f21; P denotes an 

arbitrary position in Oi, and G is a Green's function. The coefficient a(P) is 

2-K if P is on S, and is iir in other cases. 

Using a Green's function derived by John (1950) and substituting the bound- 

ary conditions, Eqs. (3), (4) and (5), into Eq. (8), the following boundary 

integral equations can be obtained: 

°TOiV)+/    U)d^~djf-G)ds+f ^T-ds-l   vlGds, JSc I on        On       I JsyuSg on Jsv 

(Z = 1 ~ 7). (9) 

If the water depth is constant in fii, the integral on SB involved in Eq. (9) can 

be eliminated since dG/dn — 0 (on SB)- 
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2-D FEM model in fl2 

In fl2, sufficiently far from the body, we may consider only the propagation 

mode in the fluid motion over a slowly varying seabed. This allows us to Utilize 

the mild-slope equation (Berkhoff, 1972; Smith and Sprinks, 1975; Lozano and 

Meyer, 1976). 

Thus, the velocity potential <f>i in fi2 is approximated by the form 

where k(x, y) and h{x, y) are the wave number and the water depth, respectively. 
The corresponding mild-slope equation, derived from Eq. (2), is given as 

V- (CCaV<p\2)) + k2CCa<f\2} = 0,     {I = 1 ~ 7, in f)2), (11) 

where V = (d/dx, d/dy) and C& is the group velocity. 

According to Chen and Mei (1975), a variational approach is employed in a 

FEM-based formulation to solve Eq. (11). Along the open boundary, denoted 

by CQO 
m Fig- 1> the finite elements are coupled to the superelement which 

satisfies the radiation condition analytically. The exterior region outside C<x, is 

assumed to have a constant water depth. 

The variational function for the governing equation [Eq. (11)], the boundary 

condition on Cw [Eq. (7)] and the radiation condition is given as 

J, = (Ji)j + {Ji)i + (J3)i + Wi,    (/ = 1 ~ 7), (12) 

Wi = LCCa{(^-^)+l5i7^)^-l6i7^-^^}dc 

(13) 

where Sij is the Kronecker's delta, <p0 is the velocity potential of incident waves, 

Cc is the intersection of the free surface and the matching boundary Sc, and ^pj 

denotes the exterior analytical solution (Chen and Mei, 1975). 
Discretizing Eq.   (12) by using linear triangular elements and applying the 

variational principle, we finally obtain a set of simultaneous equations for y>) 

in 0,2 including Cc and d<p\  Jdn on Cc- 
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Continuity conditions on the matching boundary 

The velocity potential, 4n, and its normal derivative, d<f>t/dn, must be con 

tinuous across the matching boundary Sc' 

*W 
tf\ (I = 1 ~ 7, on Sc (14) 

Since the magnitude of evanescent modes is assumed negligible on Sc, these 

equations are rewritten by 

,(i) _    (2) cosh k(h + z) 
cosh kh 

d(f>i dfi    cosh k(h + z)        (2) d   /cosh &(/i + z) 

dn dn        cosh fc/i dn \      cosh fc/i 

Substituting Eq. (15) into Eq. (9), we obtain 

9n JCn   I 
dc + 

/, 

. (Z = 1 ~ 7, on Sc). 

(15) 

SVUSB dr 
• ds, 

= f   v,Gds    {1 = 1 ~7), 

where 

IA = 
f° cosh k(h + z)dG 

Ic = 

-I. 
[     , 

•l-h dn \     cosh kh 

f° cosh k(h + z) 

J-h 

-h      cosh kh      dn 
0   d   (cosh k(h + z 

h dn\ 
Uh.4- z) 

Gdz. 

dz, 

Gdz 

(16) 

(17) 

cosh kh 

Equation (16) is discretized into a finite number of facets on Sy and SB, and 

of line elements on Cc- In the resultant discretized equation, the position of the 

control point P is set at the center of each element on Sv, SB and Cc- This 

leads to (Ny + Ng + Nc) linear algebraic equations involving <p\ (on Sy, SB), 

ifi (on Cc) and df\ '/dn (on Cc) as unknown variables, where Ny, NB and 

Nc are the number of elements on Sv, SB and Cc, respectively. These equations 
are solved simultaneously with those obtained from the 2-D FEM model so as 
to determine the velocity potential in the both domains. 
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3. Location of the matching boundary 

Prior to computing ship motions in a harbor, preliminary examinations are 

conducted to investigate the effect of the location of the matching boundary. As 

described in the previous section, the matching boundary must be set far enough 

away from the body so as to satisfy the assumption of negligible magnitude of 
evanescent modes. 

For this examination, we consider a wave-diffraction problem in a vertical 

plane. In general, the horizontal variation of the magnitude of evanescent modes 

may be represented by 

Ame-kmX,(m = l,2, •••), 

where X denotes the horizontal distance from the origin of wave scattering, km is 

the m-th eigen value (km tan kmh = —a2/g), and Am is a constant corresponding 
to the magnitude of the m-th mode at X = 0. Since e~klX > e~k2X > • • • 

(ki < k2 < • • •), we may examine only the first mode, A\t~klX. The magnitude 
ratio of the first mode, normalized by Ai, is then defined as 

p{X) = e~klX. (18) 

As an example, Fig. 2 shows the computed reflection coefficient of a sub- 

merged rectangular shelf, KR, for different values of p. In the figure, the abscissa 

denotes the normalized wave frequency, the solid line is the corresponding ana- 

lytical solution obtained from an eigen-function expansion method, and SR and 

ST are the matching boundaries. The combination of a 1-D FEM model with a 

2-D BEM model was employed for these computations. 

As seen in the result for p = 0.1, a large value of p (small X) causes an 

apparent deviation from the analytical solution. In this case, the magnitude of 

evanescent modes may be still significant at the matching boundaries. While a 

slight discrepancy is observed for p = 0.05, the numerical results for p = 0.01 

and 0.005 agree well with the linear theory in the entire frequency range ex- 
amined, indicating that the assumption of negligible evanescent modes becomes 

appropriate. 

In Fig. 3, the normalized distance, X/h0 (hQ: the water depth), is plotted 

for different values of p. It is found that X/h0 corresponding to a constant p 

is insensitive to the wave frequency. The results shown in Figs. 2 and 3 may 

conclude that the distance X, required for reliable prediction, is 2 ~ 3 times as 

long as the water depth. 
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Fig. 2 Variation in computed reflection coefficients of 

a submerged rectangular shelf, with the location 

of matching boundaries. 
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Fig.   3 Relation between the normalized distance X/h0 and the 

parameter p. 
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For 3-D cases, the distribution of evanescent modes in a horizontal plane 
may be expressed as 

BnmKn(kmR) cos n8,   (n = 0, !,-••, m = 1,2, •••), 

where (R, 6) is local polar coordinates, Bnm is a constant and Kn is the modified 

Bessel function of the n—th order. Although the examinations were performed 

only in a vertical 2-D domain, the results obtained here may also be valid for 
3-D cases since Kn(kmR) can be represented by using an exponential function 
e-kmR £or iarge JI 

4. Comparison with a conventional numerical model 

Sawaragi and Kubo (1982) computed hydrodynamic forces on a rectangular 

floating body in a rectangular basin by using a 2-D BEM model. Although the 

application of their model is limited to a rectangular harbor with a constant 

depth, the comparison with their results may confirm the validity of the present 

numerical model. 

The numerical results for added mass and damping coefficients in the sway 

motion, M22 and N22, are given in Fig. 4, where A and Ls are the weight and 

the length of the floating body. In the figure, the configurations of the basin 

and the floating body are also illustrated in a horizontal plane. The body's 

submergence and the water depth are 0.2m and 0.5m, respectively, and the 

harbor boundaries are fully reflective (KRW = 1). 
As shown in this figure, predominant peaks of the hydrodynamic forces 

emerge at certain frequencies corresponding to harbor resonance. This peak 

phenomenon may suggest an importance of surrounding-boundary effects in pre- 

dicting ship motions in a harbor. A favorable agreement between the results 

obtained from the present model and those from the 2-D BEM model (Sawaragi 

and Kubo, 1982) indicates the reliability of the present numerical model. 
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Fig. 4 Added-mass and damping coefficients in sway motion of a 

rectangular floating body in a rectangular basin. 

5. Numerical Example 

In addition to the influence of harbor boundaries, seabed topography may be 

one of the important factors for precise prediction of ship motions in a harbor. 

However, as mentioned in Introduction, most conventional approaches applied to 

this problem have assumed a constant water depth in a harbor. In this section, 

therefore, a numerical example is given for the case of a harbor with an inclined 
bottom. 



882 COASTAL ENGINEERING 1994 

The configurations of a floating body and a harbor examined are illustrated 
in Fig. 5. For reference, computations were also conducted for a flat-bottom 

case, for which the water depth is denoted by a broken line in this figure. The 

propagation direction of the incident waves is 30 degrees oblique to the harbor 
mouth. 

Incident Wave 

g Ls=1.0m 

T 
3.0m 

Fig. 5 Configurations of a floating body 

and a harbor examined. 

The resultant frequency responses of ship motions are shown in Fig. 6, where 

the solid and dotted lines represent the numerical results for the flat bottom and 

the inclined bottom, respectively, and H0 is the incident wave height. Although 

resonant peaks emerge in the both numerical results, the corresponding peak fre- 

quencies are different between the cases. In particular, the computed responses 

for the inclined-bottom case shows distinctive peaks at ff2Ls/g = 1.8, which are 

not observed in the result for the flat-bottom case. This difference is attributed 

primarily to the variation in natural frequencies of the harbor. The results given 
in Fig. 6, therefore, may indicate an importance of a depth-variation effect on 

the ship motions in a harbor. 
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(f)   Yaw 

Fig. 6 Frequency responses of the ship motions for the flat-bottom 

case ( ) and the inclined-bottom case ( ). 
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6. Conclusions 

A numerical method, composed of a BEM-based 3-D model and a FEM- 

based 2-D model, has been developed for the analysis of ship motions in a harbor 

with arbitrary bathymetry. This combination of the two different models may 
achieve efficient computation with taking into account of wave deformation in a 

harbor. Since the mild-slope equation is employed in a horizontal 2-D domain in 

a harbor, the present method can be applied to more general cases with varying 

water depth as compared to a conventional "partially 3-D model" (Sawaragi et 

al., 1989). 

Basic examinations have been performed to investigate appropriate location 
of a matching boundary where the two models are coupled. The results show 

that, for reliable prediction, the distance between the matching boundary and a 

body is required to be 2 ~ 3 times as long as the water depth. This practically 

satisfies a basic assumption that the magnitude of evanescent modes is negligible 

at the matching boundary. 

The numerical results of radiation-force coefficients for a rectangular floating 

body in a rectangular basin are then compared with those obtained from a 

conventional method (Sawaragi and Kubo, f 982). Favorable agreement between 

the results verifies the present numerical method. 

Lastly, ship motions in a harbor with an inclined bottom are demonstrated. 

The comparison between the numerical results for the flat-bottom and inclined- 

bottom cases indicates that the bottom topography may cause a variation in 

natural frequencies of harbor, which significantly influence the resultant ship 

motions. 
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CHAPTER 65 

THE MEASURED AND COMPUTED HOKKAIDO NANSEI-OKI 
EARTHQUAKE TSUNAMI OF 1993 

Tomoyuki Takahashi1, Nobuo Shuto1 

Fumihiko Imamura2 and Hideo Matsutomi3 

Abstract 

The linear long-wave theory is used in the first stage to find the tsunami initial 
profile. The perfect reflection is assumed at the land boundary. On comparing the 
computed with the measured overall runup distribution, the best fault model is found 
among 24 models. It consists of three sub-faults dipping westward. It satisfies the 
measured land subsidence and overall distribution of runup heights in Okushiri Island. 

Then, the shallow-water theory with bottom friction is used to simulate runup. 
The runup condition is used as the land boundary condition. The arrival time and 
runup heights agree well with the measured. 

Introduction 

At 22:17, July 12th, 1993, an earthquake of Ms=7.8 occurred off the 
southwestern coast of Hokkaido, in the Japan Sea. A giant tsunami was generated. 
It hit the island of Okushiri about 5 minutes after the earthquake, and claimed more 
than 200 lives. A big fire, caused by the tsunami, burned houses which were saved 
from the direct attack of the tsunami in Aonae, a small town at the southern end of 
Okushiri Island. The area of concern is shown in Fig.l (Hokkaido Tsunami Survey 
Group, 1993). 

Since the tsunami hit at night, its details could not be obtained from witnesses. 
The most reliable data would be the tsunami traces. Many parties were dispatched to 

'Disaster Control Research Center, Tohoku Univ., Sendai 980-77, Japan 
2School of Civil Eng., Asian Inst. of Tech., G.P.O.Box 2754, Bangkok 10501 
3Dept. of Civil Eng., Akita Univ., Akita 010, Japan 
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measure runup heights and collect such data as tide records. The authors also 
organized a survey team of 19 persons, and sent it to the site two days after the 
disaster. At the same time, the authors simulated the tsunami with the Harvard CMT 
solution. On exchanging results by faxs and phone calls between the survey team and 
the simulation team every morning and night, places and density of measurement 
points were determined. The authors considered that if there was a difference between 
the measured and the computed, this difference was really important to distinguish 
the special feature of the tsunami. 

In the second section, tsunami data are shown and the special feature of this 
tsunami which should be satisfied by the simulation is summarized. In the third 
section, the method of simulation is briefly given. In the fourth section, initial profiles 

Pacific 
Ocean 

55°N 

130° 140°E 

Fig.l Location of the area studied. 
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obtained from seismic data are shown and their defect are discussed. In the fifth 
section, a comparison is made between the measured tsunami runups and the 
simulated with the Harvard CMT solution. In the sixth section, a model of two sub- 
faults, DCRC-2, is proposed and examined. In the seventh section, a model of three 
sub-faults, DCRC-17a, is introduced. Among 24 models examined by the authors, 
the DCRC-17a model is considered the best at present. In the same section, the 
problems which requires a further study are also discussed. 

Measured Runup Heights, Tide Records, Arrival Time and Ground Subsidence 

Positions of aftershocks are shown in Fig.2 (Hokkaido Univ. et al, 1993). The 
vertical distribution of aftershocks in each section implies that it is very hard to 
determine the inclination angle of fault, which is closely related to the location of the 
crest of the initial tsunami profile. A reverse-slip fault dipping eastward (westward) 
makes the crest far from (near to) Hokkaido Island and results in a late (early) arrival 
of the tsunami. 

Figure 3(a), (b) shows the measured runup heights in Okushiri Island and the 
mainland of Hokkaido. The highest runup of 31.7 m was obtained on the western 
shore of Okushiri Island directly facing the earthquake fault. It was found at the 

0 40 80 
I 

Fig.2 Distribution of aftershocks. Left figures are vertical distributions 
in the areas given by rectangles in the right figure. 
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Fig.3(a) Measured runup heights in Okushiri island 
with the measured subsidence shown in rectangles. 
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Fig.3(b) Measured runup heights in Hokkaido. 
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bottom of a tiny valley 50 m wide at its mouth on a pebble pocket beach 250 m long 
backed by cliffs. At the valley mouth and on the cliffs, runup heights were 22 m to 
24 m. In order to simulate this high runup, very fine spatial grids (and, of course, 
very detailed maps) will be required. 

Even on the eastern coast of Okushiri Island, high runup of 20 m was measured 
at Hamatsumae which is located in the sheltered area of Aonae Point. This may be 
a result of concentration due to refraction caused by the Okushiri Spur, a very wide 
shallow extending in the sea south of the point. In order to simulate the refraction 
effect, not only the detailed sea bottom contours but also the angle of tsunami 
incidence is important. This is closely related with the strike angle of the fault. 

Along the eastern coast of Okushiri Island, runups show a wavy distribution, 
which implies the interaction of the tsunami entrapped around the island and the 
tsunami reflected from the mainland of Hokkaido. 

Along the Hokkaido coast, tsunami runups are high from Taisei to Shimamaki 
and not high in the other region. 

In the first column of Table 1, the arrival times collected from witnesses or 
determined from submerged clocks are summarized. 

In Fig.3(a), the measured ground subsidence are also shown (Kumaki,Y. et al., 
1993). Any fault model should yield the ground displacement coincident with them. 

Method of Simulation 

Two kinds of equations are used in the following simulation; the linear 
long-wave theory and the shallow-water theory with the bottom friction term 
included. The former is reduced to a set of difference equations, TUNAMI-N1, and 
the latter to TUNAMI-N2, by using the staggered leap-frog scheme. The details are 
given elsewhere (e.g., Shuto et al., 1986). 

The area of simulation is from 138°30'E to 140°33'E and from 40°31'N to 43° 
18'N. 

The initial tsunami profile is calculated with the Mansinha-Smylie method (1971) 
from fault parameters. 

In simulations for modification and examination of fault models, TUNAMI-N1 
is used with the perfect reflection condition at the land boundary. Overall agreements 
between the measured and computed are compared. The spatial grid is 450 m wide 

Table 1    Arraival  times 

Aonae 
(west) 

Aonae 
(east) 

Esashi Taisei Setana Sukki Shima- 
maki 

Iwanai 

4-5 4-5 11 5 5 3 5 15 
(unit rminute) 
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and the time step interval is 1 second. 
TUNAMI-N2 is applied to the DCRC-17a model, selected as the best among 24 

models. The spatial grids are varied; 450 m in Domain A, 150 m in Domain B and 
50 m in Domain C. The runup condition is used at the land boundary, 

Initial Profiles Proposed 

Figure 4 compares tsunami initial profiles by different researchers and 
institutions. These profiles are obtained, based upon seismic data. Differences are 
resulted from the frequency range of seismic waves used in the analysis and from the 
locations of stations where the data were acquired. 

With the accumulation of detailed and accurate seismic data, the situation became 
more and more complicated. No seismologists dare to determine what happened. 
Different from ordinary interplate earthquakes, no clear evidence was found about 
which plate is sinking below another. Almost a year later, many seismologists agree 
to think that the fault may dip westward. 

Seismologists are now skeptical about the validity of vertical ground 
displacements which are calculated with such a method as the Mansinha-Smylie's. 
On contrary to the homogeneous displacement on the fault plane assumed in these 
methods, an actual fault motion is heterogeneous, and the resulted ground 
displacement is more complicated. 

There is no other method and no other theory than the use of tsunami 
simulations, at present, to estimate the vertical displacement of sea bottom. One way 
is the tsunami inversion method introduced by Satake (1985), by which the initial 
profile is calculated back from tide records. The present paper uses another method, 
the trial-and-error repetition. We start the numerical tsunami simulation with an 
assumed initial profile, compare the simulated results with the measured runup 
heights to find the difference, modify the assumed initial profile, and repeat the 
procedure again. 

When a tsunami model is determined, the number of faults is important. In the 
beginning, the authors used the Harvard CMT solution, which assumed a single fault. 
This model, however, could not simulate the tsunami well. Then, models of plural 
faults were examined. In this paper, one of two-fault models, DCRC-2, and one of 
three-fault models, DCRC-17a, are discussed. 

Harvard CMT Solution 

Immediately after the earthquake, seismic data seemed to support one of the 
Harvard CMT solution, the fault plane of which gently dipped eastward. Figure 5 
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(a)Harvard (b)USGS 

(c)Univ. Tokyo (d)Hokkaido Univ., 

(e)JMA (f)Kikuchi 

Fig.4 Proposed tsunami initial profiles. Solid lines are for upheaval 
and dotted lines for subsidence. 



EARTHQUAKE TSUNAMI OF 1993 893 

shows the vertical ground displacement (= tsunami initial profile) calculated for this 
solution. The crest is located at the western end of the tsunami source area. 

With accumulation of seismic, geographical and tsunami data, differences of this 
model from the measured became non-negligible. Although this solution and the 
measured give the subsidence in Okushiri Island (Fig.6), the former gives the larger 
subsidence at the northern end of the island, while the latter reveals the larger 
subsidence of about 90 cm at the southern end. 

The most important difference is found in the arrival time of tsunami. Every 
witnesses at Aonae confirm the fast arrival of the tsunami 4 to 5 minutes after the 
earthquake. The simulation, however, gives the arrival 7.5 minutes after the 
earthquake, as shown in Fig.7. In order to simulate this early arrival, the crest of 
tsunami initial profile should be located near the island; i.e., the fault should dip 
westward. 

In Fig.8(a), (b), the computed runups are compared with the measured in 
Okushiri Island and Hokkaido. At Hamatsumae of Okushiri Island, the computed is 
too small. The same difference is found at Shimamaki of Hokkaido. 

Inaho 

in 

50km 

Fig.5 Tsunami initial profile computed 
for the Harvard CMT solution. 

Fig.6 Comparison of vertical displacement 
in Okushiri Island between the measured 
and the computed with the Harvard 
CMT solution. 
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Stimulated by the Kikuchi model (Fig.4 (f)), the authors assume plural faults. The 
first trial is DCRC-2, composed of two fault planes. 

At the beginning of the modification, the authors take the following facts into 
consideration; aftershock distribution, ground subsidence in Okushiri Island and the 
witnessed arrival time of tsunami. The conclusion is that the faults must be 
reverse-slip faults inclining westward with a large dip angle. 

Then, high runups at Hamatsumae is simulated. According to authors' assumption 
that these high runups are due to refraction, the strike direction of the south fault is 
adjusted because it governs the incident direction of the tsunami. 

With these consideration, the initial profile for DCRC-2 is obtained as shown in 
Fig.9. Different from the Harvard CMT solution, there are two wave crests, both of 
which are located close to Okushiri Island. Contours are of more complicated shape. 

The computed runups are compared with the measured in Fig.10. There are 
differences along the western coast. Along the south shore, the computed is much 
smaller than the measured, while the former is slightly smaller than the latter. 

observed 
Harvard 

Fig.7 Arrival time computed with 
the Harvard CMT solution. Numerals 
are in minutes after the earthquake. 

Fig. 8(a) Comparison of runup heights between the computed with the Harvard CMT 
solution (solid line) and the measured (marks) along Okushiri Island. 
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observed % 
• Harvard * 

l'"1 

(ui)   m3pH 

Fig.8(b) Comparison of runup heights between 
the computed with the Harvard CMT solution 
(solid line) and the measured (marks) along 
Hokkaido. 

2W JW SM 3M 

measured 
- DCRC-2 

Fig.9 Tsunami initial profile 
computed for DCRC-2. 

x > 
I g 

Fig. 10 Comparison of runup heights between the computed 
with DCRC-2 (solid line) and the measured (marks) along Okushiri Island. 
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In order to solve the difference above mentioned, the authors divide the south 
fault into two faults with almost same strike directions. After several trials, DCRC- 
17a is found as the best. Its three fault planes are shown in Fig.ll. The north fault 
is made longer than DCRC-2 in order to cover locations of aftershocks. Fault 
parameters are given in Table 2. 

The initial profile of DCRC-17a is shown in Fig.12. The crest corresponding to 
the south sub-fault is 4.9 m high. Another crest is 2.2 m high, corresponding to the 
north sub-fault. The central fault does not yield any crest, because its slip is small. 

The computed vertical displacement in Okushiri Island is compared with the 
measured in Fig. 13. Compared to the Harvard CMT solution (see Fig.6), the 
agreement is much better. 

Figure 14 shows the computed arrival time. The tsunami arrives at Aonae about 
five minutes after the earthquake, while it does 7.5 minutes in Fig.7 for the Harvard 
CMT solution. 

Figure 15 compares runup height distributions around Okushiri Island. Overall 
agreement is fairly well, except for the neighborhood of Monai on the western coast, 
where the differences between the measured and the computed can only be explained 
by another simulation with very fine spatial grids as stated in the section of the 
measured runup heights. In order to evaluate the agreement, Aida's parameters, K and 
K, the geometric mean of the ratio of the measured to the computed runup height 
and the corresponding variance, are used. For the whole island of Okushiri, K=1.048 
and K = 1.469. Distribution of K and K for every coast is shown in Fig. 16. 

Figure 17 compares runup height distributions along Hokkaido. In the 
neighborhood of Esashi, the computed is higher than the measured. This indicates the 
need of a further modification. The initial tsunami height in the southern part of south 
fault should be made smaller than in the present model. In addition, a slight 
modification may be necessary to adjust the computed results near Suttsu and its 
neighborhood. 

Table 2 Fault parameters of DCRC-17a. 

Fault M0(xl027) depth Strike(°) Dip(«) SUp(°) Length Wide dislocation 

North 
Central 
South 

3.85 
0.56 
2.21 

10km 
5km 
5km 

188 
175 
163 

35 
60 
60 

80 
105 
105 

90km 
30km 

24.5km 

25km 
25km 
25km 

5.71m 
2.50m 
12.00m 

Total 6.62 
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'138" 139' 140- 141* 

Fig.ll Three fault planes of DCRC-17a. 

 subsidence 

Fig.12 Tsunami initial profile computed for DCRC-17a. 
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obserued 
Inaho 

Okushiri 
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V 
Aonae 

r 
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-34 

Fig. 14 Arrival time computed with 
DCRC-17a. Numerals are in 
minutes after the earthquake. 

Fig. 13 Comparison of vertical displacement 
between the computed with DCRC-17a and 
the measured in Okushiri Island. 

a 15- 

X   IO- 

CS > 
pj o 
3 g 

B 

Fig.15 Comparison of runup heights between the computed with DCRC-17a (solid 
line) and the measured (marks) along Okushiri Island. 
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Total 

K=1.048 
K =1. 469 

K=l. 237 

« =1.345 

Horoii.ii 

K=l. 163 
K =1.426 

Monai 

Aonae 

Oku shin 

K =0.832 
K =1.554 

K=0. 978 

K =1. 304 

Fig.16 Distribution of K and K for DCRC-17a along Okushiri Island. 

«    observed 
  DCRC-17a 

Matsumae 

Fig.17 Comparison of runup heights between the computed with DCRC-17a (solid 

line) and the measured (marks) along Hokkaido. 
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Conclusions 

In order to simulate the 1993 tsunami around Okushiri Island, the DCRC-17a 
model composed of three fault planes is obtained, by mostly adjusting the south and 
central faults. It satisfies the arrival time, runup distribution including high runups at 
Hamatsumae which is located in the sheltered area, and land subsidence. 

In the present simulation, the maximum runup of 31.7 m in the neighborhood of 
Monai in Okushiri Island is not taken into consideration. A simulation with very fine 
spatial grids is required to simulate it. 

Further adjustments of the south fault is necessary to explain the tsunami in the 
neighborhood of Esashi, Hokkaido. In addition, another adjustment is necessary for 
the northern part of the north fault. These adjustments may affect, to some extent, the 
wavy distribution of runup heights on the eastern coast of Okushiri Island, too. 
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CHAPTER 66 

Quasi-Three-Dimensional Model for Storm Surges and Its Verification 

Takao Yamashita1, Yoshito Tsuchiya,M.ASCE2 and Hiroshi Yoshioka1 

Abstract 

Three-dimensional model for storm surges was developed, in which momentum 
equations first were solved in the vertical direction together with mass conser- 
vation and turbulence model, then mass conservation in the horizontally two- 
dimensional coordinates was solved by the finite difference method. Several fun- 
damental tests concerning swing and wind-induced current, were performed to 
examine the model properties. Finally the hindcasting of the current profile in 
the Tanabe bay was conducted to test model applicability. 

Introduction 

Storm surge models have been developed as a two-dimensional model, which is 
called a vertical integrated model or one(single) level model. Because of Japan's 
recent need for waterfront development, significant environmental problems and 
coastal disasters will persist during accelerated future developments in the coastal 
ocean. It is desired to develop a more sophisticated numerical model for storm 
surges which predicts the profile of current, turbulence, and surge heights. A 
three dimensional model for tide and storm surges combined with a turbulence 
and wind-wave prediction model may become popular in coastal ocean assessment 
in the near future. 

Heaps (1973) studied dynamic response of the Irish Sea to a stationary wind 
stress field by a finite difference model which solves the homogeneous hydrody- 
namic equations taken in linearlized form by transforming them to eliminate the 
vertical coordinate z. The system including the coordinates x:y,t, and z was 
solved by an explicit finite difference scheme. This model only considers homoge- 
neous systems, and neglects the convection terms. A series of numerical experi- 
ments was also performed with the model to determine the steady state circulation 
of the Irish Sea system. Sundermann (1974) and Laevastu (1975) extended the 
method for three dimensional, multi-level, and multi-layer flow systems. Simons 
(1974 & 1975) studied the circulation in Lake Ontario under strong stresses by 
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2Professor  Emeritus of Kyoto  University  k. Professor,   Meijyo  University,  Tenpaku-ku, 
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using a four layer model. Sundermann (1974) extended Hansen's (1962) basic two 
dimensional scheme to study three dimensional tidal circulation of the North Sea. 
This extension involves an assumption of homogeneous density distributions. The 
basic two-dimensional explicit scheme of Hansen (1962) also has been extended 
by Laevastu (1975) by using multi-layer modeling. 

Another three-dimensional model which is the simple version of a-coordinates 
was developed by Koutitas and O'Connor (1980), in which momentum equa- 
tions together with mass conservation equation and turbulence model first are 
solved in the vertical direction. Then mass conservation in the horizontally two- 
dimensional coordinates is solved. This model elaborates on the vertical motion 
of fluid and reducing the matrix of difference equations. 

Numerical prediction in shallow bays or estuaries must be focused to develop 
an effective three-dimensional model for environment assessment in the coastal 
ocean, since this is our most probable development space in the coming century. 
In this paper, a quasi-three-dimensional (Q3-D) model is developed based on 
Koutitas and O'Connor's (1980) modeling. 

Figure 1 Coordinate system and definition of variables. 

Basic Equations and Solution Method 

The basic equations for the Q3-D model consist of the momentum equations of 
mean flow, the equation of continuity and the equations of turbulence model. The 
following additional relations for the vertical velocity w and the surface elevation 
( are used. 

d 
w{x,y,z) = -— /    wd«-— /    v 

ox J-h oy J-h (1) 

d( | d(HU) | d(HV) _ o 

dt        dx dy 
(2) 
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which is derived from the mass continuity equation by integrating in the vertical 
direction. This equation satisfies total mass conservation in the horizontally two- 
dimensional system. 

Vertical distribution of turbulence has to be specified to simulate the veloc- 
ity distribution of wind-induced mean currents. Several turbulence models are 
now available for the Q3-D modeling: (1) The so-called zero equation model in 
which the vertical eddy viscosity vt is assumed. (2) Multi-equation models in 
which turbulence kinetic energy budget is described by the standard k-e model. 
In order to get an efficient numerical solution to the three-dimensional system of 
equations, Koutitas and O'Connor (f980) employed a time fractional finite dif- 
ference method in which advection and propagation are split. The computational 
domain is covered by a rectangular-grid system in the x-y plane, and the water 
depth is divided into a several layer-elements as shown in Figure 1. The finite 
element Galerkin method is applied to the momentum equations to obtain nodal 
velocities over the depth. For the depth-averaged continuity equation (2), the 
finite difference method is applied. 

Applying an explicit scheme, the difference equation of the momentum equation 
in the x-direction is written as: 

un+l _ un fan fan fan ^n+1/2 
_      ..n ..n wn 

At dx dy dz dx 

d (    dun\      d (    dun\      8 (    dun+1\     r „ 

The y-momentum equation can be shown by the same manner. 
Assuming fractional time step t*, the momentum equations can be split up as; 

for the a;-momentum equation, 

u*      un       „dun      „dun       „dun       dC+1/2 

At = At-U^^V-dy--~W^Z--
9~dx- (4) 

d (    dun+1\      u*      d  (    dun\      8  (    dun\      r „ 

At      dz \      dz   /      At     dx \     dx J     dy \     dy 

for the t/-momentum equation, 

v*      vn       ndvn       vdvn        „dvn       d(n+1/2 

ArAt-U^~V~dy--W^-g-W- (6) 

vn+1      d (    dvn+1\      v*      d (    dvn\      d (    dvn\      , „ 

-Af'Tz r•&-J = At + d~x \VT^) + Yy \VT~dy-) ~ fu (?) 

and the vertical velocity w is calculated by 

w{x,y,z) = -Q^J u{x,y,z)dz- —J  v(x,y,z)dz (8) 

The finite element Galerkin method is applied to Eqs.  (4) to (7) to solve the 
nodal velocities over the depth.   Substituting the approximated velocity u into 
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the original momentum equation and integrating it between nodal points over a 
whole area, we get the following residual equation in the x-direction. 

f ~u* f „un 

I  U——CLZ =   /  U-—&Z 
J    At J    At 

[• n9un,        f. ndun,        r     ndun
J        f,d(n+1'2, 

- / uun-K-dz - / u«"-r-dz - / W——dz - / M—^ dz (9) 
J ox J        ay J oz J        ox 

Applying this relation to Eqs. (4) to (7), a set of linear equations can be reduced 
to 

Au*   =   a",        Bu"+1    =   b* 

Cv*    =   c\        Dv"+1    =   d* »+i    _   ^   f (10) 

where A is the 2x2 matrix, B the 2x4 matrix, a and c are two component 
vectors, and b and d are four component vectors. 

The linear interpolation function is used as 

u = Nkuk + Nk+iuk+1 (11) 

where 

Nk = -(zk+1-z), Nk+1 = - (z - zk) (12) 

where lk is the element length defined by lk = zk+i — zk. 
The three-dimensional current field is obtained by computing these equations 

which can be solved by the Gaussian elimination method. When velocities 
u(x,y,z) and v(x,y,z) are calculated in the time step n, the corresponding ver- 
tical velocity w(x,y,z) is computed by 

w(x,y,z) = —      u(x,y,z)dz—  I  v(x,y,z)dz (13) 
Jik Jik 

The surface elevation ( is calculated by 

^n+l/2 _ £n-l/2 d{HUf        8{HV)n 

At dx dy 
(14) 

In the above-mentioned computation processes, the kinematic eddy viscosity vt 

in the time-space domain has to be specified. Three types of turbulence models 
are incorporated into the numerical model for Q3-D storm surge prediction: 

(1) For the zero-equation turbulence model, Vt is assumed as: 

vt = constant     or     vt (15) 

(2) For the one-equation turbulence model, vt is calculated as: 

vt = Vkl (16) 
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where / is the eddy length scale and k is calculated by the fc-equation. 
(3) For the two-equation turbulence model, v-t is calculated as: 

vt = CD- (17) 
£ 

where k and e are ontained by the k-e model. Details of the k-e model are shown 
below. 

The k equation is discretized by the Chrank-Nicholson scheme as: 

kn+1     1 /  „dkn+l\     1 ( d  (vTdkn+l 

At       2 1        dz    I      2 \dz \<Tk    dz 

•5-i('!)*S^(S^'-' 
The finite element formulation is made by multiplying the weighting function, k, 
to this equation and integrating it over the depth as: 

kn 

k——dz 
At 

kendz(19) 

The linear shape function, Eq. (20), is assumed in the finite element formulation. 

1 1 
Nk = T{zk+1 - z),     Nk+1 = T(z - zk) (20) 

Ik 'k 

where k is the nodal number, 4 the element length, and zk the position of k in 
the z axis. 

The point of z is interpolated by, 

z = Nkzk + Nk+lzk+1 (21) 

Applying the Galerkin method, the integrations of each term in the equation are 
shown respectively as: 

Equations for e are derived in the same munner, and are solved numerically 
togther with the k equations by the Gaussian elimination method. 

Fundamental Tests of Q3-D Model 

Model parameters in the k-e equations will now be discussed along with several 
fundamental tests in the rectangular flume (i.e. swing and wind-induced current 
tests). 

Boundary conditions at the bottom and surface: For time-averaging turbu- 
lence models, such as the k-e and one equation models, the boundary conditions 
at the bottom and surface have to be carefully discussed because of its strong 
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shear flow characteristics. Usual modeling method in this area apply the knowl- 
edge called the universal law of the wall, which depicts the velocity distribution 
of shear flow by a logarithmic law given by 

u       1,   EuTy 
— = -In — (22) 
Ur K V 

where uT is the friction velocity, K the Karman constant, E the roughness pa- 
rameter, y the distance from the wall, and v the kinematic viscosity of the fluid. 
When we assume a hydraulically smooth wall, the roughness parameter may be 
evaluated by E = 9 in the range of 30 < uTy/v < 100. This concept is useful in 
the modeling of mean flow field in the boundary layer. Equation (22) is used to 
develop a quasi-three dimensional model for simulation of storm surges. 

On the other hand, the boundary condition of the turbulence model is posed 
by the assumption of balancing production and dissipation, which results in the 
following relation 

k 1 uT
3 

£=iy- (23> ny 

for the k-e model. 
To compute the mean flow in the interior region, we have to specify the velocity 

at the interface between the interior region and boundary layer with the relation 
of shear stresses and eddy viscosity given respectively by 

du\ 
!/(— = rs at the surface (24) 1  Q o. 

Z = ( 

j/t— I = Tf, at the bottom (25) 
z=-h 

where rs and TJ are the shear stresses at the surface and bottom of the sea 
respectively. 

When we specify the shear stresses (TS and r&), and turbulence properties (k 
and e), it is possible to get the boundary condition for mean flow field by velocity 
gradient. The following relation is used to evaluate the eddy viscosity, vt. 

k2 

Vt = c^— (26) 

Dirichlet's problem for the disecrate system brings a difficulty in determining the 
velocity gradient without dependence on grid size. Fine mesh makes the model 
extremely expensive in the three-dimensional case. To overcome these problems 
the point where the boundary condition is posed is fixed in this investigation. At 
the surface layer the point of Azs=1.35m and A^=0.1m at the bottom are set. 
This means that the distance from the bottom or surface, y, is fixed by Azs or Azj 
in the wall law relation of Eq.(22) or Eq.(23). In the case of the zero-equation 
turbulence model we do not have any information about turbulence near the 
boundary, therefore we need some assumptions in evaluating the eddy viscosity 
vt or shear stresses T& and/or T„. If the two-equation turbulence model is used, 
we do not need any assumption. We do need much CPU time and information 
of turbulence at the open boundary. This is usually difficult to get. 
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For zero-equation modeling, the following text elaborates on the way to deter- 
mine the bottom shear stresses from the numerical results of swing and wind- 
induced current tests. For this purpose, both the quasi-three dimensional simu- 
lation of k-e model version and the horizontally two-dimensional simulation are 
also conducted under the same computational condition. These results are used 
as indexes to determine the bottom shear stresses at the fixed point Az;, by 
comparison of surface elevations. Moreover, a simulation of flow combined tides 
and wind-induced currents is performed by the model of zero-equation turbulent 
version. 

Swing test Free oscillation of water in the closed flume may be simulated fairly 
well by the so-called single level model (horizontally two-dimensional model). 
By comparing the water surface oscillations computed by the single level model 
and those by the Q3-D model, the bottom shear stress of Q3-D model can be 
evaluated. As previously stated, this is one of the parameters which has to be 
determined in the Q3-D model. A closed flume which is used for the swing test 
has a dimensions of uniform water depth of 20 m deep, £=10,000 m in length and 
B =3,000 m in width. The horizontal spacing of the grid system is Ax=1000 m 
and the number of the vertical nodes is 35. Time increment is fixed by A<=10 sec. 
The initial surface profile is given by ((x) = 0.0001 x — 0.5. For the zero-equation 
version of Q3-D model, the vertical distribution of eddy viscosity is assumed by 
the following equation which is obtained by fitting the mean velocity distribution 
with Baines and Knapp's experiment. 

ut = 0.01 + KC, (l - 3.6£) -h (27) 

This assumption of eddy viscosity distribution will be further discussed later by 
comparing zero and two equation models in vt(z). 

Surface elevation at the right end is shown in Figure 2 together with the results 
computed by the leap-frog scheme(dotted line). Bottom friction is neglected in 
the computation by leap-frog scheme. The computed propagation speed of the 
disturbance on the uniform depth of 20 m is 1428 sec, which is equivalent to the 
long wave celerity. It can be recognized that almost uniform velocity distribution 
of the mean current is computed in the case of swing test with no bottom friction. 

Figure 2 Comparison of water surface oscillation at the flume computed by Q3-D 

model (solid line) and 1-Level Model (dotted line). 

Wind-induced current test The three-dimensional model is of course more ef- 
fective than the horizontally two-dimensional in the computation of wind induced 
current which is characterized by the strong shear near the surface. In the case 
of a closed basin, a return flow is observed near the bottom. 



908 COASTAL ENGINEERING 1994 

A wind-induced flow test in the closed flume is conducted and the vertical 
distribution of eddy viscosity as well as mean flow is discussed together with 
surface elevation property. This is calibrated by a comparison with theoretical 
formulation of wind set-up using Eq. (28). 

c„ •JpaCpLW2 

4gDpw 
(28) 

where £max is the maximum water surface elevation, Co the drag coefficient at 
the surface, L length of the flume, W the wind velocity, D the total depth, pa 

the density of air, and pw the density of sea water. 
As mentioned before, shearing stresses both at the surface and bottom are not 

uniquely determined in the Q3-D model of the zero-equation version of turbu- 
lence. They depend on the spacing of nodes just inside the interface because 
an approximation accuracy of the mean flow gradient depends on node spacing. 
When the number of vertical node points is fixed, shearing stresses are depen- 
dent upon the total depth. Figure 3 depicts this effect, in which four different 
results in the maximum surface elevation under the same condition are compared. 
Changing the still water depth in the range of 5 to 40 m, the maximum wind 
set-up is computed under the condition of uniform wind speed of 20 m/sec in 
the same flume as swing test. Gradually increasing wind speed from 0 to 20 
m/sec for 3000 sec is assumed in the test to reduce time to be steady state which 
means small tank oscillation is expected. In the figure, Q3-D CONST indicates 
the results computed by using the uniform distribution of eddy viscosity in the 
Q3-D model of zero-equation turbulence version, Q3-D QUARD indicates those 
expressed by the distribution resulting from Eq. (27), 1 LEVEL MODEL indicates 
those developed by the horizontally two dimensional model. 

I 
D Q3D QUARD 

A  Q3D CONST 

X 1 LEVEL MODEL 

:\ 

I 
A ; \ 

8\ 
\ 

DEPTH       (m) 

Figure 3 Relation between the water depth and the computed set-up. 

It can be recognized that the wind set-up computed by Q3-D QUARD is larger 
than that computed by other models in the region shallower than 10 to 5 m. This 
means that it may result in over-estimate of the shearing stress at the surface, and 
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a lower-estimate at the bottom in the very shallow region, because the their real 
distribution may become uniform as the depth becomes shallower. The difference 
between 1LEVEL MODEL and the solid line comes from the difference of out-put 
points. The out-put point of numerical computation is just inside of the end-wall. 

Vertical distributions of the mean flow and eddy viscosity at the center of 
the flume in steady state is shown in Figure 4 where the column is the depth 
nondimensionarized by the still water depth, while the abscissas indicates the 
horizontal velocity normalized by friction velocity. White circles in the figure 
indicate the experimental values of Baines-Knapp showing the null-velocity point 
at 0.7 in nondimensional depth. 

Z/h Z/h 

5 o    Bains- Knapp 

U/Ur 

(a) Constant distribution of eddy viscosity 

/h 
0. £/ 

a    Bains-Knapp 

i 
l° 

A.   2 

u/ur 
i^r^ ——f — —r' T

1
- 3l r'ii  

Z/h 

(b) Parabolic distribution of eddy viscosity 

Figure 4 Vertical distribution of the mean flow and eddy viscosity at the center 

of the flume in steady state by Q3-D model of zero-equation turbulence version. 

On the other hand, Figure 5 also shows the vertical distribution of both mean 
flow velocity and eddy viscosity which were computed in terms of the Q3-D model 
of k-e version whose boundary conditions are given by Eq. (23) for k and Eq. 
(29) for e. 

ki 
Khf, 

£b = 
k2 

(29) 

where the length scale parameters are assumed as Ls = 100Azs and Lj = Azj by 
comparison of mean flow velocity distribution with Baines and Knapp's experi- 
ments. 

From these figures it is found that the null-velocity point of the vertical dis- 
tribution of mean flow is located around the nondimensional depth of 0.6 which 
is slightly lower than that by experiment. Moreover the vertical distribution 
of computed eddy viscosity by the k-e model is similar to that of a parabola, 
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Z/h 

3ains-Knapp 
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. Time 6000(sec) 

(a) At the time of t= 6.000 sec 

Z/h 

Bains-Knapp 

Time 12000(sec) 

(b) At the time of (= 12.000 sec 

Figure 5 Vertical distributions of the mean flow and eddy viscosity at the center 

of the flume in steady state by Q3-D model of k-e version. 

Eq. (27), which is assumed for the model of zero-equation version. The com- 
puted eddy viscosity, however, skews downward with its maximumm at 0.4 in the 
nondimensional depth. 

Application to wind-induced currents in Tanabe Bay 

Observations of vertical velocity distribution in terms of an acoustic Doppler 
current profiler (ADCP) have been conducted since 1989 in Tanabe Bay by the 
Shirahama Oceanographic Observatory, Disaster Prevention Research Institute, 
Kyoto University. Tide and wind vector on the sea surface are also observed at 
the Oceanographical observation tower whose location is indicated in the map of 
Tanabe Bay (Figure 6) together with ADCP's location and depth contours. 

As this data is very useful for calibration of three-dimensional numerical model, 
simulation tests of mean flow in Tanabe Bay are carried out to compare with ob- 
servation in the current profile. Because the model assumes a well-mixed situation 
in the sea, the observed profile of mean current of horizontal component in winter 
season is selected for comparison. Figure 7 shows the time changes in wind vec- 
tor(upper), tide(middle) and current profile(bottom) which are used for model 
calibration here. Current vector in this figure is defined by NS-WE system in 
which the northward component is plotted upward and the westward current is 
leftward. A typical feature of this data is the strong wind-induced currents whose 
direction is ESE and the return flow to the direction of W. 

The sea bottom topography is reproduced from the chart (No. 74) with the 
grid system of Aa; = 100 m. Total point number is 89 x 110 and the origin is 33° 
44' 40" north latitude and 135° 17'00" east longitude. For actual computation, 
200m horizontal grid size, 19-point vertical nodal points, and 5sec time increment 
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Osaka 

f|: Tanabe bay 

Shionomi-saki 

Figure 6 Location of the Tanabe Bay and the oceanographical observation tower 
together with ADCP's observation point. 
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Figure   7   The   data   of  wind   vector(upper),   tide(middle)   and   current   pro- 
file(bottom), observed on December 12, 1989. 
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(b) Computed velocity profile by Q-3D model 

Figure 10 Comparison between observation and simulation of current profile. 

Observation of 2 min and 10 min averaging and computation output of 10 min 

interval. 
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are employed. Simulation period is 5:00-11:00, 20 December, 1989 which covers 
ADCP observation, 10:00-11:00. Wind condition is assumed to be constant NW 
wind whose velocity is 10 m/sec. 

A sample of the computed mean flow vectors at the surface level, 5m level, 
10m level and 30m level are shown in Figure 8. The vertical velocity distribution 
on six lines of N-S-l, N-S-2, N-S-3, W-E-l, W-E-2 and W-E-3 are shown in 
Figure 9. Figure 10 is the comparison between observation and simulation, in 
which observation of 2 min and 10 min averaging and computation output of 10 
min interval are shown. The strong wind-induced flow is not simulated in the 
numerical model, however, the return flow (probably the tidal current) is well 
simulated both in its magnitude and direction. One possibility which may cause 
this discrepancy may be the open boundary condition. The other may be some 
trouble in the ADCP observation. Further discussion about this will be needed 
in terms of continuous efforts in executing simulations and ADCP observations. 

Conclusions 

A three-dimensional model for storm surges was developed and its fundamental 
tests were carried out. The obtained main results in this paper are shown below. 
(1) From the swing test, propagation speed of the initial disturbance was con- 
firmed to be in good agreement with that of free long waves. 
(2) From the wind-induced current test in the two-dimensional flume, it was found 
by fitting the mean velocity profile with the Baines and Knapp's experiment that 
the eddy viscosity v-t was around 0.01-0.02 m2/s for Q3-D model of zero-equation 
version. Moreover the profile of eddy viscosity computed by the k-e model was 
similar to that assumed the parabolic profile in the zero-equation version. 
(3) The simulation of the flow fields in the Tanabe Bay was performed, in which 
both tides and wind-induced currents were taken into consideration. The velocity 
profile observation with ADCP also was conducted in the bay. From the compar- 
ison of velocity profile between observations and computations, it was found that 
the strong surface wind-induced flow was not simulated, however the return flow 
was well simulated both in its magnitude and direction. 
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CHAPTER 67 

Analysis of practical rubble mounds 

Allsop N.W.H.1, Jones R.J.2, Besley P.2 & Franco C.3 

ABSTRACT 

This paper describes results from an unusual research project completed under Topic 3R2 
of the European Union's MAST research project G6-S Coastal Structures.  In this project, 
data were collected from the major European hydraulics laboratories on the hydraulic and 
structural responses of example rubble mound breakwaters and sea walls that each 
laboratory had previously studied in wave flume or wave basin tests. The main responses 
considered here are: 

a) Main armour stability, given by measurements of armour movement and/or 
displacement under wave action. 

b) Wave overtopping, described by the number of waves passing over the 
structure crest, or by the mean overtopping discharge; 

The paper describes some of the analysis of armour stability and hydraulic performance of 
these structures, and explores the potential to develop general conclusions from ad hoc 
studies. This paper develops some of the analysis described initially within the G6-S 
project by Allsop & Franco (1992), but also re-considers and revises some of the early 
analysis and initial conclusions. 

1. OUTLINE OF THE STUDY 

Within the MAST I project G6-S Coastal Structures, work under Topic 3R addressed the 
performance of rubble mound breakwaters. Such structures may be used to protect 
harbours, cooling water intakes or outfalls, and related areas of coastal development, 
against wave action.  Rubble mound breakwaters are formed by constructing the inner 
part of the mound, termed the core, from quarried rock. The core is protected against 
erosion by armour layers, supported by filter or under-layers. The size of the armour is 
closely related to the height of the design waves. Such structures may include a crown 
wall, a number of armour and underlayers on the seaward and lee faces. They are 
usually designed with a number of different levels from foundation and toe layers to crest 
armouring (Fig 1). 

Manager Coastal Structures, HR Wallingford, Howbery Park, Wallingford, UK; 
Professor (associate) University of Sheffield 

Engineer, Coastal Structures, HR Wallingford, Howbery Park, Wallingford, UK. 

Institute of Hydraulic Engineering, University of Rome 
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Rubble mounds are used to reduce levels of wave activity by limiting wave overtopping or 
transmission, and/or to protect against erosion. The degree of wave reduction needed, 
and hence the hydraulic responses required, depend on the requirements of the harbour 
or coastal development. The structural design of the breakwater must ensure that it can 
serve its stated purpose over its full design life, and that damage to the structure is 
therefore kept below accepted limits. 

Figure 1       Rubble mound breakwaters, main geometrical parameters 

The main methods used in the design of rubble mound breakwaters are based on 
empirical formulae, supported by results from hydraulic model tests. Such methods are 
therefore derived for simplified structure sections tested under normal wave attack. Very 
few methods address the stability of structures incorporating complex or "non-standard" 
details; under oblique wave attack; at and around the outer breakwater end or roundhead; 
or at junctions with dis-similar construction. 

These types of structures are used worldwide wherever quarried rock is available in 
adequate sizes and quality for construction of coastal structures.  Many such structures 
have however suffered significant damage, with an apparent peak between about 1977 
and 1988.  In analysing these failures, and difficulties with similar structures, it has 
become clear that analysis and design methods have been insufficiently reliable. A 
programme of studies were therefore proposed to the European Union. The programme 
that was contracted was somewhat restricted, but included key elements of the original 
proposal. 

1.1   Work in G6-S Coastal Structures 

The MAST I research project "G6-S Coastal Structures" addressed techniques available 
for the analysis and design of coastal and harbour structures such as sea walls, 
revetments, and breakwaters. The research covered three technical topic areas: 

Topic 1. Wave action on and in coastal structures; 
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Topic 2. Wave impact loading on vertical structures; 
Topic 3B/R.      Berm and rubble mound breakwaters. 

Within this project, studies under Topic 3R addressed the stability and hydraulic 
performance of rubble mound breakwaters and sea walls using analysis of previous model 
test data, described here, and by new model tests described by Galland (1994). 

The main objective of the desk study described here was to provide information on the 
stability and performance of rubble mound breakwaters, where possible at singular points. 
These include: roundheads; junctions; bends; toe and rock berms. The study was based 
on the collection of data from study reports from the major hydraulic laboratories in 
Europe.  It was agreed that HR Wallingford would design the study approach; that each 
laboratory would be responsible for the collation of their own test results; data; and that 
HR collect together and analyse the results. The objectives of the project were to: 

a) Identify whether data on responses from practical studies could be used to 
draw general design guidance; 

b) Collect data from many different institutes, and retain in consistent form 
for analysis; 

c) Contrast data from ad hoc studies with predictions made using methods 
based on idealised structures; 

d) Identify new or modified design methods based on these data; 
e) Identify gaps in present design information or methods; 
f) Provide justification for further research on rubble mound breakwaters. 

The approach taken was firstly to identify the main breakwater failure modes and the 
principal parameters influencing failure, and to develop standardised parameter definitions 
and notation. These were used to design a database spreadsheet to hold model test data 
on breakwater structures and responses. Test results were then collected from each 
partner in the project.  In parallel with this work, the prediction methods for the main 
design parameters were summarised, see Allsop (1993) and these were then used to 
devise the analysis strategy. 

2 DATA COLLECTED 

The data analysis was based on responses measured previously in site specific studies 
conducted by the institutes. The data used were therefore confined to those aspects of 
structure performance of concern to the designers of the particular structures, and were 
limited to those combinations of wave conditions and water levels for which the tests had 
been conducted. 

The principal responses recorded were: 
a) Toe armour stability, given by measurements of toe armour movement 

and/or displacement; 
b) Main armour stability, again by movement and/or displacement, often 

using the damage parameters S or Nd%. 
c) Wave overtopping, described by the number of waves passing the crest, 

Nwo%, or by the mean overtopping discharge, Q; 

Each set of results were combined by response types, and then compared with the simple 
design methods to test their use, and/or to identify whether new prediction methods could 
be derived. The data collected in this study were too great to handle as a single 
spreadsheet.  During the analysis process, the larger data sets were split into smaller and 
increasingly more specific sets, mirrored by the sections within this chapter. Typical 
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Figure 2       Rubble mound breakwater armoured by Antifer Cubes 

Figure 3       Rubble mound breakwater armoured by Tetrapods 

cross-sections through the structure are shown in Figures 2-5. The influences on 
overtopping and armour damage of armour type, cross-section geometry, and plan 
configuration have been treated separately.   This paper describes only the analysis of 
armour movement and wave overtopping. 

3 ANALYSIS OF ARMOUR MOVEMENTS 

Design methods for rubble mound armour layers focus principally on the calculation of the 
median armour unit mass, Mso, or the nominal median stone diameter, Dn60, for given 
levels of armour damage. In most instances damage is defined in terms of erosion area 
A„ or number (%) of armour units displaced, Nd%.  Damage may also be described by Nod 

referring to the number of unit displaced related to a width along the breakwater of 1.0Dn. 
For a Tetrapod, D„ is 0.65 D where D is the height of the Tetrapod; and for Accropode Dn 

is 0.7 D. The definition of units displaced Nod may be compared with the damage 
parameter S. Generally S is about 2 N^, but the relationship differs for different armour 
units laid at different porosities: 

For Cubes S = 1.8 N„H + 0.4 (1a) 
Tetrapods and Accropode S = 2 N„, + 1 (1b) 
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Figure 4       Rubble mound slope armoured by Hollow Cubes 

Secondary armour 
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Figure 5       Rubble mound slope armoured by rock 

The initial analysis of armour response presented by Allsop & Franco (1992) sought to 
identify the effects of wave obliquity and trunk versus roundhead on armour damage. 
Data from tests on structures armoured with Rocks, Tetrapods and Cubes formed the 
main body of the analysis. The data was collected from diverse sources, and much effort 
was expended to try to harmonise values of the input parameters for this analysis. 
Damage was presented in the database as displacement in % of units related to a certain 
area, or as the damage parameter S=Ae/Dn60

2 in which Ae is the area eroded around SWL. 
When the level of displacement was given, this was often divided into classes in relation 

ND1: units displaced less than 0.5Dn50 

ND2: units displaced more than 0.5Dn50and less than 1Dn50 

ND3: units displaced more than 1 Dn60 

Sometimes the number of rocking units were also given. Comparisons with other data 
sets and with predictions methods demanded that damage be presented in a consistent 
way, and in this analysis, damage was always defined by S.  Unfortunately, values of 
damage have not often been expressed as S in the past, so an alternative approach was 
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needed.  In the initial analysis, a simple method was suggested to relate damage in these 
various classes to S using: 

S = 0.8 (0.25Nm + 0.75ND2 + 1.0ND3) (2) 

Some of the data sets contain information on very small movement, perhaps as small as 
0.1Dn50, but these were not included in this anlysis.  In many cases the collaborating 
laboratories themselves combined categories ND2 and ND3. 

A damage formula developed by Van der Meer (1988) from the Hudson formula was used 
to compare damage data with values of Hudson's stability coefficient, KD: 

(3) 

where for rock armour 
and for Tetrapods and Cubes 

a=0.67, b=0.16 
a=0.69, b=0.14 
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Figure 6      Stability of cube armour, analysis includes movement in 
categories ND2 and ND3 

The stability of cube armour is illustrated in Figure 6, which shows the damage S against 
Hs/ADn50 cotcc"0333. The plot shows a great deal of scatter with many data points above the 
prediction line using KD=7.5. Analysing measurements in category ND3 only, it was clear 
that relatively few small movements had been recorded, and the damage vaules 
calculated for ND3 only lie in very similar positions. 

Designers of breakwaters using concrete armour units have been more rigorous in 
requiring more information on small movements in recent years, particularly for slender 
units. The use of these small categories in calculating an equivalent value of S less 
certain than suggested in eqn (2).  It is probable that the use of Nd% alone to calculate S 
will under-estimate the damage, but the simple method used by Allsop & Franco (1992) to 
include the influence of small movements appears to lead to significant over-estimates of 
damage compared to existing prediction methods. This is particularly so where 
cumulative damage is estimated by summing damage in individual tests. This problem 
was illustrated when considering damage to Tetrapod armoured slopes. 



924 COASTAL ENGINEERING 1994 
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Figure 7       Stability of Tetrapod armour, analysis includes movement 
in Categories ND2 and ND3 
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Figure 8 Stability  of  Tetrapod   armour,   analysis  only   includes 
movement in category ND3 

Damage to Tetrapods was also analysed, with damage categories ND2 and ND3 used to 
calculate S, plotted in Figure 7. Again the damage appears to be much greater than 
predicted by KD=8.0. The affect of plotting points in category ND3 only is shown in Figure 
8, which shows that the contribution of the smaller movements had a substantial influence 
on the comparison.  Now all the data point lie below the prediction curve. 

This exercise leads to a rather disappointing, but not altogether surprising conclusion. 
Unless the damage definitions used in design formulae precisely reflect those used by 
design engineers in site specific studies, a correlation of data from these studies with 
simple formulae may lead to considerable uncertainty, if not confusion. This is however to 
be expected, as the sophisticated designer and experienced modeller should be expected 
to use more sophisticated descriptions of structure response than those appropriate for 
simple design formulae. 
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4 ANALYSIS OF OVERTOPPING 

Wave overtopping may be described by the number or percentage of waves passing over 
the crest expressed as N„0; or by the mean overtopping discharge per unit length, Q. The 
data returned seldom identified both responses, so analysis had to concentrate on the two 
sets of data separately. Most recent research has been concentrated on the prediction of 
the mean overtopping discharge Q, so most of this section will address this response. 
Some initial work was however completed on analysing the data returns that only gave the 
number of waves overtopping, expressed as Nwo. 

4.1 Number of waves overtopping, Nwo. 

The test data examined in this study were limited to structures under normal wave attack. 
Structures were constructed with crown wall elevations equal to or below the front armour 
crest level.  Four sets of data for which the number of waves overtopping had been 
recorded were analysed. 

Example results for slopes armoured with Cubes and Tetrapods under waves of constant 
steepness of sm=0.030 were analysed by plotting ln(N„o%/100) against R*2 as derived by 
Owen (1980, 1982). The scatter of the data on N„0% was wide, even when restricted to a 
single sea steepness. Agreement between measured and predicted values were not good 
for the Cube structure. A better agreement was found for the Tetrapod armoured 
structure. The methods used to predict the number of overtopping waves is described by 
Allsop and Franco (1992). It was concluded that there was little to be gained by extending 
the analysis. These uncertainties confirmed that the mean overtopping discharge Q gives 
a more reliable description of overtopping of such structures. 

4.2 Mean overtopping discharge, Q. 

The main aim of this analysis was to examine the influence on overtopping discharges of 
singular points such as crown wall element geometries, armour crest levels, and slope 
configurations. The overtopping performance of structures armoured with rock, Antifer 
cubes, Tetrapods, and high-porosity Hollow Cubes, were examined. 

The mean wave overtopping discharge depends on freeboard Rc, Hs and Tm. The 
prediction method developed by Owen (1980) relates dimensionless parameters Q* and 
R* by an exponential equation with a roughness coefficient, r, and coefficients A and B for 
each slope angle: 

Q* = A exp (-B R* / r) (4) 

Where Q*=Q/(gTmHs) and R*=R/Tm(gHs)
05, and for smooth slopes, r = 1.0, and values of 

A & B have been derived for slopes from 1:1.0 to 1:4.0: 

Slope A B 
1:1.0 0.0079 20.1 
1:1.5 0.0102 20.1 
1:2.0 0.0125 22.1 
1:3.0 0.0163 31.9 
1:4.0 0.0192 47.0 

Table 1 Values of A and B for smooth slopes, r=1 
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Figure 9       Overtopping of smooth straight slopes (Owen 1980) 

A design graph such as that shown in Figure 9 can be compiled by plotting Q* as a 
function of R* and using the constants A and B described in Table 1.  For structures with 
small relative freeboards and/or large wave heights, the regression lines come together at 
one point, indicating that the slope angle, and relative roughness are no longer effective in 
controlling the overtopping discharge. The discharge characteristics for slopes 1:1, 1:1.15 
and 1:2 are very similar, but overtopping reduces significantly for slope angles less than 
1:2. 

Owen's method was developed initially from results for smooth slopes only, but the use of 
the roughness factor, r, allowed its extrapolation to study the overtopping performance of 
rough, and even armoured slopes. Since 1980, various researchers have explored 
alternative prediction methods for armoured slopes, see Bradbury & Allsop (1988) and 
Aminti & Franco (1988), but no new method has proved any more reliable. The 
advantage of Owen's method is its simplicity, and the ready availability of data to support 
particular coefficient values. Three alternative approaches have therefore been 
developed: 

a) Use Owen's method and coefficients A and B with r derived from tests 
with the correct slope geometry; 

b) Use Owen's general equation, but with new values of A and B derived for 
similar cross section, and r = 1.0; 

c) Develop alternative equation, with new coefficients for that section. 

The overtopping performance of armoured breakwater structures with and without crown 
walls have been studied. Owen (1980, 1982) showed that in relatively shallow water 
berms or beaches in front of a structure will reduce overtopping. The toe design of the 
structures vary somewhat, but it is likely that these differences will have little bearing on 
the overtopping discharge during the deep water test analysed here. Although the crest 
detail of the various structures was not identical, the crown wall level was generally equal 
or below the armour crest, so it might be expected that the variations of crest detail would 
have had little affect on the overtopping discharge. 

Measurements show that there is a good relationship between Q* and R* for all the 
structures studied.  Data for Tetrapod and Antifer cube armoured structures are shown in 
Figures 10 and 11 respectively. The data presented here show that for the rough armour 
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Figure 10     Overtopping of Antifer Cube armoured structure 
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Figure 11     Overtopping of Tetrapod armoured structure 

structures analysed the overtopping performance is better described by modifying the 
coefficients A and B. The overtopping data for rough structures shows that regression 
lines passing through data points have varying steepness. This change in steepness is 
due to the increased turbulence and friction caused by the 'rough armour'. The regression 
lines cross the R* axis at different points depending on the armour type. This is not taken 
into account in the earlier theory as the coefficient A remains constant for a constant slope 
angle. This suggests that the hydraulic responses cannot be represented correctly by the 
roughness coefficient alone. 

For armoured slopes, it is therefore suggested that the original Owen formula equation (4) 
should be used for overtopping, but that the coefficients A and B should be changed 
depending on the armour type and structure slope. The original Owen method using 
values of the roughness coefficient is not as accurate as using regression lines for site 
specific data. The simple Owen method is however very quick and easy to use where 
little site specific data is available. 
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The values of the coefficients A and B for rough slopes analysed during the study are 
tabulated below. The regression lines of the Tetrapod and Antifer cube structures are 
shown in Figures 10 and 11. 

Structure Slope A B 

Cob units 1:1.33 0.00839 46.5 
Shed units 1:1.33 0.00268 29.9 
Antifer Cubes 1:1.5 0.496 82.7 
Efficient units 1:1.5 0.016 60.0 
Tetrapod 1:1.5 0.0075 71.0 

Table 2 Values of A and B for armoured structures, r=1 

Figure 12    Variation of overtopping with armour type 

The overtopping performance of 1:1.5 sloping structures armoured with Tetrapod, Antifer 
cube and efficient single layer armour units are compared in Figure 12. For similar 
armour units and structure designs it may be expected that for a given R* the overtopping 
discharge would be equal.  However, Figure 12 shows that as the porosity of the armour 
units increases, overtopping discharge decreases. The two layer Tetrapod system 
performs significantly better than the single layer structures. The armour efficiency 
increases as the relative freeboard increases. 

The effect of armour layout is shown in Figure 13. This figure describes the overtopping 
performance of a single layer and a double layer hollow cube armour system. The armour 
units had a porosity of about 60%, and were placed to a tight patter on a slope of 1:1.3. 
The overtopping is reduced for the two layer structure, but not as effectively as on the 
much thicker Tetrapod armour. 

So far only simple structures have been considered. A similar method can be used to 
assess structures with berms or crest detail. Two test series have been carried out on 
two layer rock structures and the overtopping performance is shown in Figure 14. The 
data at the crest of the 1:4 slope shows a slightly lower overtopping discharge compared 
with the Owen theoretical rough slope. The 1:5 slope crest data shows a small increase 
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Figure 14    Overtopping of rock armoured structure 

in overtopping discharge compared with the Owen theoretical rock slope r=0.5. Within the 
accuracy of the measurement, the prediction lines show a relatively good fit for the rock 
armour slopes with shallow slope angles. 

The data shown in Figure 14 suggests that the roughness coefficient may be affected by 
the slope of the structure and the wave conditions. A value of r may be calculated for the 
measured discharges using Owen's value of A and B for a given slope angle. When the r 
value is plotted against the Iribarren number lrm, the value of r decreases as lrm increases, 
this relationship is shown in Figure 15. The result is consistent with the conclusions 
described earlier noting that both A and B values need to be modified when investigating 
the overtopping of permeable seawalls when using the Owen formula for structures 
armoured with 'rough' material. 

For the same wave conditions overtopping discharges 10m behind the crest were about 
one-tenth of those measured at the crest. The crest detail of the 1:4 slope structure was 
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Figure 15    Variation of the roughness coefficient with Iribarren number 
for rock armoured structures 

altered to include a wave return wall. The armour crest freeboard Ac = 6.8m and the 
wave wall freeboard R0 = 8.8m. The performance of this structure can be compared with 
the structure with no wave wall, Rc = A0 = 8.8m. Although the inclusion of a wave wall 
shows a higher overtopping discharge compared with the full length armour slope, the 
wave wall design does have it's advantages. The number of units and the volume of 
underlayer material required to build the structure is reduced and the structure may 
therefore be cheaper to build. 

Where values of A and B cannot be calculated using site specific data, the analysis has 
shown that the original Owen formula with values of A and B for various slopes can be 
used with a roughness coefficient appropriate for the armour concerned. Values of the 
roughness coefficient for various armour units are given in Table 3. 

Armour type r 
Rock 0.5-0.6 
Hollow cubes 0.5 
Dolos 0.4 
Stabits 0.35 
Tetrapods 0.3 

Table 3        Recommended values of r for armoured structures using 
A and B values given in Table 1 

5 CONCLUSIONS 

Overall The spreadsheet database worked adequately, but needed plans and sections to 
convey important information. 

Armour on trunks and roundheads Analysis of damage was complex.  Initial comparisons 
show wide scatter, with many tests showing little damage when prediction methods 
suggest severe damage. Cumulative damage is not given by design methods. 
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Overtopping  Few studies recorded both Nwo% and Q. Selected studies gave data on 
overtopping allowing new coefficients to be derived. The original Owen formula should be 
used for rough slopes, but both the coefficients A and B must be changed depending on 
the armour type and structure slope. The original Owen method is not as accurate as 
using regression lines for site specific data, but is simple to use where little site specific 
data is available. 
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CHAPTER 68 

Friction and clamping forces in wave loaded 
placed block revetments 

Adam Bezuijen* 

Abstract 

A calculation method is presented to determine the strength of a block 
revetment against wave loading. The critical loading on such a revetment 
is present during wave run-down when still relatively high pore pressures 
exist in the filter layer and the blocks can be pushed out of the revetment. 
The strength of placed block revetments against this loading is not only 
composed of the weight of the blocks, but also of the friction and clamp- 
ing forces. Friction and clamping forces are incorporated in a calculation 
method, using a simplified model that takes into account the horizontal 
and vertical forces separately. Example calculations show the forces that 
can be expected in such a cover layer. 

1    Introduction 

The placed block revetment is a commonly used type of revetment in the Nether- 
lands to protect the dikes around the estuaries against wave attack. A typical 
cross-section of such a revetment is shown in Figure 1. In a long term research 
project the failure mechanisms for this type of revetment were investigated, 
calculation models were developed to simulate the loading on the revetment 
(Bezuijen et al, 1990; Burger et al, 1990; Bezuijen & Klein Breteler, 1992). 
Furthermore the strength of the dike itself after damage to the revetment was 
studied (Rigter, 1994). Results of this research have been used for the design 
of revetments, see Bezuijen et al. (1988) for an example. 

The principal loading on such a revetment is different from the loading on 
for example a rip-rap revetment. Damage to a placed block revetment is not 
caused by severe water motion on the revetment, but by the pore pressures 
present in the filter layer. At wave run-down the water level in the filter layer 
is considerably higher than on the cover layer. Furthermore flow in the filter 
layer underneath the next incoming wave causes high pore pressures in the 
filter layer. The combination of a high water level and high pore pressures in 
the filter layer leads to an uplift pressure underneath the blocks just in front of 

"Delft Geotechnics, P.O. Box 69, 2600 AB Delft, The Netherlands 
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phreatic line 

Figure 1: Typical cross-section of a placed block revetment with wave loading. 

the next incoming wave, the situation as sketched in Figure 1. The strength of 
the revetment must be large enough to resist this uplift pressure. 

Field measurements and large scale model tests have shown that the weight 
of a single block in a placed block revetment is often not sufficient to resist 
the maximum uplift pressure that is recorded underneath the blocks during 
severe wave attack. The strength of the revetment against lifting of blocks 
however, is also determined by the clamping and friction forces between the 
blocks. Only a small area of the revetment is loaded with the maximum uplift 
pressure and due to the clamping and friction forces the maximum load can be 
distributed over a larger area of the block revetment. Some calculation models, 
see for example Burger et all (1990), include the influence of friction between the 
blocks, and include the influence of block movement and inertia (Townson, 1988 
and Bezuijen et all, 1990). However, these models are not capable to explain 
the high pull out forces, necessary to lift one block out of the revetment, as 
measured during field tests (Stoutjesdijk et all, 1992). The reason is that the 
influence of clamping was not considered. If the friction forces between two 
blocks exceed a certain limit, then one moving block causes rotation of adjacent 
blocks. Since the possibilities of rotation of blocks are rather limited in a placed 
block revetment, the result of such a rotation will be a force in the plane of the 
slope, see Figure 2, leading to higher friction forces and in this way increasing 
the strength of the revetment considerably. 

2    Theory, strength of revetment 

During wave attack a high load will be present on a part of the block revetment. 
How this area is calculated will be dealt with in the next section. This area can 
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Figure 2: Sketch how forces develop in a row of blocks when one block is lifted 
out of the revetment. 

cover several rows a and columns (the blocks on the same level in a horizontal 
line along the revetment are called a row in this paper and the blocks to be seen 
in a cross-section are called a column). When uplift force exceeds the weight of 
the blocks, there will be some, very small, movement causing the development of 
friction and clamping forces. Whether or not this situation is unstable depends 
on the friction and clamping forces between the blocks. The influence of the 
friction forces also depends on the area of blocks that is lifted. If this is a large 
area, than the influence of the friction forces becomes less, because the friction 
forces only act on the boundaries of the loaded area. 

It appeared from the field tests that the clamping forces can be very high. 
The question is, what conditions are necessary for clamping forces to develop. 
There is no need for a detailed calculation of deformations, because it is known 
that for blocks of 0.5x0.5x0.25 m3 with a self weight of 85 kg under water, in 
case of good clamping a lift force of 900 kg leads to a vertical displacement of 
less than 25 mm (Stoutjesdijk, 1992). Furthermore such a calculation is only 
possible with detailed knowledge of the flexibility of the joints, the width of the 
joints and the exact dimensions of all blocks. 

Therefore the calculation model described in this paper only takes into ac- 
count the forces acting on the blocks. The deformations are disregarded. An- 
other simplification is that either forces in a horizontal row of blocks are calcu- 
lated, or in a column along the slope from top to the lower end of the revetment. 
This means that, as another simplification, the situation of blocks shifted half 
a block on each row is not taken into account. 

When blocks in a row are loaded with a lift force higher than the weight of 
a block, as shown in Figure 2, some movement will occur. This movement is 
assumed to be very small, but the contact between the block and the subsoil 
will be lost. Stability is only possible if the total lift force, caused by the excess 
pore pressure in the filter layer, can be compensated by the total weight of the 
blocks and the number of blocks without contact with the subsoil will be larger 
than the number of blocks with a lift force exceeding the weight of the block. 
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Figure 3: Definition sketch Forces and momentum on a block. 

The calculation method assumes that the piezometric head is known on the 
corners of the block and that there is a linear distribution of the piezometric 
head over the block, see Figure 3. This leads to the following relation for the 
force on the block and the horizontal and vertical momentum: 

el = P, 
n r ^tj + A^j+i,,- + A&j+i + A<^+M+1 ,gBL (pb pw)gDBL cos a (1) 

1 . _rpaA&j + Aft+1,j 
Mv = —p„gLB   

A^J+i - A<f>i+1<i+1 

Mh = —p*,gBL 
•A<t>i,i + A</>i,i+i - A^+ij - A^+i,J+1 

(2) 

(3) 

Where Fnet is the "net" force on the block. If this force is larger than zero 
the block will be unstable in a situation without friction or clamping. M, and 
Mh is the momentum in vertical and horizontal direction respectively, see also 
Figure 3. D is the thickness of the block and L and B the length and width of 
the block, B is in the direction of the slope, see Figure 4. A<^j is the difference 
in piezometric head over the block, expressed in metres water. Finally pt and 
p„ is the density of the blocks and water respectively. With equation (1) it can 
be calculated whether or not the uplift pressure is higher than the weight of 
the block. If it is higher, then stability can only be obtained by friction and 
clamping forces. 

Whether or not clamping will occur depends on the friction coefficient be- 
tween the blocks and the initially available pre-stress. In a row the pre-stress 
is most important.   In a column the forces along the slope are composed of 
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Figure 4: Example of the distribution of forces over a column of blocks for the 
determination of F, and Fe. Explanation F, and Fe see text. 

the weight component along the slope of some blocks above the most loaded 
row. During storm conditions some blocks above the most loaded row will slide 
downwards when the friction coefficient with the subsoil is exceeded. With a 
given friction coefficient and load distribution on the blocks, it can be calculated 
whether the blocks will slide along each other or that clamping will occur. 

As is shown in Figure 2, block movement with clamping leads to forces in the 
plane of the cover layer. In a horizontal row these forces can become very large. 
However, in a column these forces are limited by the weight of the blocks above 
the loaded block and some friction between the blocks and the subsoil. When 
the calculated force parallel to the slope becomes too large, the blocks will be 
pushed up along the slope and failure will occur. To calculate the friction forces 
it is essential to know the horizontal force that develops between the blocks. In 
the situation of Figure 2 the clamping force is a function of the loading and this 
situation will be calculated. Looking at a number of blocks in a column, see 
Figure 4, equation (1) can be used to determine the number of blocks with an 
uplift pressure higher than the weight of the blocks and the total force that is 
not compensated by the weight of the blocks that are "lifted". This force has 
to be compensated by the blocks next to lifted blocks. This means that due to 
friction there must be two forces next to the "lifted" blocks together as large 
as the sum of the net uplift forces but with the direction opposite to the uplift 
forces, see Figure 4. "Lifted" is put between quotes because the blocks are not 
really lifted but only the contact with the subsoil is lost (grain stress is zero). 

Assuming that the force in the plane of the blocks is constant, which is 
nearly correct because the forces due to the weight are in most cases much 
smaller than the forces due to clamping, the forces F, and Fe can be calculated 
using the momentum equation. Using the point of application of the force F, 
as the point from which the momentum is calculated, the momentum equation 
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reads: 

(i. -i. + 1)BF. ~ J2(Fntlii(i -i.+ 0.5)B + M.,0 = 0 (4) 

A comparable equation can be derived for F,. According to "action is reaction" 
the forces Fs and Fe at the end of the blocks with an uplift pressure higher 
than corresponding to the weight of the block will lead to an equal force with 
opposite sign in the block next to it. With these forces the total number of 
blocks that start to move can be calculated. A block will loose contact with the 
subsoil as long as: 

J2 Fnetti -Fe>0 (5) 

for in > ie. Again a comparable equation can be derived for F,. Fs or Fe will be 
the largest vertical force in the revetment near a joint. Let's assume F, is the 
largest, then the clamping force (Fvm) in the cover layer will be approximately: 

Fm = ^F, (6) 

In the computer program this is calculated more accurately taking into account 
the momentum (Mv) and net force (Fnet) on each block. This force parallel to 
the slope can be compared with the maximum possible force in the column, 
the weight component of the blocks along the slope and the friction of these 
blocks with the subsoil. If this force is exceeded, then the blocks will be pushed 
upward and failure will occur. 

The same calculation principle can be used to calculate the force in a row. 
However, no minimum force in the revetment row before clamping starts can 
be calculated. This depends strongly on the way the blocks are placed. There 
can be loose blocks in a row without horizontal friction and consequently no 
clamping. Furthermore it is not possible to determine a maximum clamping 
force. In principle this force can be very large. 

3    Loading on revetment 

Calculation of the clamping forces is only possible if the load distribution on 
a placed block revetment is known. This load is the uplift pressure over the 
blocks. The computer program STEEN3D (Bezuijen, 1992) calculates uplift 
pressure over an area of the block revetment. This finite difference program 
takes into account the turbulent flow conditions that will mostly occur in the 
filter layer and through the cover layer. To perform a calculation, the wave 
pressure distribution on the revetment at a certain moment, the geometry and 
the permeabilities of cover layer and filter layer must be known. An example 
of such a wave distribution, for regular waves measured in a wave basin, is 
presented in Figure 5. The resulting calculated distribution of the uplift pressure 
is presented in Figure 6. 
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Figure 5: Example of measured distribution of piezometric head on the slope. 
Oblique wave with an angle of incidence of 30° from the line perpendicular to 
the slope. Wave height is 1.2 m, wave period 1.4 s. 
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Figure 6: Calculated uplift pressure distribution for a wave loaded block revet- 
ment. For positive loading the revetment is potentially unstable. 
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In this figure the pressure corresponding to the weight of the blocks is sub- 
tracted from the calculated pressure, which means that a pressure higher than 
0 is a potentially unstable situation. The calculation is performed for blocks 
of 0.5x0.5x0.2 m3, a wave height of 1.2 m and a leakage length of 1.1 m. The 

leakage length (A) is defined as A = JbDk/k', where b is the thickness of the 
filter layer, D the thickness of the blocks, k the permeability of the filter layer 
and k' the permeability of the cover layer. Comparing Figure 5 and Figure 6 
it appears that the calculated uplift pressures are at maximum before the wave 
impact. 

4     Computer model BLOKKEN 

The computer model BLOKKEN, made to evaluate the equations presented in 
section 2, uses a pressure distribution as shown in Figure 6 to calculate the force 
on individual blocks. For each row and column the blocks are selected with a 
lift force higher than the weight of the block and it is checked whether or not the 
friction forces between the blocks are large enough to cause initial movement 
of the blocks next to the blocks with the high lift force. The horizontal force 
in the the revetment is calculated as explained in section 2. From Figure 6 
it appeared, that the pressure distribution in horizontal direction differs from 
the loading in vertical direction. In horizontal direction there is only one row 
that is really loaded (the 'crest' in the figure). Looking at different columns the 
loading is comparable. This means that the stability of the maximum loaded 
row is increased by the friction forces. If on the other hand a column is loaded to 
failure, then the neighbouring columns will have a comparable loading and the 
loading can only be resisted by the strength of the column itself. The program 
takes this into account by assuming a friction force between the different rows 
but not between the columns. The program is written as a post-processing 
program on the results of the STEEN3D program. This has the advantage that 
for a calculated pressure distribution the reaction of the blocks can be calculated 
for different weights of the blocks or different friction coefficients. Figure 7 is a 
result of a calculation with the model along a horizontal row. This calculation 
is performed for the row with the maximum loading from Figure 6. In this case 
the friction with other rows is assumed to be zero. The figure shows clearly 
that the blocks with a positive lift force are stabilized by blocks with a negative 
lift force. For all of these blocks the grain stress with the filter layer will be 
zero. Note the high clamping force parallel to the cover layer of the revetment 
necessary to obtain a stable situation, 11.55 kN, approximately 10 times the 
weight of a single block. The situation shown in this figure can only exist if the 
initial friction force between the blocks is large enough to make sure that one 
moving block will cause movement of other blocks in the row. In Figure 7 the 
loading on a row is presented. However, the result of a calculation presents the 
situation for the blocks in an area of the revetment, see the Figures 8 and 9 to 
be explained in the next section. 
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Figure 7: loading on blocks and lifted blocks. 

5    Example calculations 

Calculations will be presented for two situations. The first example is a typical 
revetment in an estuary. Calculations were run to show the influence of the 
leakage length on the loading on the revetment. The second example shows 
the influence of a non permeable transition in a revetment on the loading and 
strength. These These calculations were performed as a part of a study for 
a revetment in the southern part of Terschelling, one of the Dutch Wadden 
islands. Calculations were made to advise on the stability of this revetment. 
For these calculations it was not possible to simulate the revetment exactly, 
because wave pressure measurements were not available this location. 

For the first example, calculations were performed for a leakage length (A) 
of 1.1 and 0.84 m. The parameters used in the calculations are shown in Ta- 
ble 1 and the results in the Figures 8 and 9. These figures show the loading 
on the blocks. They show only a part of the revetment area for which the cal- 
culation was run, the part which the highest loading. The area for which the 
calculation was run had 26 rows and 49 columns. The stability of the columns 
was investigated. Different grey values show the influence of the loading on 
the blocks, see Figure 8. It appears that there are three areas with a high 
loading. Comparing this figure with Figure 6 it appears that the largest area 
with high loading on the blocks is present during wave run-down, as could be 
expected from Figure 6, but that there are also two small area's near the wave 
impact. The black blocks indicate that for those blocks the force parallel to the 
slope, caused by the weight component of the column of blocks above, is not 
high enough. This means that the column above these blocks will be pushed 
upwards and failure will occur. However, this depends on the situation. This 
calculation was run assuming that the blocks, that are loaded to a degree that 
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1st example Terschelling 
slope 1:4 1:4 
block length (£) (m) 0.5 0.3 
block width (B) (m) 0.5 0.22 
block thickness (D) (m) 0.2 0.18 
density blocks (pb) (kg/m3) 2350 2900 
friction coeff. block-block (wb) (") 0.4 0.3 
friction coeff. block-filter (wo) (") 0.4 0.3 
blocks with pos. lift force 
A=l.lm 65 
A=0.84m 28 
A=0.52m middle of revetment 26 
A=0.52m near transition 20 

Table 1: Parameters used in calculations with BLOKKEN. In the calculations 
the wave pressure distribution as shown in figure 5 is used. 

they slide downwards, have a contribution to the strength. Blocks higher on 
the revetment do not contribute, because there is a gap between the blocks that 
have slided downwards and those that have not. This gap prevents friction and 
clamping. Such gaps will not exist in a well maintained revetment and in that 
case all blocks above the most loaded block will contribute to the force parallel 
to the slope. The calculation was also run for a well maintained revetment and 
in that case the black blocks disappear, which means that the revetment is sta- 
ble. The calculations also show that the leakage length has a large influence 
on the loading on the blocks. A reduction in the leakage length from 1.1 to 
0.84 m reduces the number of blocks with a force higher than the weight of 
the block from 65 to 28. The revetment on Terschelling is made with granite 
blocks of, on average, 0.3*0.22*0.18 m3 with a higher density and a lower fric- 
tion coefficient than concrete, see Table 1. Relatively large joints are present 
between the blocks, leading to a permeable cover layer and as a consequence 
to a short leakage length (Bezuijen et al, 1990). An impermeable transition 
is planned on the top of the revetment. At this height a shoulder is planned 
in the dike profile and on this shoulder a road will be built. During design 
conditions this road will be well below the water line and severe wave attack 
can be expected on the transition. The calculated maximum wave loading on 
various sections of the dike varied between 0.6 and 1.3 m. Calculations were 
run for a wave height of 1.2 m, again with an incident wave angle of 30°. When 
the maximum loading was exerted on the middle of the revetment it appeared 
that the uplift force exceeds the weight of the block for 20 blocks. These blocks 
were found on 3 different rows. Friction between the blocks appeared enough 
to prevent failure. However, when the model was run for the situation with the 
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| weight of B lifted due 
block exceeded     to clamping 

not enough 
friction for clamping 

| block pushed 
upwards 

Figure 8: Calculated loading on a revetment. Each square represents a block. 
A = 1.1 m, wave loading see Figure 5 

Figure 9: Calculated loading on a revetment. 
A = 0.84 m, wave loading see Figure 5. 

Each square represents a block. 
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maximum loading near the transition, then the number of blocks with an uplift 
force higher than its weight increased to 26 and all these blocks were found in 
the top row of the revetment near the transition. According to the calculation 
this top row will not be stable for this loading condition. From these results it 
was concluded that the transition will be a weak point in the revetment. The 
loading is increased on what can be called the weakest row in the revetment, 
because there are no overlaying blocks that contribute by their wheight to the 
force parallel to the revetment. It was therefore decided to strengthen the tran- 
sition by applying bitumen between the blocks and in the filter layer up to 0.6 
m below the transition. 

6    Conclusions 

The strength of a placed block revetment is not determined by the weight of the 
blocks only. The interaction between the blocks is of great importance. Calcu- 
lations with the computer model BLOKKEN showed that, for a given friction 
coefficient, a horizontal pre-stress in the revetment can greatly increase the 
strength. This pre-stress can be obtained by putting gravel over the revetment 
with a comparable diameter as the joints. This will decrease the permeability 
and in this way increase the loading during wave attack. However, the increase 
in strength will more than compensate this and a more stable revetment will 
be obtained. For this aspect the model presents a theoretical base for a gen- 
eral practice in the Netherlands. The results of this model are qualitatively 
in agreement with results of large scale model test performed for this type of 
revetments (Burger, 1985). The applicability of the model as presented in this 
paper is limited by: 

• the still limited quantitave knowledge of the forces parallel to the slope in 
a row before it is "lifted". Therefore the possible contribution of clamping 
in a row to the stability cannot be calculated. 

• the limited number of wave pressure registrations on a slope area. These 
registrations are only available for regular waves. Most registrations were 
made in a wave flume for a wave loading perpendicular to the slope. 
However, the results show that the obliqueness of the waves has a large 
influence on the number of blocks that are "lifted" and this will certainly 
also influences the stability. 

The method as presented is already useful to investigate the influence of tran- 
sitions on the loading and the number of blocks loaded. 

The model predicts a decrease in strength for blocks higher on the slope. 
This means that for a constant wave loading the likehood of failure increases 
when the water level increases. 
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Abstract 

A special reflecting wall 12 m long and 2.1 m high was built off 
the beach at Reggio Calabria, and 30 wave gauges were assembled before 
the wall and were connected to an electronic station on land. It was 
possible to observe the reflection of wind waves generated by a very 
stable wind over a fetch of 10 Km. The experiment aimed to verify the 
general closed solution for the wave group mechanics (Boccotti, 1988, 
1989), for the special case of the wave reflection. 

1 Introduction 

Starting on 1990, a few small scale field experiments were executed 
off the beach at Reggio Calabria on the eastern coast of the Straits 
of Messina. The original aim was to verify the closed solution for the 
mechanics of the highest 3-D wave groups in the wind generated sea 
states (Boccotti, 1988, 1989). 

The tide excursion in the area is very small and a local wind often 
remains constant from the North West for several consecutive days. 
After two days of NW wind, the Southerly swells vanish and the sea 
states in front of Reggio Calabria consist of pure wind waves with 
significant height typically within 0.2 and 0.4 m and dominant period 
within 1.8 and 2.5 s. 

Because of the small wave size and of the very small tide excursion, 
it is possible to operate like in a big wave tank. Moreover, the water 
is exceptionally clear because of the Strait current which flows for 
about one half an hour in 12 hours. The clearness of the water enables 
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underwater works of high precision. 
The first experiment (May, 1990) was concerned with the progressive 

waves on deep water. An array of nine wave gauges and nine pressure 
transducers supported by vertical iron piles provided space-time 
information on waves generated over a fetch of approximately 10 Km. 
It was confirmed that the general 3-D configuration of the extreme 
wave groups was consistent with the theoretical predictions (Boccotti 
et al., 1993-a). 

Given that the closed solution for the mechanics of the highest 
wave groups holds (to the Stokes first order) for an arbitrary shape 
of the solid boundary, it particularly predicts the reflection of a 
3-D wave group by a wall. Thus, a second experiment was executed on 
May, 1991 with the main purpose to verify whether the reflection of 
the 3-D wave groups was consistent with the theoretical prediction. 
Here a few results of this verification are shown. Previously, the 
experiment's data were used by Boccotti et al. (1993.b) to test a few 
predictions on the variations of wave energy and band-width with distance 
from the wall. 

2 The closed solution for the mechanics of the wave groups on the sea 
surface (Boccotti. 1988. 19891 

Let us consider a random wind-generated sea state assumed Gaussian 
(Longuet-Higgins, 1963 and Phillips, 1966). The extreme wave events 
have been shown by the writer to occur in a well defined way that can 
be specified in terms of the autocovariance function. The theory admits 
that the random wave field is generally non-homogeneous: it can be 
homogeneous like in an open sea or non-homogeneous like before a 
reflecting wall. 

Specifically, if the extreme wave crest occurs at x„ = (x„, y0) at time 

t0, with a crest-to-trough height of H, the mean surface configuration 
in space and time is given by 

///V(X,7')-'>I'(X,r-7'')\ 
r|rO +jr,f„+7-) = -< —— — ; > (2.1) 

where Y is the autocovariance function of the surface displacement of 
the random wave field 

Y(X,r)=<T1(x£,()Tl(££+£.( + 7')> (2.2) 

and T' is the abscissa of the absolute minimum of the autocovariance 
function ¥(0,T), which is assumed to exist and to be the first minimum 
after T=0. Superimposed on the deterministic form (2.1) is of course 

the random noise of the residual wave field, but when H/a(x0) is large 

(a(x0) being the r.m.s. wave elevation at location x0),  the variations 

in the actual sea surface configuration surrounding x0, t„  are small 

compared with r)c itself. 
Associated with the configuration (2.1) is a distribution of velocity 
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Fig.l Occurrence of a wave of given very large height at a reflecting 
wall. The wall is along the upper x-parallel side of the framed rectangle, 
and the interval between two consecutive configurations is of 2 Td (Td 
being the dominant period of the random sea state). The wave group 
impacts the wall, at the apex of the development stage (minimum width 
of the wave front and maximum height of the central wave), it is 
reflected mirrorwise and goes back seaward. 

potential in the water, which to the lowest order in a Stokes expansion 
is given by 

///*(X, z. 7-)-<i>(X, z. r-7-)\ 
SciXo + X, z.t0+T) = -{—= = : >        (2.3) e- - 2\    ¥(0,0)-Y(0, 7" )    / 

where 

*(*,z,T)-<r,(x£,0*(*£
+*.z.l + n>- (2.4) 

The theory holds for arbitrary solid boundary conditions, and it 
can be formally proved that deterministic functions r\c and $c satisfy 
the Stokes equations to the first order as well as an arbitrary set 
of solid boundary conditions, if random functions r| and <(> satisfy those 
equations and boundary conditions. Note that the hypothesis that H/o(x0) 

is large is not necessarily inconsistent with the use of the lowest 
order (linear) terms in a Stokes expansion, provided H remains small 
with respect to the wave length and the water depth. 

The covariances (2.2) and (2.4) can be readily obtained from the 
directional frequency spectrum of the random sea state. In the case 
that the random sea state interacts with some obstacle, e.g. with a 
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reflecting wall, the covariances can be obtained from the directional 
frequency spectrum of the wave field that there would be if the obstacle 
was not there (see Appendices A and B). 

From equation (2.1) we find that a wave of given very large height 

H at a location x^  in an open sea occurs because a well  defined wave 

group transits that location, when it is at the apex of its development 
stage. A few 3-D pictures of the wave group can be seen in the papers 
of Boccotti (1988) and (1989) and of Boccotti et al. (1993-a). The 
basic phenomena that occur during the course of evolution of the group 
are not dependent on the detailed shape of the wave spectra, though 
the shape of the group does vary somewhat. Specifically, the wave group 
has always a development stage in which the height of its central wave 
grows to a maximum and the width of the wave front reduces to a minimum. 
Then a decay stage follows with the opposite features. The individual 
waves have a propagation speed greater than the envelope so that each 
wave crest is born at the tail of the group, grows to a maximum when 
it reaches the central position, and then dies at the head of the 
group. 

From equation (2.1) we find also that a wave of given very large 

height at a location x0  of a reflecting wall, occurs because a wave 

group impacts the wall, when it is at the apex of the development stage 

-see Figure 1-. Then we find that a very high wave at a location x0 

far from the wall occurs because of the collision of two wave groups 
-the first one approaching the wall, and the second one going back 
seaward after having been reflected. 

Finally, equation (2.1) shows that a very high wave at a location 

x„ behind a wall (we mean "very high with respect to the mean wave 

height at this location") occurs because a wave group targets on the 
wall-end, and, after the impact with the wall, one half of the wave 
front goes on and penetrates into the shadow cone. The relevant 3-D 
pictures can be seen in the papers of Boccotti (1988). 

3 The experiment of May 1991 off the beach at Reagio-Calabria 

Eq.(2.1) holds not only for the surface waves but also for the 
pressure head waves at some fixed depth. In this case, n is to be 
intended as the fluctuating pressure head at the fixed depth. This 
property is a consequence of the fact that, to the Stokes first order, 
the fluctuating pressure head at some fixed depth represents a stationary 
Gaussian process of time like the surface displacement. Therefore, 
aiming to test eq. (2.1), the decision was taken to deal with the 
pressure head waves at a fixed depth, given that the fluctuating 
pressure head can be measured by transducers of high precision and low 
cost. 

A set of pressure transducers was assembled before (seaward) a 
special upright reflecting wall 12 m long and 2.1m high with a rubble 
mound .2 m high. The structure consisted of a steel truss whose stability 
was ensured by a dead weight of pig iron discs, and the reflecting 
plane was formed by aluminium panels with a thickness of .05 m. 

The transducers were supported by three horizontal beams .6 m below 
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Fig.2 Plan  view of  the pressure  transducers before  the wall. 

the mean water level -see Figure 2-. The average bottom depth in the 
area covered by the gauges was of 2.0 m. Both the horizontal beams and 
the supporting piles were designed to get an high degree of stiffness 
as well as a small section, and in particular each upright pile of the 
diameter of .05 m was stiffened by four small steel cables. The pressure 
transducers were connected by submarine cables to an A/D converter 
unit in an onshore building and the sampling rate was 10 hz. Besides 
the pressure transducers, an ultrasonic wave probe far from the wall 
provided information on the undisturbed waves. 

Three different configurations of the gauges were assembled during 
the experiment -see Figure 2-. A set of 9 records was obtained with 
the first configuration, and sets of 27 and of 16 records were obtained 
respectively with the second and with the third configuration. The 
total number of the records was then of 52, each of 9 minutes and 
containing 250 to 300 dominant waves. The significant height Hs ranged 
within .17 and ,42m and the dominant period Tj within 1.9 and 2.6s. 



950 COASTAL ENGINEERING 1994 

4 A few results of the experiment 

The covariances can be found directly from the measurements by 
cross-correlation of the time series obtained at the discrete 
measurement locations and if an extreme wave of the pressure head, 
with a crest-to-trough height of H, is encountered at one such location, 
the time history of the expected pressure head configuration at this 
and the other locations can be obtained from (2.1). 

With x, taken as location 1 at the wall-center (first configuration 

of the gauges), the vectors X were specified by the relative locations 
of the other gauges. The time series data of record 17 provided measured 
auto-covariances as a function of T for the various gauge locations 
and these were used without smoothing on the right hand side of equation 
(2.1) to estimate TIC((0 + 7") at these locations in an extreme wave. The 
results are shown in Figure 3. 

The covariances were found also from a theoretical spectrum. The 
classic JONSWAP frequency spectrum (Hasselmann et al., 1973) and the 
spreading direction function of Mitsuyasu et al. (1975) were assumed 
for the two dimensional spectrum of the wave field that there would 
be if the wall was not there. The spreading direction parameter n0 of 
Mitsuyasu et al. was taken equal to 20, that is the suggested value 
for the conditions of our experiment: fetch 10000 m, wind velocity 7-*-8 
m/s. The dominant wave period and the dominant direction were given 
the values of record 17. The dominant period was of 1.9 s. The direction 
was estimated accurately since the front of wave A at the traverse of 
locations 14-1-15 (at the wall) proves to be nearly straight. The 
relative phases indicated an angle of incidence of 13°. 

The substitution of the theoretical covariances in equation (2.1) 
leads to Figure 4. Like Figure 3, this shows the expected waves in the 
time domain, at the various gauge locations, if a wave of given very 
large height H occurs at location 1 at the wall-center, with the first 
configuration of the gauges. The likeness of the two figures is amazing 
-figure 3 was obtained from the time series data, while figure 4 was 
obtained from a theoretical spectrum! 

In the figures, A represents the wave of given very large height H 
at location 1, B, C and D are the waves immediately before this one, 
and B', C, D' are the waves immediately after A. At the wall, A 
occupies the envelope center. 

The wave height exhibits a local minimum (node) at location 5, 
because the waves approaching the wall overlap the reflected waves in 
phase opposition. Then, a local maximum of the wave height (antinode) 
takes place at location 8, where the waves overlap themselves in phase 
coherence. The dominant wave length Lj was of nearly 6 m, so that the 

node was at -Ld  from the wall, and the antinode was at -I„ from the 

wall. At the antinode, two waves of the same height occupy the envelope 
center, the first one is the overlap of wave A approaching the wall 
and of preceding wave B going back after having been reflected; the 
second one is the overlap of wave A going back seaward and of succeeding 
wave B' approaching the wall. At greater distances from the wall, nodes 
and antinodes tend to disappear because the central waves of the group 
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FROM CROSS-CORRELATION OF THE TIME SERIES DATA 
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Fig.3 Expected waves at the various gauge locations if a wave of given 
very large height H occurs at location 1 (wall-center) with the first 
configuration of the gauges. Calculation from equation (2.1), directly 
with  the  time  series data  of record 17,   without  smoothing. 
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FROM THE JONSWAP SPECTRUM 
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Fig.4 Expected waves at the various gauge locations if a wave of given 
very large height H occurs at location 1 (wall-center) with the first 
configuration of the gauges. Calculation from equation (2.1), with the 
JONSWAP spectrum and the spreading direction function of Mitsuyasu et 
al.(1975) . 
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FROM CROSS-CORRELATION OF THE TIME SERIES DATA 
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Fig.5 Expected waves at the various gauge locations if a wave of given 
very large height H occurs at location 1 (wall-end) with the third 
configuration of the gauges. Calculation from eq.(2.1). Panel (a): 
covariances obtained by cross-correlation of the time series data of 
record 30. Panel (b): covariances obtained with the JONSWAP spectrum 
and the spreading direction function of Mitsuyasu et  al.(1975). 

do not overlap themselves, and it is possible to distinguish the wave 
group approaching the wall from the wave group going back seaward. In 
particular, at location 13, which is the most remote from the wall, 
we see the wave group approaching the wall, then a short calm, then 
the wave group going back. 

Fig.5 shows the expected time histories at the locations of the 
third gauge configuration if a wave of fixed very large height H occurs 
at the wall-end (H is intended to be very large with respect to the 
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mean wave height at the wall-end). The calculation was made by means 
of eg.(2.1). The covariances used for Fig.5.a were obtained by 
cross-correlation of the time series of record 30, while the covariances 
used for Fig.5.b were obtained from a theoretical spectrum (see Appendix 
B). The general form of the theoretical spectrum was that used for 
Fig.4, and the dominant wave period and wave direction were given the 
values of record 30. The dominant period was 2.5 s and the angle of 
the dominant wave direction with the wall-orthogonal was 22°. 

A very high wave at the wall-end, with a very high probability, 
occurs because the front center of a wave group targets on the wall-end. 
For this reason, the wave height along the wall, on the one hand has 
to decrease starting on the wall-end because of the increasing distance 
from the front center, and on the other hand it has to increase because 
of the raising produced by the wall. The result is that a local maximum 
of the wave height takes place at some distance from the wall-end. 
This observation should permit to understand the overall configurations 
of figures 5.a and 5.b. These configurations are strongly similar to 
each other, and particularly we can see, in both two the figures, that 
the local maximum of the wave height falls within locations 4 and 5, 

at nearly 5 wave length from the wall-end. 

Figs.3 and 5.a prove that the wind wave field has something like a 
"genetic code" showing what essentially happens if a very high wave 

occurs at any fixed location. Given that x0 can be anyone of the gauge 

locations, we drew a number of pictures like Figs.3 and 5.a from each 
record, and the expected time histories were always smooth and consistent 
with one another as in the figures shown in this paper. Although the 
records from single realizations of very high waves were more irregular 
than the expected profiles, the essential features of these profiles 
were still evident and provided good support for the theoretical 
connection. This topic is dealt with in a forthcoming paper giving 
also a more simple formal proof of the theory. 

Appendix A. Autocovariance of the wind waves being subject to reflection 
A.a Surface waves 

According to the theory of the sea waves to the Stokes first order 
(Longuet-Higgins, 1963), the surface displacement of a progressive 
wave field is 

N 

T\(.x,y.t)= Y. a,cos(fc,xsin8i+ k ,y cosQt-<Mtt + e,),   k^nnh^k^) = <M*/g, (A.l) 
1=1 

where it is assumed that number N is very large, phases e, are distributed 
purely at random in (0,2it), frequencies cu, are different from one 
another. Then it is assumed that au tMt and Q, (this being the angle of 
wave direction and y-axis) are such as to form a directional frequency 
spectrum 

S(u>,e)6a>69- Ijaf for 1  such   that  a)<oo,<co + 6u) and e<e,<9+66.(yl.2) 
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If  a vertical  reflecting wall   is  put  along the  x-axis   (line  y=0), 
random wave   field   (A.l)   takes  on  the   form   (Boccotti,   1988) 

N 

Ti(x,y,() = 2^a,cos(fclxsin0l-a),( + e^cosC^iycosG,). (-4-3) 
i= I 

From this equation of the surface displacement, and definition (2.2) 
of the autocovariance, we have 

N      N 

f (X,7) = 4^ £a,a/cos(fcly(,cosel)cos[fc/(y0 + y)cos9y]- 
i-i ;-i 

• <cos(Jr,x, sin 9, -u>,f + el~)cos(kJxcsijiQj-<Mlt + ej + k/Xsin6l-<MjT)>,   (/4.4) 

where 
*. = (*„.y„).        X = (X,Y-), (.4.5) 

and the angle brackets denote an average with respect to time t. 
Eq.(A.4) is reduced to 

N    i 

¥(X,7) = 4^ -afcos(fciXsin91-ou,r)cos(A:,y0cosei)cos[A:,(y0 + y)cosei], (^1.6) 

and with the definition (A.2) of S(u>,9) 

¥(X,7")-4j ]     S(u>,9)cos(A:Xsm9-(A)r)cos(fcy0cos9)- 

•cos[jfc(y0 + y)cos9]d9dua. (A.7) 

Thus, if we specify function S(u>,9) and location x0  we can evaluate 

the autocovariance. Note that eq.(A.7) depends on y0 but does not depend 
on x0. This is a consequence of the fact that the wall is assumed to 
be very long, so that the autocovariance generally changes with distance 
|y0| from the wall, but does not change with position x0 along the 
wall. 

A.b Pressure head waves 
In this section n(x,y,f) is intended to be the fluctuating pressure 

head at some fixed depth z0.   Before a long reflecting wall, this is 
given by 

M-     coshkl(d + z,) 
T|(x,y,() = 2) a, — cos(fc:Xsin9,-(A):( + €,)cos(fc,ycos6,), (A.8) 

,Ti    coshk<d 

so that the autocovariance (2.2) turns out to be 

f f2"                cosh2fc(d + z„) 
W(X,T)=4 S(u>,9) -^ ^cos(fcXsin9-coT)cos(fcy0cos9)- 

Jo  Jo cosh id 

•cos[*:(y() + y)cos9]d9dcA). (^-9) 

This equation was used to obtain Fig.4. 

Appendix B. Autocovariance of the wind waves being subject to diffraction 
Near the wall-end, a more appropriate theory is that of the 

semi-infinite breakwater. If a semi-infinite breakwater is put along 
the x-axis, random wave field (A.l) takes on the form 

N 

n(r, a, () = Y. ai[F(r •a-uor 8,)cos(u>,J + e,) + G(r, a; a),, 6()sin(tu(f + e,)], (S.l) 
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where r,a are polar coordinates with origin at the breakwater-end (a=0 
at the protected wall, a=2it at the wave beaten wall) and f(r, a;<u, 0) 
and G(r,oc;c«,8) are the functions of Penny and Price (1952) for a wave 
whose angular frequency is C«J and whose direction makes an angle ©with 
the wall-orthogonal. If we define 

^ = (r„.a,) . Xe+X-Qr.a), (B.2) 

from general eq.(2.2) of the autocovariance we have 
N      N 

V(X,T)- Y.  Xa,a,<[F,(r0,a0)cos(u,,f + E,)+Gi(r,),aJsm(u>li + ej)]- 
i-i ;-i 

• [Fj(r, oOcosCu^f + ey + (A);7") + Gt(r, a)sin(uo;f + E; +u>;r)] >, (8.3) 

where,   for simplicity,   we have used the compact  notation 
F,(r,o)-F(r,a;(A)(,el). (5.4) 

Eq.(B.3)   is  reduced  to 

¥(X,T)= f;iaf{[F1(r0,aJF,(r,a) + C((r0,a<,)G,(r,a)]coSa),r + 

+ [^l('"0,aJG1(r,a)-G1(r„,a0)f/('-.a)]sincA>/r}, (B.S) 

and from the definition (A.2) of S(co,9) 
« 2n 

W(X,T)=   f  [5(()),e){[F(r„a,;u),e)f(r,a;(*)ie) + 
o       0 

+ G(r0,a0;u>,e)G(r,a;cA>,6)]cos<«r + [F(r0,a0;(A>,8)G(r,a;u>,e) + 

-G(r0,a0;a),9)f (r,a;a>,e)]sina)r}d6dcA). (.B.6) 

This is the autocovariance of the surface waves. Then, autocovariance 
of the pressure head waves at some fixed depth z0 has one more factor 
in the integral. This is 

cosh2A:(d + z„)/cosh2fcd. 

Eq.(B.6) with this additional factor was used to obtain Fig.5.b. 
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CHAPTER 70 

The application of load-cell technique in the 
study of armour unit responses to impact loads 

Hans F. Burcharth1     Zhou Liu2 

Abstract 

The slender, complex types of armour units, such as Tetrapods and Dolosse are 
widely used for rubble mound breakwaters. Many of the recent failures of such 
structures were caused by unforeseen early breakage of the units, thus revealing 
an inbalance between the strength (structural integrity) of the units and the 
hydraulic stability (resistance to displacements) of the armour layers. Breakage 
is caused by stresses from static, pulsating and impact loads. Impact load gen- 
erated stresses are difficult to investigate due to non-linear scaling laws. The 
paper describes a method by which impact loads on slender armour units can 
be studied by load-cell technique. Moreover, the paper presents Dolos design 
diagrams for the prediction of both breakage and hydraulic stability. 

Introduction 

The slender complex types of armour units, such as Tetrapods and Dolosse are 
widely used. Breakage of the armour units has caused many of the recent break- 
water failures. Thus there is a need for studying stresses in the units. 

Due to the stochastic nature of the wave loads, the complex shape of the armour 
units and their random placement, the problem cannot be dealt with on a deter- 
ministic basis, but must be handled as a probabilistic problem. 

Consequently, a very large number of situations must be investigated. This can 
be performed at reasonable costs only by small scale experiments. Stresses in 
small scale armour units are studied by the use of load-cells inserted in the units. 
Burcharth et al.(l992) presented design diagrams for structural integrity based 
on stress exceedence probability, which, however, do not express the proportion 
of the units that will break. The present paper presents a new set of diagrams 
for the prediction of the amount of breakage. 

'Prof, of Marine Civil Engineering, Aalborg University, Denmark. 
2Research Engineer, Ph.D. Aalborg University, Denmark. 

958 



ARMOUR UNIT RESPONSES TO IMPACT LOADS 959 

Load-cell technique involves a number of complications. The installation of the 
load-cell makes the material properties of the unit different from those of the 
homogeneous prototype units and consequently the impact responses, which de- 
pend on the elastic behaviours of the bodies, cannot be directly reproduced in 
model tests. Besides this, the responses of the instrumented units could involve 
dynamic amplification effects. Moreover, the ultra short duration of solid body 
impact loads and the wave slamming necessitates high frequency sampling which 
results in data storage capacity problem. The frequencies of the impact stresses 
are in the order of 800-1500 Hz for the applied model units. 

The paper first discusses the scale law for the impact stress in the armour units 
and presents results of impact calibration of the load-cell instrumented Tetrapods 
and Dolosse. The paper then presents the model test results on impact stresses 
of Dolosse and finally presents the design diagrams which incorporate both the 
hydraulic stability and the structural integrity of Dolos armour layers. The di- 
agrammes are different from the earlier ones presented by the authors in that 
they contain information on the proportion of the units that will break, instead 
of the stress exceedence probability. 

Duration of impacts 

When two solid bodies collide the impact force and the related stresses will de- 
pend on the duration of the impact, i.e. the time of contact, T. Due to the 
non-linear material properties of concrete and to the complex shape of slender 
armour units it is not possible to establish a formula by which r can be quanti- 
fied. However, it is sufficient for the present research to formulate a qualitative 
expression for T. In the following are discussed two realistic models for estimation 
of r. It is shown that for geometrically similar systems and constant Poisson's 
ratio it is reasonable to assume 

(1) 

where ~ means proportional to. 

Case 1. Impacting blunt bodies of identical linear elastic material. 

L\ and L2 are proportional 
to the characteristic length 
L of the system. 

It is assumed that the impact generates mainly one-dimensional compression 
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longitudinal shock waves which travel with the rod wave speed, C = JEA/PA, 

the distances L\ and L2 to the free edges, where they are reflected as tension 
waves. The two bodies will loose contact at the first return of a tension wave to 
the impact surface. Consequently, because L\ < Li 

2 Li 2Li 

Case 2. Slender body impacted by blunt body of identical linear elastic material. 

L\ ~ Li ^ L% ~ L 

M ~ MA ~ pAL3 

A. 

The impacting blunt body of mass MA hits the slender structure of mass M ~ MA 

with impact velocity VA by which a vibration mainly caused by bending and shear 
is initiated. It is assumed that the maximum value of r corresponds to contact 
between the two bodies during approximately one half period T of the first mode 
of vibration for the slender body. 

If it is assumed that the slender structure has a linear response corresponding to 
transverse impacts on free and simply supported beams then the system corre- 
sponds in principle to a mass-spring system with spring stiffness 

where / ~ Li is the moment of inertia. 

The deflection time defined as one half period of the first mode of vibration is 

(2) 

T ~  —  ~ 
MA + M0 

k 
(3) 

where MQ ~ M ~ MA ~ PAL
3
 is the modal mass of the slender body. 

From eqs (2) and (3) is then obtained eq (1). This conclusion was already pre- 
sented in Burcharth (1984). 
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Scaling law for impact stresses of armour units 

Case 1. Scale law in case of free fall impinging body 

Geometrical similarity and constant coefficient of restitution are assumed 

(f^M MA   ~   PAL> (4) 

The momentum equation reads 

FT = MAAVA~MAVA (5) 

where r is the duration of the impact and AV is the velocity difference of the 
impinging body before and after the collision. AV ~ VA is due to the assumed 
constant coefficient of restitution. 

Inserting eqs (1) and (4) in eq (5) yields 

P     PAL (gL) • EA 05    05   05   25 
b T~^> -PA ^A  9    L 

LPA 

Introducing A = J^tlne we obtain 

^"Impact   =   (^PA  ^EA  Ai \g)    ' (6) 

Case 2. Scale law of impinging body affected only by flow forces 

VA is found from Newton's equation 

FW-U• (7) 

MA        pA LJ 

where Fw is the flow force on the impinging body. 
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By the use of eqs (1), (5) and (8) is obtained 

pA L3 FW t E0/ 05     -, 05 
^ „   nr „o.5     ~ ^     L    ^wt^A 

^impact — KA   
A

L  
AFw

At*EA (9) 

Because in the Froude model, XFw = \pw \\ and \t = A°5, then 

^Impact   —   ApA       ^PW  AEA  AL (10) 

The variation in Fw due to viscous effects is neglected. This, however, introduces 
some unknown bias, the size of which depends on the Reynolds number range. 

Case 3.  Collision between impinging water (slamming) and a solid body. 

The air-cushioning effect is neglected because it is unlikely that air-pockets will 
be entrapped due to the limited size and rounded shape of the elements. 

Vw   ~   v g L 

(11) 
Mw   ~   pw L3 

T is assumed given by (1) because the solid body stress wave is reflected from a 
free surface of the armour unit long time before reflection from a free surface of 
the wave (travel distance ~ Hs > dimension of armour unit; shock wave speed 
is smaller in water than in concrete) and the deflection time will be shorter than 
the transverse time of the elastic wave in the water. 

From the momentum equation 

FT = MW AVW ~ Mw Vw (12) 

and eqs (1) and (8) is obtained 

.       T3 _0.5  r0.5 p0.5 
pW ^   9      L      &A     _     -0.5 .      p0.5 r2.5 „0.5 F ~ r~ol      PA    PW EA  L    g L PA 

and consequently 

\                  _   1,-0.5 \         1,0.5   1,0.5 1,0.5 fiq\ 
A<r/mp„ct  - ApA     APW AEA 

AL    Ag K1^) 

The difference between the above three scaling laws eqs (6), (10) and (13) is 
related to the scales of the densities only, because generally 

A,^A-°-sAw (14) 
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As long as the model is made of approximately the same concrete as the pro- 
totype, eq (6) can be chosen as the scaling law for the impact stresses, as it 
introduces less than 1%  error for 0.97 < XPA > 1.00 and 0.' < XPw > 1.00. 

Apparent elasticity of the units with load-cell 

The scaling law for the impact stresses of armour units is related to the elas- 
ticity of the material. Unfortunately, the insertion of the load-cell destroys the 
homogeneity of the material. This means that the impact stresses recorded in 
the small scale model tests cannot be scaled up to prototypes by the use of eq 
(6) valid only for homogeneous materials. Fig.l shows the 200 g Dolos and 280 g 
Tetrapod with the load-cells. 

Strain   gauges 

Measuring   channels: 

Measures   in  en 

Two  orthogonal   bending   moments 
Torque 

Fig.l.   200 g Dolos and 280 g Tetrapod with the load-cells. 

However, by comparison of small scale impact test results for Dolosse and 
Tetrapods with results of the similar large scale impact tests (Burcharth, 1980, 
Burger et al. 1990), it is possible to obtain an apparent elasticity for the small 
scale units. The apparent elasticity is then used for the interpretation of the 
impact signals recorded in the hydraulic flume tests. 

The impact calibration results of the small scale Dolosse with load-cell have 
been published in Burcharth et al.(1990). The results of impact calibration of 
the Tetrapods are given in Fig.2. For the applied pendulum test set-up the ref- 
erence is made to Burger et al.(1990). 

A way of checking the apparent elasticity is to compare the impact duration of 
the small load-cell mounted units with those of the various large size units, cf. eq 
(1). Fig.3 shows the ratio of dimensionless stress of various sizes of Dolosse using 
the apparent elasticity of the 200 g Dolos. Even though there is a big scatter, it 
can be seen that most ratios are around the value of 1, thus confirming the value 
of the apparent elasticity. 
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•   50   kg   Tetrapod   (full   cross   section), 
Francius   Institute 

O   280   g  Tetrapod   (load-cell),  Aalborg 
University 

^T Maximum   principal   tensile   stress 
E   Elasticity 
p   Concrete   density 
HT Tetrapod   height 
h   Lifted   height  of   pendulum 

0.2      0.3      0.4 

Fig. 2. Comparison of pendulum test results of the large scale Tetra- 
pod with surface mounted strain gauges and the small scale 
Tetrapod with load-cell. Apparent elasticity E = 4799 MPa. 

, 
T       E 

'     x=HD\IP 

2.00- 

x (200g   Dolos) 
O 

1.50 - O 

1.00- 
o      o 

0.50- 

o- —   —1—   —1— 

26 

Melby 

O 

O 

Dolos   mass   (kg) 
H—    •—I     —I +- 

40      400    4000   38000 

Terao Howell 
et  al.   1994    et  al.   1985    see   Burcharth   et  al.   1991 

Fig. 3. Ratios of the dimensionless impact duration of large scale 
Dolosse against 200 g Dolos with load-cell. Apparent elas- 
ticity E = 3500 MPa. 

Sampling frequency 

The ultra short duration of solid body impact loads and wave slamming requires 
a very high sampling frequency. The following analysis gives the underestimation 
of the stress corresponding to a certain sampling frequency. 

Suppose the stress signal is recorded at frequency fs and the stress signal is 
sinusoidal with the maximum stress ap and the frequency /. 
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A p a 

av sin (2w ft) (15) 

Fig. 4-   Sinusoidal stress si 

The most unfavourable case is when the two adjacent sampling points, A and 
a, are symmetrically located around the center of the peak p. For this case the 
sampled maximum stress a A is 

OA — &p sin ( 2 7r / tj\ ) = ap sin    2 7r / ( 
1 1 

4/       2/s 

and i/ie maximum relative error is 

-£-  = l-«n    T   --7 
<rP \      2       /5 

(16) 

(17) 

On the other hand, if the sampling points are uniformally distributed along the 
length (A-a), the average of the sampled maximum stress is 

a   =    /     apsin(2irft)fs 
Jtt )tA 

°~P ft 

dt 

2, f   \C°S7r(2 - jj ~ C°S^2 + j) 
(18) 

and the average relative error is 

= 1 
1 f. 

COSTCl-   - 
V        V2 

f 
>TX   i Is 

A     f (19) 

The maximum relative error and the average relative error are depicted in Fig. 5. 

However, the actual impact signals are not sinusoidal, cf. Fig.6. In order to check 
the influence of the sampling frequency a series of Dolos pendulum tests with 
different sampling frequencies have been performed. The results are depicted in 
Fig.6. It can be seen that the sinusoidal results hold also for the actual impact 
signal when the offset for fs = 10000 Hz is considered. 
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-Maximum   relative   error 
'Average   relative   error 

0        2        4        6        8       10 

Fig. 5.   Maximum relative error and average relative error due to the 
limited sample frequency. 

|   °"f=100QQ  Hz"^ 
CTf=10000   Hz 

H 1 1 \- 9 9 9 & m 
5000 10000 

Sample   freq.   (Hz) 

Fig. 6. Example of the impact signals of the 200 g load-cell instru- 
mented concrete Dolosse (f = 1500 Hz) and the relative error 
of the Dolos pendulum test results as function of the sampling 
frequency. 

In the Dolos hydraulic model test, the applied sampling frequency is fs = 
6000 Hz and the damped natural frequency of the instrumented Dolosse / = 
1500 Hz. On average the sampled maximum impact stress is underestimated by 
10% due to the limited sampling frequency. Therefore, in the data processing 
all sampled maximum impact stresses were increased by 10% . 

Check for the dynamic amplification by wave slamming 

It is well-known that resonance occurs when the frequency of the load is close 
to the natural frequency of the system. The installation of the load-cell into the 
model Dolos makes its natural frequency smaller, cf. eq (1). In order to check if 
the reduced natural frequency of the Dolosse is close to the wave slamming fre- 
quency, and hence introduces dynamic amplification, the frequency of the wave 
slamming on the Dolos armour layer was recorded by a pressure transducer in- 
stalled in the stem of the Dolos. The pressure transducer did in all tests face the 
breaking waves. The results are given in Fig.7, showing the highest frequency 
of the wave slamming on the Dolos armour to be 330 Hz, far away from the 
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natural frequency of 1500 Hz for the Dolosse with the load-cells. Consequently, 
no dynamic amplification are present in the model tests. 

pressure  (N/m**2) 

15000.00 

10000.00 

5000.00 

0.00 
0 100 200 300 

slamming  freq (Hz) 

Fig. 7.   Recorded frequencies of the wave slamming on the Dolos ar- 
mour units. 

Description of the experiments 

A 1 : 1.5 slope armoured with 200 g concrete Dolosse of waist ratios 0.325, 0.37 
and 0.42 were exposed to irregular waves in a wave flume with a foreshore slope 
of 1 : 20. Fig. 8 shows the set-up of the model and the cross section of the 
breakwater. The hydraulic stability formula of Dolos armour layer is given by 
(Burcharth et al. 1992) 

Ns 
ADn 

(47-72r)<Pn=2D1'3N;°-1 

(17-26r)v?l
3
27V0

1i37V70-1 (20) 

where    Hs significant wave height in front of breakwater 

A (pconcrete/p-water) — 1, p is the mass density 

D„ length of cube with the same volume as Dolosse 

r Dolos waist ratio 

<Pn=2 packing density 

D relative number of units within levels SWL ± 6.5 Dn displaced 
one Dolos height h, or more (e.g. for 2% displacement insert 
D = 0.02) 

N0d       number of displaced units within a width of one equivalent cubic length Dn. 

Nz        number of waves. For Nz > 3000 use Nz = 3000. 
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Wave generator 

Wave gauges 

0.73 

Wave gauges 

SWL JL^- 
. 3.5 3.5 
H H-« H-«- 

10.0 
-H 

Set—up  of the wave flume 

Position  of 
instrumented 
Dolosse 

Armour layer 
(Dolosse BOOg, HD = 8 cm) 

Filter  1   (W= 40g),   t^5cm 

Filter 2  (3^5mm),   t~3cm 

Cross section  of the  breakwater 

Fig. 8.   Set-up of the wave flume and the cross section of the break- 
water. 

Distribution of stresses over the slope 

The distribution of crT over the slope is of interest in order to identify the potential 
areas for armour breakage. 

Fig. 9 shows typical distributions given by the 2% exceedence values of a-r for 
each of the six instrumented Dolos positions for 101 and 501 Dolos of waist ratios 

m 
0.325 and 0.42 exposed to wave action levels, Ns = -~- = 0.9, 1.8 and 2.6. 

The following conclusions can be drawn from the analyses of a large number of 
distributions of maximum cry over the slope: 

• The contribution of the impact stress to the maximum principal tensile 
stress oT is small for Ns < 2.0. 

• The contribution from the impact stress to OT is small in the bottom layer. 

• The contribution from the impact stress to aT is very significant in the top 
layer. 

• Breakage will in most cases start in the top layer in the zone just below 
SWL. This zone is more vulnerable to breakage than the zone above SWL. 
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l. uT (MPa) 

969 

Legend: 

Waist ratio  0.325 
Dolos mass  lOt 

Ns 
0.9 

1 2 3 
Positions,   bottom layer 

4 5 
Positions,   top layer 

trT (MPa) 

4 

3 - 

2- 
^^: 

1 - 

Waist ratio  0.335 
Dolos mass 50t 

4 - 

1 

trT (MPa) 

2                       3 

3 - 

2 - 

1 -  "—• —• — 

Ifaist ratio 0.430 
Dolos mass  lot 

~v 

1                       2                       3 

trT (MPa) 

4- 

3 

2- 

1 - I     ^2^3 

Ifaist ratio   0.420 
Dolos mass 50t 

Fig. 9.   Distribution of a? over the slope, Dolos positions 1 to 6, cf. 
Fig. 8. 2% stress exceedence probability level. 
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Design diagramme 

In the analysis of breakage it is only the maximum value of crT in each instru- 
mented Dolos within a test run which is of interest. Repeated short test runs of 
100-300 waves were used because most movements take place in the beginning 
of each test. 

The authors presented Dolos design diagrammes in ICCE'92 based on stress 
exceedence probability, which do not give exactly the proportion of the units 
that will break. A reanalysis was performed in which the maximum stress of 
each load-cell instrumented Dolos within each test run was compared with the 
strength of concrete in order to obtain the relative number of units that will 
break. 

The results are given in the design diagrams, one of which is shown in Fig. 10. For 
the complete set of the design diagrams reference is made to Burcharth (1993). 

The concrete tensile strength in the diagrams is the one corresponding to static 
load. However, the diagrams take into account the dynamic amplification of the 
strength when impacts are involved. 

The design diagrams have been checked against observed behaviour of prototype 
Dolos breakwaters and good agreement was found, cf. Table 1. 

Table   1.    Observed and predicted damage of some Dolos breakwaters 

Crescent City 
USA 

Richards Bay 
SA 

Sines 
POR 

Hs (m) 10.7 t1) 5 <2> 9(3) 

slope 1:4 1:2 1:1.5 

Dolos mass (ton) 38 20 42 

Waist ratio 0.32 0.33 0.35 

Dolos packing density 0.85 1 0.83 

Concrete density (kg/m3) 2500 2350 2400 

Elasticity (MPa) <4> 30,000 30,000 30,000 

Tensile strength (MPa) <4> 3 3 3 

Reported displacement 7.3% 

Reported breakage 19.7% 

Reported displacement+breakage 26.8% 4% collapse 

Predicted displacement 3.6% 0.6% 3.6% 

Predicted breakage > 10% 5% > 10% 

(1)  depth limited in front of breakwater 
(3)   offshore RJ in front of breakwater 

(2)   in front of breakwater 
(4)  estimated values 
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Legend: 

  Hydraulic   stability   limit   (N7-1000, <p =0.74, A =1.29)  corresponding   to   relative 
number  of   displaced   units   D. 

  Tensile   strength   limit corresponding  to   relative   number  of   broken   Dolosse   B 

H'mo Significant  wave   height   in   front  of   breakwater 

r Dolos   waist   ratio 

5 Concrete   tensile   strength 

B Relative   number  of   broken   Dolosse 
D Relative   number  of   displaced   Dolosse 

i t 

100 - 
r.0.42^r=0,37^ r=0.325 

80 - /      /     ' 

60 - (     1     I 

r=0.42       ,'    /   / 
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Fig. 10. Design diagrams for structural integrity and hydraulic stabil- 
ity of Dolos armour. Reference area SWL ±6.5D„. 
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CHAPTER 71 

Steep wave diffraction by a submerged cylinder 

J. T. Aquije Chacaltana & A. F. Teles da Silva 

Abstract 
The steep wave diffraction by a fixed circular submerged cylin- 

der is numerically simmulated as a completely nonlinear time do- 
main evolution from an initial condition. Attention is focused on 
two aspects of the problem. The first is a study of the perturbation 
introduced by the cylinder on the wave field; the second is a study 
of the hydrodynamic forces on the cylinder due to the waves. 

Introduction 

We study the diffraction of steep waves on a fixed, submerged 
circular cylinder in deep water; being particularly interested in the 
hydrodynamic forces induced by the waves on the cylinder and the 
disturbances produced by the cylinder on the wave field. 

The problem of a cylinder held fixed beneath waves field was 
first studied by Dean (1948) in the context of gentle waves in deep 
water; Dean finds, to the linear approximation, that incoming waves 
are not reflected and the only disturbance produced by the cylinder 
on the waves is an uniform phase delay. Ogilvie (1963) extend the 
method of Ursell(1950) to study some related problems of wave- 
body interaction and shows, in the linear approximation for the 
problem of a restrained circular cylinder, that the hydrodynamic 
force components oscillate in quadrature with the wave period, have 
the same amplitude and a phase difference of ~; a second order, 
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steady vertical force component is calculated from the first order 
potential, but the steady horizontal force component is found to be 
zero. Mehlum (1980) gives a first order potential solution for a re- 
strained cylinder under waves which is very easy to compute. Salter 
et al. (1976) measures forces on a submerged circular cylinder and 
finds that mean horizontal forces are quite small and come to be 
negative for steeper waves. Chaplin (1984) makes experiments with 
a submerged cylinder under waves finding no wave reflection, even 
for the highest waves; it is also found that the phase lag is smaller 
than predicted by the linear theory for Keulegan Carpenter, Kc, 
numbers smaller than 2. Vada (1987) calculates the second order 
oscillatory forces on a cylinder of arbitrary cross section; for the 
case of circular cylinders and Kc numbers smaller than results agree 
well with Chaplin's (1984). Palm (1991), working with a high order 
perturbation scheme, shows that there is no reflection at the order 
m and frequency raw, where m is an integer and to is the frequency, 
for monochromatic incident waves. Bichromatic waves are shown to 
have a null second order reflection coefficient; this result is shown 
to hold for higher order terms. Liu, Dommermuth & Yue (1992) 
working with a time domain, higher order perturbation scheme cal- 
culate, numerically, the wave diffraction by a circular cylinder, giv- 
ing results for the steady force components on the cylinder, and the 
transmission coeflcients. 

Mathematical Formulation 

We assume that the flow is incompressible and irrotational being 
thus described by a velocity potential <j>. The free surface is described 
parametrically by R(£, t) = [X(£, t), Y(£, t)) to allow for overturning. 
The velocity potential satisfy the nonlinear boundary value problem: 

VV = 0 (1) 

<f>t + \(V(f>)2+gY = 0 (2) 

£=V, (3) 
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(1) is to be valid inside the fluid region, (2) and (3) on the free sur- 
face and (4) along the cylinder's surface. At some initial time, e. 
g. t = 0, values for R and ^|R, must be prescribed; we set a steep 
nonlinear steady wave, impulsively, above a submerged cylinder in 
deep-water, see figure 1. The steep steady wave, was computed 
through a numerical code described in Teles da Silva h Peregrine 
(1988). The nonsteady evolution of the initial condition is computed 
by a Boundary Integral code which is an extension of the one devel- 
oped by Dold h Peregrine (1984) to compute the evolution of surface 
waves on water of uniform finite depth; in the original scheme the 
free surface is mapped on a closed curve and the horizontal bed into 
a circle which is surrounded by the mapped free surface; the mapped 
free surface is then reflected about the bed to ensure impermeability; 
in the present case the transformed free surface is reflected about the 
transformed cylinder contour, instead of about the bed, Peregrine 
(1989). 

Results 

Lengths have been scaled by j, where k is the wave number, 

accelerations by gravity g, and time by [gk)~^. 

The solutions of the problem depend on three parameters which 
are: i) wave-height H, ii) cylinder radius R, iii) the depth of the 
cylinder d. The potential flow modelling, given in the last sec- 
tion, poses strong limitations on the variation of these parameters: 
first, The Keulegan-Carpenter numbers, Kc, used as measure of the 
vortex-shedding, must be kept low, smaller than 1.5 or 2.0 according 
to the depth of the cylinder, Chaplin (1984); second, wave break- 
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ing stops the computations; and third, because of the imaging, the 
cylinder cannot be uncovered. 

Most of the computations were made on a Sun Sparc Station 
2. The simmulation of five wave crests moving over the submerged 
cylinder, during five wave periods, with twenty numerical points per 
wave takes 9.9 CPU seconds. 

Figure 2 presents the time evolution of an initial wave, for r = |, 
d = |, which are the data used by Dean in his 1948 paper; the wave 
must be small, H = 0.1, for the cylinder being near the mean level, 
higher waves would break or uncover it; the centre of the cylinder, 
is at the start, located below the sixth crest at the position x = TT; 

the wave length is ~TT; the numerical simmulation is made during 
a time of 11 wave periods. 

t fig- 2 
S . • . v-, '-,.'•- * • ' •• 
*"   .'.'/.     •* •- --' S * > S '" .-•   •*  / •    •••, 

'   S.' y  .•• .<&' y . "\ •'   ••   •    ' .-- •-  //. 
.- y y      .- ;.-:•  •• .- /.    .   s y  s     ,-: 

V y -- .    '$ /   -<- , s s  .'.-.- y. 
•' •   •' -'      *~z-   •    >   , y  -   •   -' -       •-• 
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''/.'try,'*- "    '' '>v; 
'  .-  „        • ' '  • 
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Figure 2 reveals some important aspects of the wave diffraction. 
With the exception of a faint disturbance starting above the cylinder 
at time zero, propagating upstream, due to the impulsive start of the 
numerical experiment, no other disturbances move upstream of the 
cylinder. This appears to be a nonlinear confirmation of Dean, and 
Palm's results about the absence of wave reflection in deep water. 
Following the lines of the crests in the space time diagram, Figure 
2, we see that waves lose their steady shape as they pass a region 
of perturbation shaped like a 'V; putting a ruler over a crest line 
we see that as the waves pass the cylinder the crests are over this 
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line meaning that they are delayed; it is also possible to see for some 
crests, those that start nearer the cylinder, with the ruler, that after 
they leave the 'V region of perturbation they get back to the origi- 
nal line, meaning that once outside the 'V crests recover the delay. 
Another feature, in Figure 2, is that the wavelength of the perturba- 
tion on the 'V appears to get longer towards its downstream edge as 
it would be for a wave group; with a ruler it is possible to estimate 
the slope of the 'V's edge and hence the velocity of propagation of 
the perturbations; these estimated velocities agree with the group 
velocity of small deep water waves with a wave-length which is a 
half of the wave length of the incident waves. The fact that the per- 
turbed region be defined by a second harmonic of the transmitted 
wave suggests an analysis of the harmonics of the incident and the 
perturbed wave. 

Fig. 3a 

Fig 3b 

In order to have an idea of the relative magnitude of wave har- 
monics in simmulations, the time history of the elevation of 2 points 
on the free surface have been recorded for some cases; the points have 
been placed at a horizontal distance of eight times the radius of the 
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cylinder, one downstream and the other upstream. A typical case is 
shown in Figure 3 where, for an incident wave of heigth H — 0.16 and 
a cylinder of radius r — 0.4 submerged at the depth of d = 0.8, the 
time histories of the upstream, Figure 3a, and downstream, Figure 
3b, surface elevation are depictured; in both cases, for comparison, 
the time history for the original steady wave has been included. In 
Figure 3a the time history of the upstream free surface elevation is 
undiscernible from that of the steady wave supporting the conclu- 
sion that waves are not reflected; the some does not happens for the 
upstream elevation where from the third wave period a conspicuous 
second harmonic appears in the perturbed wave. To see it more 
clearly we decomposed the time histories in its Fourier modes in the 
same way as for the forces in equations 5 and 6 below. The results 
are shown in Table 1 where the most important features, when we 
compare the upstream elevation with the elevation of the incident 
steady wave, appear to be the permanence of the first harmonic and 
the great increase of the higher harmonics; among the higher har- 
monics the most important is the second which in fact shapes the 
'V. 

Table 1 

Harmonic Steady Wave Upstream Wave Downstream Wave 
a0 0.000010 -0.000106 0.000200 
ri 0.079812 0.078808 0.078772 

T2 0.003213 0.003252 0.016048 
rz 0.000213 0.000219 0.003312 
r4 0.000029 0.000003 0.001447 
T5 0.000022 0.000008 0.000195 
re 0.000004 0.000006 0.000167 

A remarkble fact in Figure 2 is that outside the perturbed 'V 
region the waves recover their original shape and steadyness with no 
traces of the interaction with the cylinder although the interaction 
is nonlinear; this is the same for the steeper waves provided they 
do not break. Comparing the position of the crests going past the 
cylinder with the position they should have in the absence of the 
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cylinder, we find the phase lag. Figure 4 shows the time evolution 
for the phase lag, vertical axis in degrees, for four different waves; 
namely, wave 1: H = 0.1, T = 6.275, c = 1.001, wave 2: H = 0.2, 
T = 6.252, c = 1.005, wave 3: H = 0.3, T = 6.213, c = 1.011, wave 
4: H = 0.4, T = 6.1588, c = 1.0202; H, T and c are respectively 
the nondimensional wave-height, period and phase speed. In all 
this experiments r — 2TT and - = 1.2; for this same radius and 
submergence Mehlum (1980) calculates a phase lag of 32.6 degrees. 
Note that this is nearly exact for wave 1, but, the phase lag tend to 
decay with wave-height. A bigger wave with H = 0.5 would break. 
In all the above cases, in given time, the phase lag returns to zero 
as the tails of the first two waves suggest; a permanent phase lag is 
an asymptotic result 

Fig. 5 

0.02 

0.00 

-0.02 

-0.04 

A typical time history for the X and Y force components is 
shown in figure 5 for a wave of heigth H = 0.5; the figure shows a 
remarkble periodicity from a few periods after the begining of the 
experiment. For small waves the linear theory predicts that the 
X and Y, horizontal and vertical, force components have the same 
amplitudes, oscillate in quadrature with the wave period and there 
is a phase difference of \ir between them. We observed these results 
to hold for smaller waves; however for the higher waves we find the 
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phase difference between the X and Y force components to become 
smaller, by as much as 10%, than f. The X and Y force components 
have been, both, decomposed in Fourier modes: 

•y + ^(anCosOj + bnsin9nt) 

where 6n = ^S£, T being the wave period; or simmilarly as 

Y + ^2 rncos[0nt - Sn] (5) 

r» = (a«2 + &n
2)* (6) 

where 8n is a phase shift. Results for fixed parameters 'R' and 'd' 
and a set of four waves with increasing wave height are displayed in 
table 2. We find for all waves a negative horizontal drift, ^, which 
increases with the wave-height. 

Despite the fact that the amplitudes of the X and Y force com- 
ponents are the same, irrespective of wave-height, the amplitudes 
of the Fourier modes of the same frequency increasingly differ for 
the higher waves. The vertical drift, ^-, increases with wave height 
reaching, for the last wave H = 0.7, an amplitude greater than any 
other Fourier mode, except the first. 

As should be expected, the force harmonics for the smaller 
waves behave as in a perturbation expansion in the small parameter 
e = H, which is the dimensional wave height scaled by -|; represent- 
ing either the vertical or horizontal force components as: 

fie + f2e
2f3e

3 +  

where the first term in the expansion represents the first harmonic 
of the vertical or horizontal force component, the second term rep- 
resents the second harmonic and so on. Observe in Table 2 that: 
the first harmonic for H = 0.3 is roughly three times the first one 
for H — 0.1; the second harmonic for H = 0.3 is roughly nine times 
the second one for H = 0.1; the steady components for H = 0.3 
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are roughly nine times the steady components for H ~ 0.1. For the 
waves with H = 0.5 and H — 0.7 these relations hold approximately 
only for the first harmonic. This provides a measure of the range of 
validity of the linear and weakly nonlinear results and also a way to 
estimate the force components of waves from the force components 
of particular wave. This is not new but it is very interesting to know 
that it holds for the first harmonics of a wave with H — 0.7 that is 
over 80% the height of the highest mathematically, not physically, 
possible wave. 

Table 2 

Wave/cylinder Harmonic X-component Y-component 
H=0.1 «o -0.000002 0.000289 
T=6.2753 ri 0.007285 0.007285 
c=1.0012 r2 0.000029 0.000029 
D=0.5,d=l. ^3 0.000001 0.000001 
Kc=0.23 ^4 0.000000 0.000001 
H=0.3 «o -0.000021 0.002489 
T=6.2129 ri 0.021710 0.021704 
c=1.0113 f2 0.000310 0.000313 
D=0.5,d=l. r3 0.000003 0.000004 
Kc=0.69 ri 0.000003 0.000003 
H=0.5 a0 -0.000111 0.006417 
T=6.0899 ri 0.035615 0.035549 
c=1.0317 r-2 0.001097 0.001102 
D=0.5,d=l. r3 0.000035 0.000028 
Kc=1.08 ^4 0.000005 0.000008 
H=0.7 a0 -0.000200 0.010207 
T=5.9107 ^i 0.044369 0.044097 
c=1.0630 r2 0.002526 0.002534 
D=0.5,d=l. r3 0.000192 0.000183 
Kc=1.56 n 0.000037 0.000019 
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Conclusions 

A numerical scheme for the time domain simmulation for the 
nonlinear steep wave diffraction by a submerged cylinder has been 
successfully implemented. Results have been checked, with very 
good agreement, with analytic, semi-analytic and experimental re- 
sults given in the literature, namely Ogilvie (1963), Mehlum (1980), 
Vada (1987) and Chaplin (1984). In these comparisons an impor- 
tant point appears: many of the analytic and semi-analytic results 
presented in the literature are for waves that actually break; spe- 
cially these for small cylinder depth where the diffraction effects are 
enhanced; by one side when waves break the flow ceases to be a 
potential flow and results should not be valid, but by another side 
Chaplin finds with experiments that, in his case E experiment, the 
mean vertical force agrees well with Ogilvie's results and the total 
force is smaller than that predicted by Ogilvie's results. This may 
suggest that approximate results frequently provide a good predic- 
tion of phenomena and sometimes give an upper bound for quanti- 
ties. 

Despite the limitations inherent to potential theory, and the 
computational costs in a time domain simmulations, which preclude 
their use for a thorough description of the phenomenon, some im- 
portant aspects of the problem can be studied and complemented 
with frequency domain and experimental investigation; since com- 
putational costs are comparatively very cheap for frequency domain 
calculations and potential modelling is not a problem with experi- 
ments. 

With respect to the disturbances on the waves due to the pres- 
ence of the cylinder we have two main aspects: the phase-lag on the 
transmitted wave and the transmission and reflection coefficients. 
With respect to the phase lag, we find that the linear potential given 
by Mehlum (1980) gives cheap and accurate results for smaller waves 
and for the higher ones these results provide an upper bound. With 
respect to reflection our results support the linear prediction of no 
reflection; regarding the transmitted wave we find that the presence 
of the cylinder greatly enhances the higher harmonics; but to this 
stage there is not yet a satisfactory description of the dependence of 
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this phenomenon on the parameters; neither have we yet atempted 
to quantify it with the help of transmission coefficients. 

Regarding the forces on the cylinder due to waves an important 
result is that for the very steep waves the horizontal and vertical 
steady force components become evident and the vertical steady 
component come to be at the same order of magnitude as the first 
harmonic. Also important is the increase of the magnitude of the 
higher harmonics which is inherent to the very nonlinear charac- 
ter of steep waves; this increase in magnitude of the harmonics is 
followed by a loss of symmetry between the horizontal and vertical 
components. 
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CHAPTER 72 

Wave Stresses on Rubble-Mound 
Armour 

Andrew Cornett* and Etienne Mansard* 

Abstract 

In this study, physical experiments are used to investigate the relation- 
ship between fluid velocities on the surface of two rubble-mounds and the 
shear stresses T and normal stresses a acting on the surface layer of rock 
armour. Results presented herein indicate that the peak magnitude of slope- 
parallel hydrodynamic forces on rubble-mound armour located below the 
still waterline can be reasonably well estimated using wave friction factors 
originally developed for rough turbulent oscillatory flow over impermeable 
horizontal beds. Stresses on rubble-mound armour are also compared to 
the prevailing surf similarity (Iribarren) parameter. The largest stresses 
are found to result from waves that form collapsing breakers. 

1    Introduction 
Fluid flows on a rubble-mound under wave attack are highly variable in space 
and time. The spatial and temporal distribution of kinematics depends in a com- 
plex manner on the character of the incident waves, the type of wave breaking, 
and properties of the structure such as slope, roughness and permeability. Not 
surprisingly, the normal and shear stresses induced by such kinematics are also 
temporally and spatially variable. 

Kobayashi et.al. (1990a, 1990b, 1990c) describe and present results from a 
numerical model of wave interaction with rough permeable slopes that includes 
an analysis of the stability of armour stones. In this model, the hydrodynamic 
forces acting on armour stones in the surface layer are separated into drag, inertia 
and lift forces that are calculated in terms of the fluid velocity and acceleration 
parallel to, and above, the surface of the structure. In this formulation, the forces 
on armour stones are independent of the kinematics normal to the surface of the 
rubble-mound. 

T0rum (1994) measured regular wave loads on a single irregularly shaped ar- 
mour stone with a mass of 0.152 kg located 10.3 cm below the still waterline on the 

'National Research Council of Canada, Institute for Marine Dynamics, Building M32, Ot- 
tawa, Ontario, Canada K1A 0R6 
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surface of a reshaped berm breakwater. Measurements of fluid kinematics close 
to the stone were used to model the slope-parallel force component as a sum- 
mation of drag and inertia forces calculated from slope-parallel kinematics. The 
slope-parallel force was found to be drag dominated, such that the force peaks 
occurred in phase with the peaks of slope-parallel velocity. The slope-normal 
force was modelled using a similar drag and inertia formulation, augmented by an 
additional term to represent lift force. In this case, drag and inertia forces were 
calculated from slope-normal kinematics, while the lift force was computed from 
the slope-parallel velocity. The peaks of the slope-normal force led those of the 
slope-parallel force, and were significantly smaller in magnitude. T0rum concludes 
that the slope-normal force is not dominated by lift, and could not be adequately 
modelled by the assumed augmented formulation of the Morison equation. 

Shear stresses on an impermeable horizontal bed under oscillatory flow are 
commonly expressed in terms of a wave friction factor fw, defined by 

O-r- 

JU) 

Pumax 

where rmax is the maximum shear stress at the bed, and wmax is the maximum or- 
bital velocity just outside the boundary layer. Riedel et. al. (1972) and Kamphuis 
(1975) report results on fw obtained with a shear plate in an oscillating water 
tunnel as functions of the maximum amplitude Reynolds number Re = umaxa/v 
and the relative roughness a/k„ where v is the kinematic velocity, a is the ampli- 
tude of water particle orbits just outside the boundary layer, ks is the Nikuradse 
sand grain roughness, given by ks ~ 2D90 ~ 2.5Dn50, where Dn50 is the nominal 
diameter of particles on the bed. Different flow regimes were delineated, cor- 
responding to laminar, smooth turbulent, and rough turbulent flow. For rough 
turbulent flow, the wave friction factor was found to be independent of Re and 
could be well represented by the simple expression 

'•-Kir*  fo'^100- (2) 

2    Experiments 

Experiments to measure the wave stresses on rubble-mound armour were per- 
formed in the 'Coastal Wave Basin' of the National Research Council of Canada 
at Ottawa. Figure 1 shows a sketch of the lay-out for these experiments. Three 
separate test channels, each 0.65 m wide, were constructed near the centre of a 
14 77i wide wave flume. The entrances to each channel were calibrated to ensure 
very similar wave conditions. Two dimensional sections of a rubble-mound break- 
water were constructed in two of the three test channels. The third test channel 
was left open to record incident wave conditions using an array of capacitance 
wave probes. Stresses on the armour layer due to waves were measured in the 
central test channel using a pair of instrumented armour panels, described below 
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PLAN VIEW Wave Probes       Armour Panels Waterline Gauge 

Channel 1 0.65 m 

Gravel Beach 

./. /          >" 

i 

0.65 m 
1 

Gravel Beach 
"\ Dynamometers 

1.2 m 
^ Window 

Channel 3                                          , 0.65 m 

10m 

SECTION, CHANNEL 2 

55cm 

Figure 1: Sketch of the experiment lay-out. 

in more detail. The third test channel was used to monitor damage to an iden- 
tical rubble-mound constructed entirely from loose stones. The end of the wave 
flume was lined with a porous gravel beach that limited wave reflections to 5 % 
or less. Similar absorbing beaches were installed between the three test channels. 
This set-up allowed simultaneous measurement of the incident waves, stresses on 
armour stones, and armour damage, relatively imcontaminated by spurious wave 
reflections. 

Results for two different structures (test series 4 and 5) are reported here. 
Pertinent characteristics are summarized in Table 1. Cross-sections are sketched 
in Figures 2 and 3. The armour for both structures consists of finely graded, 
angular, granite rock with nominal diameter Dn$Q = (M50/pa)1 = ^-2cm placed 
in two layers. The series 4 rubble-mound features a sea-ward slope of cot a = 1.75, 
a permeable core with Dn5Q = 2.6 cm, DS5/Di5 = 1.3 and no filter layer. The 
series 5 structure features a milder slope of cot a = 3, a thin filter layer with 
Dnbo = 1.9 cm, DSz/D\5 = 1.3 over an impermeable core. 

2.1    Armour panels 

Each instrumented armour panel consists of 50 individual, irregularly shaped, 
aluminum model rocks, bonded together by spot-welds into a rigid, porous, rect- 
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Series 4 Series 5 
water depth (cm) 55 55 
slope, cot(a) 1.75 3 
core permeable impermeable 
filter thickness (cm) - 4 
filter Dn50 (cm) - 1.9 
filter Dg5/D15 - 1.3 
armour thickness (cm) 8 8 
armour Dn&0(cm) 4.2 4.2 
armour Da5/Dls 1.1 1.1 
panel 1, centroid elev. (cm) 43.5 41.5 
panel 2, centroid elev. (cm) 31.5 33.5 

Table 1: Characteristics of the series 4 and 5 rubble-mounds. 

Series 4 Rubble-Mound 

upper panel (1) 

55 cm 

velocity measurement l 
points 

lower panel (2). permeable 
core 

43.5cm D„50 = 2.3cm 

Figtire 2: Cross-section sketch of the series 4 rubble-mound. 

Series 5 Rubble-Mound 
upper panel (1) 

velocity measurement points 

lower panel (2) 

55cm 

armour 
D.„ = 4.2 cm 

Figure 3: Cross-section sketch of the series 5 rubble-mound. 
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angular mat of armour stones in a single layer with approximate overall dimensions 
64 cm by 23 cm by 5 cm. Each panel represents a 0.15 m2 rectangular patch of ar- 
mour stones. The panels were installed on the outer surface of the rubble-mound 
test sections, just below the still waterline, as sketched in Figures 2 and 3. The 
upper and lower panels are denoted as panels 1 and 2, respectively. The elevations 
of the panel centroids are included in Table 1. Each panel was connected at three 
points to a custom-built, five degree-of-freedom dynamometer located outside the 
walls of the test channel. Armour stones immediately surrounding the panels were 
glued in place so that the panels were isolated from adjacent materials by a thin 
(~ 2 mm) gap that followed their irregular shape. Away from the armour panels, 
wire mesh was placed over the surface of the rubble-mound to restrain the motion 
of loose armour stones. This set-up was adopted as a trade-off between the need 
to isolate the panels from the surrounding breakwater materials, and the desire 
to minimize distortions in the modelling of the rubble-mound. 

The total fluid force F/ acting on an armour panel can be written F/ = 
F + F;, where F is the hydrodynamic force and Ff, is the buoyancy force. For a 
panel that remains fully submerged, the buoyancy force is constant and equals 
the mass of fluid displaced by the panel and some dynamometer hardware. In 
this case, isolation of the hydrodynamic force is relatively straightforward. When 
the submergence of the panel varies with time, the magnitude of the time varying 
buoyancy force Fj, (t) can be estimated from the instantaneous elevation of the 
waterline on the surface of the rubble-mound -qs it) as 

IFb.max for  rja (£) > r]sfl + Isina , 

FbtBm (rb^JL)     for V-fl > V. (*) < Vs,o + lsma,     (3) 
0 for TJS (t) < r]sfi , 

where -F^max is the buoyancy force when fully submerged, 77^0 is the largest value 
of rjs for which the panel remains entirely dry, and I sin a is the effective vertical 
distance between the lowest and highest parts of the panel. Appropriate values of 
I and r?s>o for each panel were determined by experiment. 

Both panels were located entirely below the still waterline. The lower panel 
remained entirely submerged during all wave conditions, while the upper panel 
became partially submerged during attack by larger waves. When necessary, (3) 
was applied to estimate the time-varying buoyancy force in order to isolate of the 
hydrodynamic force acting on the upper panel. 

2.2    Waves, waterline motion and kinematics 

The rubble-mounds were exposed to a variety of regular and irregular waves; 
however, results in regular waves alone are reported here. Incident wave charac- 
teristics were computed by zero-crossing analysis of the water surface elevation 
r] (t) recorded in the side channel at a location corresponding to the toe of the 
rubble-mounds. The regular waves ranged in height from 10 cm to 22 cm at peri- 
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ods of 1.5, 2.0 and 3.0 s. For each wave condition, reported values were averaged 
over 100 wave cycles. 

The vertical motion of the waterline r]s (t) on the surface of the instrumented 
rubble-mound was recorded using a capacitance wire wave gauge inclined parallel 
to, and located approximately 1 cm above, the surface of the structure. 

Fluid velocities were measured using a pair of bi-directional electromagnetic 
velocimeters located 4 cm above the upper surface of the instrumented armour 
panels at the positions shown in Figures 2 and 3. These locations are believed to 
be outside the boundary layer. Sleath (1992) gives the approximate displacement 
thickness 6 of an oscillatory boundary layer as S ~ 0.5fwa. For rough turbulent 
flow, (2) may be re-arranged to give a = 0.295A;s/~

4'/3, whence the displacement 
thickness can be estimated by 

6 ~ O.U7k,f-V3  . (4) 

With ks = 2.5Dn5o = 0.105 m, and fw = 0.15, this equation gives 8 sa 0.029 m, 
which suggests that the positions of velocity measurement are outside the bound- 
ary layer. Velocity components parallel and normal to the surface of the rubble- 
mound are denoted by u and w, respectively, where u is positive up-slope and w 
is positive away from the structure. 

Water particle orbits are estimated by integration of the Eulerian velocity 
signal. In particular, the water particle displacement parallel to the face of the 
structure at time t\ is given by 

s (ix) = f\(t)dt  . (5) 
Jo 

3    Shear and Normal Stresses 

The armour panels provided a steady, repeatable measure of the fluid forces ex- 
erted on a patch of surface layer armour stones due to wave attack. The hydro- 
dynamic component of the fluid force was isolated by compensating the measured 
force for the buoyancy of the armour panel. The hydrodynamic force was sepa- 
rated into orthogonal components FP and FN, acting parallel and perpendicular to 
the surface of the rubble-mound. FP was defined positive up-slope, while FN was 
defined positive away from the structure. These hydrodynamic force components 
can be expressed as a shear stress T and a normal stress a, defined by 

where A = 0.15 m2 is the surface area occupied by a panel. The surface area can 
be expressed in terms of the number of armour stones Na, and the porosity of the 
armour n, as A = NaDl50/ (1 — n). The average hydrodynamic force components 
acting on a single armour stone located within the patch are denoted by fP and 
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64 66 

time (s) 

Figure 4: r\ (t), i]s (£), w2 (t), T-I (£), a?, (t) on the series 5 rubble-mound (H = 14 cm, 
T = 2s and £ = 2.2). 

/JV, and can be estimated in terms of the shear and normal stresses as 

fp(t) 
Dl 

•it) ,    fN(t) 
D2 

1-n 
a(t) . (7) 

The shear and normal stresses defined by (6) include contributions from all hy- 
drodynamic forcing mechanisms, including drag, inertia and lift forces. 

Short segments of r/(i), r)s(t), u2(t), Ti{b) and (T2(t) from a series 5 regular 
wave test with H = 14 cm and T = 2 s are presented in Figure 4. The velocity 
signal features an asymmetric 'saw-tooth' shape that indicates large positive (up- 
slope) accelerations immediately prior to the maximum up-slope velocity. Nega- 
tive (down-slope) accelerations are less intense, but prevail for a longer duration 
during each flow cycle. The shear stress time series features sharp positive (up- 
slope) peaks in approximate phase with the large positive accelerations, which 



WAVE STRESSES ON RUBBLEMOUND ARMOUR 993 

suggests that accelerations are a dominant forcing mechanism. Negative shear 
stress peaks are significantly smaller and more broad, which parallels the charac- 
ter of the negative fluid accelerations. In these wave conditions, the maxima and 
minima of the normal stress coincide with the negative and positive velocity peaks, 
respectively. Significant seepage flows normal to the surface of the rubble-mound, 
associated with drainage of the permeable outer layers, were observed during the 
tests, even for structures with an impermeable core. These slope-normal flows are 
an important factor contributing to the normal stresses on the surface layer of 
armour. 

Individual flow cycles on the rubble-mound were defined to start and finish at 
the times of maximum runup. During each flow cycle, the maximum and mini- 
mum values of velocity, fluid particle displacement, shear stress, and normal stress 
were obtained and then averaged over 100 regular waves to give representative 
quantities, which are denoted by the subscripts min and max; i.e. umin, wmax, etc. 
Peak-to-peak values are denoted by subscript m, and are defined as the positive 
difference between the maximum and minimum value; i.e. un = wmax — «min- 

For a given wave height incident to a given rubble-mound structure, the wave 
period influences the type of wave breaking that prevails. The effect of wave 
period on the type of wave breaking, and on the stability of rock armour, is 
commonly quantified in terms of the surf similarity (or Iribarren) parameter £ = 

tan a JgT2/ (2irH). Battjes (1974) observed that the character of wave breaking 
on a slope depends on £, such that collapsing breakers prevail for £ ~ 3, while 
plunging breakers prevail for £ < 2, and surging breakers prevail for £ > 4. 

Van der Meer (1988) presented separate design formulae for the stability of 
rubble-mound armour under plunging and surging wave attack. His equations 
suggest that minimum stability occurs under collapsing breakers and that wave 
period has a strong influence on stability for plunging waves (£ < 2), but has much 
less influence on stability for surging waves (£ > 4). Van der Meer's equations also 
describe a dependence between armour stability and the permeability of a rubble- 
mound, such that stability is enhanced on more permeable structures. 

Figure 5 shows peak-to-peak values of shear stress as a function of surf simi- 
larity for the upper and lower panels of the series 4 and 5 rubble-mounds. Here, 
TPP has been made non-dimensional by the factor pgH, which represents the pres- 
sure under a static column of water with height H. Several observations can be 
made. 

• Panel 1 (the upper panel) always experiences greater shear stresses. This re- 
sult is consistent with the numerical simulations of Kobayashi et. al. (1990c) 
which suggest that armour damage is most likely to occur at an elevation 
approximately 0.75H below the still waterline, and that the likelihood of 
damage decreases below and above this elevation. 

• On both panels, the normalized peak-to-peak shear stress is maximized for 
£ ~ 2.5. For a given wave height, the shear stress exerted on a patch of 
armour stones is greatest for waves with periods such that £ ~ 2.5. These 
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Figure 5: Non-dimensional peak-to-peak shear stress. 

conditions are close to those associated with collapsing breakers. This result 
is consistent with idea that stability is minimized for collapsing breakers, and 
supports the form of stability design equation proposed by van der Meer 
(1988). 

• Surf similarity has a strong effect on the normalized peak-to-peak shear 
stress in plunging waves (£ < 2), but has relatively little influence on the 
shear stress in surging waves (£ > 4). This result is also consistent with the 
design equations of van der Meer (1988), and suggests that plunging and 
surging breakers represent distinctly different processes. 

• T0rum (1994) computes a shear stress of T = 216 Pa for a specific regular 
wave with H — 0.2 m and T = 1.8s. In non-dimensional terms, this is 
equivalent to r/pgH = 216/(9810-0.2) =0.11, which is in general agreement 
with the shear stresses reported here. 

A similar plot of non-dimensional maximum normal stress o-meiX/pgH on the 
lower and upper panels of the series 4 and 5 rubble-mounds is presented in Figure 
6. Positive normal stresses act to lift armour stones out of the surface layer and 
thus are critical to the stability and initial motion of armour units. In general, the 
variation in maximum normal stress measured on these two structures in various 
wave periods are less well described by £ alone. In spite of this, the following 
observations can be made. 

• Normal stresses are greater on the upper panel. Again, this supports the 
result that armour stones just below the still waterline are more susceptible 
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Figure 6: Non-dimensional maximum normal stress. 

to damage than those lower down the rubble-mound. The normal stress 
maxima measured on the upper panel generally exceed the peak-to-peak 
shear stress in the same wave condition. 

For the same value of f, larger normal stresses are exerted on the armour of 
the steeper, more permeable series 4 rubble-mound. 

Surf similarity has a significant effect on the normal stress exerted on the 
upper panel, but has only a small influence on the normal stress acting on 
the lower panel. 

4    Friction Factors for Rubble-Mound Armour 

Flows on the surface of a rubble-mound under wave attack exhibit similarities 
and differences compared to wave driven flows on a horizontal seabed. While 
both flows are fundamentally oscillatory, flows on a rubble-mound tend to exhibit 
proportionately larger high-frequency content that produces 'saw-tooth' velocity 
fluctuations and larger accelerations. Flows on a rubble-mound also vary greatly 
with position. Near the toe, flows are similar to those on a horizontal seabed at 
similar depth, however, approaching the still waterline, velocities and accelerations 
are significantly amplified. Above the point of minimum rundown, the surface of 
the rubble-mound is only intermittently submerged. In this zone, the depth of 
flow can vary greatly throughout a wave cycle. When the water level outside the 
structure exceeds the level of the internal phreatic surface, water flows into the 
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Figure 7: Orbital amplitude Reynolds number at velocimeter 2. 

permeable outer layers. As the external water level recedes below the internal 
phreatic surface, water flows out of the permeable outer layers. Infiltration flow 
generally occurs above the mean water level during uprush while seepage flow is 
concentrated below the mean water level during downrush. 

Kamphuis (1975) suggests the following criterion for the lower limit of rough 
turbulent flow: 

Re ,a . //. > 200— W—    for rough turbulent flow. 

Substituting (2) for /„ yields 

Re > 447 ( — for — < 100. 
V /C.c / &s 

(8) 

(9) 

An equivalent orbital amplitude Reynolds number for the surface of a rubble- 
mound can be written 

UPP    SPP q, Q 

r> __ _2 2_  _   aPP"pP 

The relative roughness of the flow on a rubble-mound can be written 

(10) 

P/2 PP 

2.5D„ 5Dn 
(11) 

which is equivalent to the quantity a/ks. Figure 7 shows values of Repp at velocime- 
ter 2, in which the solid line indicates the threshold criterion for rough turbulent 
flow given by (9). The data span the range of spp/5Dnso (relative roughness) from 
0.8 to 3.7 and indicate that rough turbulent flow prevails for all test conditions. 

Measurements of the shear stress on panel 2 and the kinematics at position 2 
have been used to construct friction factors for rubble-mound armour. Separate 
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Figure 8: Friction factors on panel 2 for the series 4 and 5 rubble-mounds. 

friction factors are computed for the uprush and downrush portions of the flow 
cycle according to 

fu — 2T
•*

X for uprush 
(12) 

fd — for downrush. 

A friction factor for the complete flow cycle is defined in terms of the peak-to-peak 
velocity um and peak-to-peak shear stress TPP as 

Jm 
AT 2(^/2)   _ 

P (uw/2)2      Pul 
for the complete flow cycle. (13) 

Friction factors for the complete flow cycle fw measured on panel 2 during reg- 
ular wave attack of the series 4 and series 5 rubble-mounds are favorably compared 
in Figure 8 to estimates of/„ from (2). Data from the two different rubble-mounds 
show good agreement, however, there is evidence of a stronger variation with rel- 
ative roughness than predicted by (2). Overall, these results suggest that the 
relation between friction factor and relative roughness on a rubble-mound under 
wave attack is similar to that for a rough, impermeable, horizontal bed under 
oscillatory flow. Moreover, these results suggest that wave friction factors might 
be used to estimate the shear stresses acting on rubble-mound armour exposed to 
wave attack. 

Friction factors for the uprush and downrush portions of the flow cycle are 
presented in Figures 9 and 10. Most of the data for the uprush friction factor 
suggest that /„ < fm, while most of the data for the downrush friction factor 
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suggest that fd > fw. In other words, the peak shear stress acting down-slope 
is generally larger than that predicted by (2), while the peak shear stress acting 
up-slope is generally smaller. The trend is particularly evident for the steeper, 
more permeable, series 4 rubble-mound. This behavior is not entirely surprising, 
considering the distorted, asymmetric, quasi-oscillatory flow cycles that prevail on 
the surface of a rubble-mound (see Figure 4), in contrast to the more symmetric 
flow cycles that prevail over horizontal beds under waves. 

Kobayashi et. al. (1990a, 1990b, 1990c) assumed a constant friction factor of 
/„ = 0.3 in numerical simulations of regular and irregular waves on conventional 
rubble-mounds. T0rum and van Gent (1992) used a constant wave friction factor 
fw = 0.15 in their numerical simulations of regular wave interaction with a per- 
meable berm breakwater, while T0rum (1994) used fw — 0.3. These values are 
in general agreement with the results reported here. However, the present results 
confirm that the friction factor for rubble-mound armour is a variable quantity 
that, for rough turbulent flow, depends on the relative roughness in a manner that 
is similar to that for oscillatory flow over a rough, impermeable, horizontal bed, 
and can be reasonably well predicted by (2). 

5    Conclusions 

Measurements of the shear and normal stresses acting on rubble-mound armour 
under regular wave, attack have been presented. The stresses were measured on 
a pair of rigid porous armour panels, each supported by a five degree-of-freedom 
force dynamometer, and installed to minimize distortions to internal flows within 
the test structures. Results from two different structures have been considered. 

• Greater shear and normal stresses were measured just below the still water- 
line than lower down the rubble-mound. 

• Shear and normal stresses are maximized in waves for which £ ~ 2.5, sug- 
gesting that collapsing breakers exert greater forces on armour stones and 
are therefore most critical to the their stability. 

• The influence of wave period on shear stress is strong for plunging waves 
(£ < 2), and relatively weak for surging waves (£ > 4). 

• The shear stresses reported here are in general agreement with the force 
measurements on a single armour stone reported by T0rum (1994). 

• In some cases, normal stresses were measured that exceed the shear stresses. 

• Greater normal stresses were recorded on the steeper, more permeable, series 
4 rubble-mound. 

• Friction factors for rubble-mound armour under regular wave attack are in 
general agreement with the wave friction factors fw for rough turbulent flow 
computed from (2). 
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• Friction factors for uprush are generally less than fw, while friction factors for 
downrush are generally greater. This behavior is related to the asymmetric, 
quasi-oscillatory nature of surface flows on a rubble-mound. 
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CHAPTER 73 

DAMAGE ANALYSIS FOR RUBBLE-MOUND BREAKWATERS 

Michael H. Davies 
Etienne P.D. Mansard, and 
Andrew M. Cornett1 

Abstract 
Storm damage to rubble-mound structures can range from the piece-wise removal of 
individual armour stones to the large-scale sliding of the entire armour layer. This paper 
presents an overview of qualitative and quantitative descriptions of various types of 
armour layer damage due to wave action. This work is based on a series of large-scale 
physical models of revetment stability. The discussion includes methods for measuring 
the change in profile and the use of the normalized area eroded, S. A new parameter, 
dc is introduced as a measure of the minimum depth of cover remaining on the 
structure. An analysis method is presented which predicts the armour layer's factor of 
safety against sliding. 

Introduction 
Coastal structures are often designed to survive severe storms with no significant 
damage while undergoing tolerable damage during more extreme events. For such 
designs it is essential that the damage be both predictable and repairable - the failure 
mode should be ductile not brittle. Physical hydraulic models are a key tool in the 
design of structures where damage levels need to be determined. In addition to 
accurately reproducing the wave loading on the structure and the physical characteris- 
tics of the structure it is important to be able to accurately measure and quantify the 
damage which occurs. 

Damage analysis 
The two common measures for rubble-mound damage due to wave action are visual 
assessment and profiling. Visual assessment includes the monitoring of the 
development of holes in the armour, observation of the exposure of under-layers and 
counting the number of armour units displaced. Profile analysis includes measurement 
of the eroded profile and calculation of the eroded cross-sectional area, A. 

Coastal Engg. M-32, Institute for Marine Dynamics, National Research 
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At low damage levels the breakwater damage can be readily estimated by visually 
counting the number of rocks displaced. This becomes difficult however, when more 
than, say, 50 stones are displaced or when stones which have been moved slightly by 
one storm condition are subsequently moved further downslope by a subsequent storm 
sequence. Image processing allows visual techniques to be used at higher damage 
levels. The size of the damaged area can be measured using photogrammetry and 
digital image processing. Also, the movement of individual stones can be tracked using 
image processing software. The limitations on these techniques are that it is often 
necessary to drain the basin prior to image-capture to allow measurement below the still 
water line and that image quality can restrict accuracy. Furthermore, most techniques 
allow an estimation of only the damaged surface area, not the depth of penetration of 
the damage. This can sometimes be overcome by colour coding the various layers of 
revetment. 

For damage quantification based on stone count, the 1984 Shore Protection Manual 
(CERC, 1984) defines damage as the percentage of stones removed from within the 
active zone. The active zone is defined as extending from the middle of the breakwater 
crest down to one zero-damage wave height below the still water level. 

Damage (%) =  Number of stones removed  x 10Q 

Number of stones within active zone v ' 

This has the limitation that it depends on visual stone counts (which can be unreliable 
at higher damage levels) and that the number of stones within the active zone is very 
dependent upon structure geometry. 

Several mechanical and electro-mechanical profiling methods exist for the determina- 
tion of breakwater profile. All have their limitations. The more sophisticated profilers 
which operate on the principles of electrical resistivity or light or acoustic beams to 
locate the profile generally require the flume to be either fully drained or fully flooded so 
that measurements are made in either the dry or in the wet - measurement through the 
air-water interface is difficult. The need to flood or drain the basin between each test 
sequence can be very time consuming. Measurement methods which use mechanical 
contact with the rocks to locate the profile can readily cross the air-water interface but 
often provide lower resolution and sparser data. 

Measurement of the cross-sectional profile is often the fastest and most reliable means 
of damage assessment and is used in most hydraulics laboratories. Hughes (1993) 
reviews some of the visual and profiling methods available for damage analysis. Van 
der Meer (1988) reports on the use of a mechanical profiler for measuring damage to 
rubble-mound break-waters. Latham et al. (1988) report on the use of high resolution 
mechanical profiling methods for breakwater damage analysis. Medina et al. (1994) 
reports on the use of mechanical profiles for damage analysis. 

If profiles of the damaged cross-section are obtained, the damage can be represented 
by the mean cross-sectional area removed from the profile, A. In this analysis the 
eroded quantity, A is determined by integration of the difference between the damaged 
and initial profiles. The most widely accepted method for interpreting the damage data 
from profiling is the damage index, S as adopted by van der Meer. The damage index, 
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.iiii.i,  i, i. :i. .i 

.Side 
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Figure 1 Test configuration for NRC revetment stability study. 

S is defined as: 

where Dn, 
D' 

M50 

N ps 
(2) 

S corresponds to the number of cubic stones of size Dn60 removed from the average 
profile line. Mg, is the median of the cumulative stone mass distribution and ps is the 
density of stone (typically 2,650 kg/m3). 

For comparison between counted stone damage and profile analysis a visual estimate 
of the damage, SVlsual can be derived as follows: 

# stones removed 
(Structure width/Dn50) (1 -n) (3) 

Here n is the placement density determined by profiling the armour and underlayers and 
from knowing the total mass of rock placed. 

NRC Experiments on breakwater damage 
NRC has recently completed a series of large-scale 2-D experiments on revetment 
stability for the Societe d'energie de la Baie James. This study examined the existing 
revetment along with proposed repair schemes for some of the earth dams and dykes 
of the La Grande hydroelectric complex near James Bay in northern Quebec. Some 
details of this model study are reviewed in Mansard et al (1994). This test series was 
performed in the NRC Multi-directional Wave Basin at scales ranging from 1:10 to 1:15 
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depending on the structure being tested. Figure 1 shows the experimental setup used 
for these tests. The wave climates used in the tests were calibrated prior to installation 
of the structures in the test section to allow determination of the time-domain 
characteristics of the incident wave climate in the absence of reflections from the 
structure. The results from some of the testing performed in this study will be used in 
this paper to illustrate various damage analysis methods. 

The NRC breakwater profiler (shown schematically in Figure 2) uses a carriage- 
mounted mechanical pivoting arm to track the breakwater profile. The arm is connected 
to a rotational potentiometer which measures the angle of declination, 6. The horizontal 
location of the carriage, R is measured using a potentiometer connected to the cable 
system which drives the carriage. The contact point between the rotating arm and the 
armour layer is a wheel of diameter roughly equal to the mean stone size, D^. Thus 
each profile is averaged mechanically so that gaps in the armour layer smaller than D^ 
are ignored. Output from the two potentiometers is sampled at 20Hz using the NRC 
Gedap data acquisition and analysis system. In processing, the data files, R(t) and 9(t) 
are reduced to a single file containing z(x) using the relationships: 

x=R-Lcos(9)   and ,^> 
z=(Elevation of beam) - L sin(8)     where L is the profile rod length. *  ' 

Typically nine evenly-spaced profile lines are measured. Analysis can be performed on 
individual profile lines to obtain details on the spatial distribution of damage or the 
measured profile lines can first be averaged then integrated. The cross-sectional area 
of material eroded from the armour layer is determined by integration using Simpson's 
method ,A|(x): 

X 

Al(x)=|[zl(x)-z„(x)]dx (5) 

Rotational potentiometer Rotational potentiometer to 
to measure horizontal measure angle of profiling 
location of carriage, R / rod, 9 

Figure 2 NRC electro-mechanical profiler. 
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Figure 3 Typical average profile analysis. 

where A^x) is the indefinite area integral and z, and z0 are the damaged and original 
(undamaged) profile lines, respectively, x0 is the lower limit of integration (typically the 
top of the slope). S is determined as the maximum value of A,(x) normalized by the 
square of the nominal diameter. 

S, 
max[Aj(x)] 

(6) 

Figure 3 shows the results of average profile analysis - the upper plot shows the original 
and damaged profiles (z0(x) and z,(x)), the middle plot shows the vertical difference 
between the two profiles, A(x) and the bottom plot shows the indefinite integral, A,(x). 

When sparse data is collected (e.g. foot method) curve fitting is often used to define a 
function describing the eroded area, A(x) (e.g Medina et al, 1994 using a sinusoidal 
smoothing function). Previously integration had been performed only on the measured 
erosion by first removing the negative portion of the A(x) curve in an attempt to increase 
the accuracy of the determination of S (e.g. Vidal et al, 1992). This method then 
requires accurate delineation of the range of integration since random noise in the A(x) 
signal produces a positive bias in the integration. Recent refinements to NRC's profiling 
and data analysis methods have made such pre-processing of the data unnecessary. 

While S analysis does give a reasonable measure of the average cross-sectional area 
of material eroded from the profile, it does not necessarily give sufficient information 
regarding the severity of damage. As illustrated in Figure 4 a value of S=3 could 
represent a deep hole in the armour layer near the water line, or equally it could 
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represent shallow damage spread over a wider area. The significance of S depends 
strongly on stone size and armour layer thickness. When the damage index, S is 
applied to berm-type revetments the absolute value of S loses its physical significance 
although the stabilization of damage (attainment of an equilibrium profile) is character- 
ized by a constant value of S. 

Analysis of Conventional Armour Layers 
Van der Meer suggests using a value of S=2 for the initiation of damage (zero-damage 
condition of Shore Protection Manual - 0 to 5% damage). Medina et al. suggest that 
lower values of S perhaps better describes the initiation of damage. Based on a series 
of 40 experiments on revetment stability performed at the National Research Council, 
it has been seen that S=2 provides a good estimate of the start of damage. Lower 
damage levels have been seen to exhibit greater experimental variability. 

Figure 5 illustrates a repeatability test, two realizations of the exact same test, this figure 
shows that agreement between the two experiments improves as S increases above 
2. Figure 6 shows a comparison between the values of S obtained from profile analysis 
and the estimates of S based on visual stone counts. The good agreement obtained 
between these two methods illustrates the accuracy of the profiling method. Once the 
stone count gets above 60 to 80 stones the reliability of the visual method drops - it 
becomes difficult to visually monitor the movement of so many stones. 

2 layer with 
damage only to 
outer layer, S=3 

2 layer with 
damage to both 
layers, S=3 

.     ) 
3 layer, S—3 

Figure 4 Various possible damage configurations with same S. 
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Figure 5 Repeatability test for typical revetment. 

For berm breakwaters, the absolute value of S loses its direct relevance to damage 
(since many stones can move in the process of re-shaping to a stable profile). 
However, the shape of the damage evolution curves (S vs time, t or S vs number of 
waves, N) does serve as a useful indication of performance. A stable berm should tend 
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Figure 6 Comparison between S and Svisijal for two typical revetment tests. 
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Figure 7 S vs N for a berm tested and found stable (dS/dN=0) at three water levels. 

towards dS/dN=0 under design conditions. This pattern is illustrated in Figure 7 where, 
during waves of Hmo=3.0 m, the berm stabilizes and dS/dN approaches zero. 

Depth of cover 
The purpose of the outer revetment on a breakwater is to prevent the wave action from 
attacking the finer underlayers. Since failure of a breakwater is primarily caused by 
removal of the armour layer resulting in exposure and subsequent rapid removal of the 
finer underlayers it is reasonable to quantify the damage in terms of the existence of 
holes in the armour layer. For such analysis the quantity of material removed is 
inconsequential, it is the protection remaining which matters. This can be quantified as 
the depth of cover remaining on the structure, dc. By measurement of the profile of the 
underlayer during construction and taking the difference between measured profiles of 
the revetment during testing and the reference underlayer profile one can calculate the 
thickness of the revetment, and the minimum thickness of the revetment, dc. For most 
analyses the average minimum depth of cover is used. For example, in a series of 
two-dimensional flume experiments, nine profiles were taken over the 2 m width of the 
test section, the average profile was then subtracted from the average underlayer profile 
and the minimum cover thickness, dcwas computed. The resulting measured average 
minimum depth of cover can be compared to D^, such that when dc drops below Dn60 

it can be inferred that there is some exposure of underlayer across the width of the test 
section. Should dc drop to zero, the damage is severe enough that significant damage 
to the underlayer is likely to have occurred. Figure 8 shows typical depth of cover 
analysis for a revetment scheme. The left hand plot shows the profile (initial, damaged 
and under-layer), the armour layer thickness for both the initial and damaged conditions 
is shown in the right hand plot. The cover thickness is calculated as the slope-normal 
distance between the armour layer profile and the under-layer. The depth of cover, dc 

is taken as the minimum of the cover thickness over the range of interest. As shown 
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in the plot, dc for the initial conditions occurs at a different location than dc for the 
damaged conditions. 

When applied to berm-style revetments, the performance criteria is typically that the 
depth of cover, dc should not drop below a certain level under design storm conditions. 
Figure 9 shows a dc vs N plot for a berm-style structure (again tested at three water 
levels). 

Sliding failure 
Other than the conventional unravelling of coastal structures due to the removal of 
individual stones by wave action, revetment failure can also occur by the large-scale 
sliding of the entire protection layer. This geotechnical failure mode has been 
discussed by other researchers but without an analytical framework within which to 
analyze such failures, the literature on this subject remains mostly anecdotal. In several 
of the revetment stability tests performed at NRC large-scale sliding of the armour layer 
was observed. Often this occurred with minimal prior damage to the structure. Several 
such failures were observed for steep sloped (1.6:1 and 1.7:1) structures. None were 
observed for structures with milder slopes (1.8:1 and 2.2:1). Figure 10 shows the 
measured profile of a revetment after sliding occurred near the mean water level 
(MWL). The profile of the slope after a sliding failure looks similar to other wave-eroded 
profiles - the key difference being the rapid rate of damage. This damage occurred 
during a single wave group (5 or 6 individual waves) and involved the downslope 
movement of the armour layer 'en masse'. Profile analysis is of little use in interpreting 
sliding - the main tools are visual observation and geotechnical analysis of the slope's 
factor of safety against sliding. 
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Figure 8 Typical depth of cover analysis. 
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Figure 9 Depth of cover, dc vs N for a berm. 

A separate series of NRC experiments measuring the force exerted on breakwater 
revetments by wave action provides us with a reliable tool for estimating the wave 
loading on the revetment (Cornett and Mansard, 1994). These wave forces are then 
integrated into a limiting equilibrium translational sliding model. This uses conventional 
geotechnical stability analysis in conjunction with estimates of wave-induced lift and 
drag forces to evaluate the factor of safety of the slope against large-scale sliding 
failure. Comparisons between the sliding model results and breakwater testing have 
verified the ability of this method to predict the likelihood of sliding (Davieset al., 1994). 
This failure mode is most predominant for very steep breakwater slopes -1:1.6 up to 
1:1.3. Much of the literature on sliding of armour layers is related to the sliding which 
can occur once wave attack has created a hole in the armour layer, thereby providing 
an unsupported protection layer above the hole. This analysis is valid for such 
problems but is of more interest in the case of steep slopes where large-scale sliding 
is shown to occur without prior removal of the armour layer. 

Block model for sliding 
Under the action of gravity alone, a slope of cohesionless soil will fail through translator/ 
sliding. Under wave action, application of the driving force is limited to the zone around 
the still water line. In this case, the failure will be a block translational slide. 

For the static problem, the planar transitional slide predominates, and the factor of 
safety, FS (in the absence of external loadings) is simply the ratio of the tangent of the 
mobilised angle of shear resistance at failure, (ty to the tangent of the slope angle, 9. 
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FS 
tan j/ 

tan 8 (7) 

The factor of safety is reduced when additional forces are exerted by wave action. The 
downslope shearing force due to wave action, F^^ can be estimated using the wave 
friction factor of Kamphuis (1975). The applicability of this type of analysis for the steep 
and very rough slopes of rubble-mound breakwaters has recently been verified at NRC 
by Cornett. In a series of hydraulic model tests, the wave forces exerted on breakwater 
armour have been measured and compared to the friction factor, fw calculated using 
wave orbital velocity measurements just above the measuring section (see Cornett's 
figure 8 these proceedings, 1995). It is assumed that the wave-induced shear stress is 
applied uniformly over the region from the still water level down to H (measured 
vertically). This corresponds approximately to the range over which force measure- 
ments were made by Cornett. 

Applying solitary wave theory to the breakwater slope, we can estimate the peak orbital 
velocity, ub and the corresponding orbital amplitude, ab as follows: 

ub=0-6l\/Sb   and   ab=~^ (8) 

here ub is determined at an elevation equal to 1/2 the breaking depth of the wave (i e 
atz=db/2, where db=1.28 H). 

Applying the friction factor relationship of Kamphuis: 

f =0.4 
/k^075 

where k=2Dqr (9) 

This allows estimation of the shear stress acting on the surface, 

Figure 10 Profile after sliding near MWL. 
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Figure 11  Block model for sliding failure. 

fwPUb (10) 

Assuming that this shear stress acts over a vertical range of H, the total shear force (per 
unit width of structure), 

Fshear   T (11) 

The measurements by Cornett integrate the effects of internal fluid velocities within the 
filter and armour layers, internal pore pressures and lift forces on the armour layer due 
to velocity gradients-through the measurement of the lift force on the armour panel, 
measured perpendicular to the slope. Generally, these measurements indicate that Flift 

=• Fshear From observations of the tests at NRC, we have observed that sliding failures 
occurring near the still water level have a failure plane passing through the filter layer 
over a distance approximately equal to the wave height, H. In the present analysis, we 
divide the failure zone into three blocks as shown in Figure 11. As described in Davies 
et al. a failure zone is assumed which passes through the filter zone over an along- 
slope distance of H/sin6 and passes through the armour zone at angle n,- This 
geometry is defined by assuming the failure zone follows a 'slip-circle' which passes 
though the filter zone over an along-slope distance of H/sinQ. 

Using this assumed failure model, we can analyze the resisting and driving forces along 
the three failure planes (at the bases of blocks 1,2 and 3). 

Forces acting on Block 1: 
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Weight:    Wt = \/2. base x height x y' 

=Y'/2 cc! (ta+t/2) 

Driving force along failure plane:    FD|=W|sin<p 

Resisting force:    F^W^osq^tancI)' 

(12) 

Forces acting on Block 2: 

Weight:    W2=-f^9  (i^+t/2) y' 

Driving force along failure plane:    FD2=W2sin0  +  Fshear 

Hsin6 
where F 

(13) 

shear waves _. 

Resisting force:    FR3=(W2cos8  - F|ifl) tantj)' 

Forces acting on Block 3: 

Weight:    W3=Y'/2 cd (ta+t/2) 

Driving force along failure plane:    FD3=W3sin£ (14) 

Resisting force:    FFO=W3cosCtan(|)/ 

The overall stability of the failure zone is calculated as the ratio of the sum of all 
resisting forces to the sum of all driving forces: 

Z~t    Resisting 

Z-4    Driving 

F   +F   +F <15> 

Factor of safety,  FS 

FS 

Using the above translational block sliding analysis, we can estimate the factor of safety 
of the revetment against failure. 

Calculations have been made of the factor of safety against sliding for a slope of 1:1.7, 
an armour thickness of ta=1.3m, a filter layer thickness of tf=0.6m and a placement 
density of Y=1850kg/m3 In this analysis, the shear strength of the rockfill is taken to be 
4>'=42.8. This is based on the average of a series of tilting tests, where a cross-section 
of the dyke core, filter and armour layers were prepared in a rigid box, the box was then 
slowly lifted and the angle at which the slope failed was measured. This value 
corresponds well with reported natural angles of repose from field observations. 

The translational block sliding analysis has been used to estimate the factor of safety 
against sliding for a given wave height for various layer geometries. In this analysis we 
have used H1/100 (roughly equal to 1.8HS) as being representative of the larger waves in 
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Figure 12   Effect of armour layer thickness on factor of safety against sliding. 

the time series. Figure 12 shows how the factor of safety varies with slope geometry. 
This analysis suggests that layer thickness has a strong influence on sliding stability 
(assuming that the preferred failure plane is through the filter layer). 

This analysis suggests that single layer revetment is particularly prone to sliding failures 
and that the thickness of the armour layer is a significant factor in the sliding process. 
Thicker armour layers have a greater resistance to sliding failures which pass through 
the filter layer. Preliminary application of this translational block sliding analysis to 
observed sliding failures agrees well with observations, indicating that layer thickness 
and slope are the key factors affecting sliding potential. Detailed analysis of individual 
failures requires a less simplified model of the block sliding process. Recent work by 
Altae (1994) shows that a non-linear, stress and consolidation finite element model can 
be applied to this revetment stability problem. This work further supports the existence 
of a potential sliding failure zone in the filter layer just below the still water level. Work 
on these analysis methods is continuing. 

Conclusions 
For profile analysis, reliable and efficient techniques have been developed using 
electro-mechanical profiling resulting in excellent agreement between S measured by 
profiling and Svislja| measured from stone counting. There are inherent limitations in S 
as an analysis tool for breakwater damage due to the variability in the significance of 
S with structure type. Depth of cover, dc has been shown to be a useful quantification 
of the damage related directly to the main failure criterion - the exposure of under- 
layers. This type of analysis is valid regardless of structure type. 

Sliding has been seen to be a second failure mechanism for steep sloped structures. 
Visual observation, coupled with evaluation of the slope's factor of safety against sliding 
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in the presence of wave action is the best tool for damage analysis when sliding occurs. 
Block sliding analysis illustrates the importance of layer thickness in providing 
resistance to sliding. The translational block sliding model provides an analytic 
framework for interpreting the sliding potential of armour layers. 
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CHAPTER 74 

NUMERICALLY MODELING PERSONNEL DANGER ON A PROMENADE 
BREAKWATER DUE TO OVERTOPPING WAVES 

Kimihiko Endoh1 and Shigeo Takahashi2 

ABSTRACT 
Prototype experiments were carried out to quantify when personnel on top of 

a promenade breakwater will lose their balance due to overtopping waves. The 
danger of being carried out into the sea was also investigated using model 
experiments. Based on our results, we developed an empirical formula for 
calculating the wave height at which personnel danger occurs. 

1. INTRODUCTION 
Public access to breakwater areas is usually prohibited in Japan due to safety 

reasons, yet many people nevertheless enter these areas to enjoy the comfortable sea 
environment. The Japanese Ministry of Transport (MOT) has recently developed a 
new type of breakwater, named the "Promenade Breakwater," which serves a dual 
purpose of protecting a harbor from storm waves while also providing the public with 
amenity areas. Figure 1 shows a photograph of a promenade breakwater 
constructed in Wakayama Port. 

Because Japanese breakwaters are typically the low-crown type, wave 
overtopping sometimes occurs, and therefore, it is essential for the design of a 
promenade breakwater to consider maintaining personnel safety. Based on this 
important concern, the Port and Harbour Research Institute (PHRI) initiated research 
to investigate the types of danger a person may be subjected to while on a top of a 
breakwater.1® 

1 Port and Harbor Engineering Section, Civil Engineering Research Institute, 
Hokkaido Development Agency, 1-3 Hiragishi, Sapporo 062, Japan 
Tel:+81-11-841-1111(283)    Fax:+81-11-842-9169 
2 Chief of Maritime Structures Lab., Hydraulic Div., Port and Harbour Research 
Institute, Ministry of Transport, 3-1-1 Nagase, Yokosuka 239, Japan 
Tel:+81-468-44-5011    Fax:+81-468-42-7846 

1016 
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Figure 1 Promenade breakwater constructed in Wakayama port 

2. PERSONNEL DANGER WHILE ON A BREAKWATER 
Personnel danger on a breakwater is closely related to the wave conditions 

around it. Figure 2 shows four successive stages of danger that a person can be 
subjected to while on a breakwater. Here, we classify personnel danger into the 
following four stages: 

1st stage:        A splash occurs over the breakwater. 
2nd stage:        An overtopping wave occurs. 
3rd stage :       A person is knocked over by the overtopping wave. 
Final stage:      A person is carried into the sea by overtopping flow. 
When a wave splashes over a breakwater (1st stage), a person may feel scared 

although no substantial danger exists. The danger, however, is substantial at the 2nd 
stage, with the 3rd and final stages being extremely dangerous since a serious 
accident may inevitably happen. 

Using experimental results, empirical models were developed to quantify the 
four stages of personnel danger. Figure 3 shows a basic flow chart of how the 
models were employed in the calculations. Wave conditions in the 1st and 2nd stages 
can be calculated by the overtopping wave model (OWM), which is explained in 
detail in Ref. 3. The "loss of balance model" and "carry model" were developed to 
quantify the 3rd and final stages, respectively. The present study discusses the 
danger of each stage, being focused on the 3rd and final stages, and quantitatively 
describes these conditions using the wave height and wave crest height included in 
the models. 
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Figure 3 Numerical models of personnel danger while on a breakwater 

3. PERSONNEL LOSS OF BALANCE IN OVERTOPPING FLOW 
3.1 Prototype Experiments 

A series of prototype experiments were conducted in a large current basin 
(50-m-long, 20-m-wide) to investigate the stability of a person under various flow 
conditions, i.e., we measured the current force on a person and observed personnel 
loss of balance. Table 1 Physiques of personnel participating 

Component load cells were 
used to measure the forces acting 
on three human bodies subjected 
to    steady    flow. Table    1 
summarizes the physique of each 
person (sample A-C). The angle 
of the person's body against the 
current, 6, was varied (0, 45 and 

in the experiment 
Sample A Sample B Sample C 

Height (cm) 183 164 174 

Weight (kg) 73 65 64 

Deviation from standard 
weight (%) 

-2.3 12.8 -3.9 

Length of inside leg (cm) 88 73 80 

Waist (cm) 78 80 76 



PERSONNEL DANGER ON PROMENADE BREAKWATER 1019 

90°), as was the width between feet, Lf(0, 25 and 50 cm). Three different types of 
clothes were used. 

Loss of the balance under various flows was observed with a high-speed 
video camera (200 frames/s). Two pairs of shoes with different type soles were used, 
having a coefficient of friction \is of 0.71 and 0.37. L/was 25 cm and 6 was 0, 90, 
and 180°. 

Figure 4 shows the current force acting on a person's body in steady flow, 
where the x-axis indicates the current velocity and the y-axis indicates the force of 
current acting on the body. This force is proportional to the flow velocity squared, 
and can be expressed as a drag force: 

(1) 

Q,Lf, 

F=^CD-A-U2 

The coefficient of the drag force, CD, is dependent on several parameters, 
and water depth, and can be expressed as 

CD = 1.1(1 -Lflht)     : 6 = 0° 

1.1(1 +Lf/ht)     : 9 = 45,90°, 

where A is the projected area of the body against overtopping flow, U the current 
velocity during wave overtopping, w0 the specific weight of sea water, and  g the 
gravitational acceleration. Note that whenLf * 0, CD= 1.1. 

16 

(2) 

0 
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O 45 90 
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O 
C 

A 
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c 
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Figure 4 Current forces acting on a person's body 

3.2 Loss of Balance Model 
Figure 5 represents the loss of balance model which considers the two main 

types: "tumbling" and "slipping". In the tumbling type, a person is knocked over by 
the overtopping flow in the downstream direction. This type occurs when the 
moment produced by the current forces around the feet is greater than the moment 
produced by the person's weight, being expressed by 
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F-ha^W0-la, (3) 
where ha is the vertical distance from the floor to the point where the resultant force 
acts, W0 is the weight of a human body in overtopping flow, and la is the horizontal 
distance between the center of the gravity and the fulcrum of the moment. 
In the slipping type, a person is knocked over in the upstream direction, which occurs 
when the current force is greater than the friction force between the shoes and 
ground. This type of loss of balance is represented using 

F*\is-Wa, (4) 
where u,s is the coefficient of friction between the shoes and the ground. 

Tumbling 
Type 

Slipping 
Type 

Fhc>Woic   F>MSWo 

U M 
- F 

//M&m>A 

Figure 5 Effect of overtopping flow on the static balance of a person 
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0.38^ •!• 

- 

Leather Rubber 
shoe      shoe 

T       "[Max 
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Figure 6 Coefficient of friction between shoe and wet concrete 
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Figure 6 shows measured field values of (is between the shoes (leather and 

rubber soles) and various types of wet concrete (smooth concrete, rough concrete, 

concrete covered with alga, and concrete covered with seaweed), where [is for the 

rough concrete is larger than that for smooth concrete. If the floor is covered with 

alga or seaweed, u,s naturally decreases. In the loss of balance model, we used a (is 
value of 0.4 for covered concrete and 0.6 otherwise. 

3.3 Loss of Balance Observation 
Figure 7 shows analogue data of water depth, current velocity, and force 

acting on the human body, where the current velocity increases after the current 
generator starts. When the current velocity is 165 cm/s and the force acting on the 
human body is 14 kgf, a person is knocked over (slipping type loss of balance) as 

shown in Fig. 8 (the flow direction is from left to right and the person faces 
upstream). \xs between the shoes and ground was about 0.3. 

55 

Depth 
(cm) 

40 
200 r 

Velocity 
(cm/s) 

0 
20 

F 
(kgf) 

Figure 7 Measured analogue data during loss 
of balance experiment 

Figure 8 Loss of balance 
by slipping 
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Figure 9 shows experimental results of a person's stability under various flow 
conditions. The x-axis is the water depth where the person is standing, while the 
y-axis is the current velocity there. The solid line indicates the calculated stable limit 
as determined by the slipping type loss of balance model. The good agreement 
between the calculated and experimental results is clearly apparent. 

Figure 10 shows the critical water depth on a caisson at the seaward edge, rilt, 
when a person is knocked over. T)„ is calculated by the loss of balance model in 
which we assumed that \is = 0.4, the person is standing at the most dangerous 
location facing the seaward side (6 = 0°), and the person's legs are spread to 22% of 
their height. Note that rilt tends to increase as the person's height increases or as the 
body shape becomes more sleder. If a person is 152 cm in height and has a standard 
body shape, r\u = 50 cm. In this condition, the tumbling type loss of balance occurs 
at the seaward edge of a caisson where the maximum current velocity is 0.9 m/s. 

3001 1 1 1 1 1 1 1 1 1— 

E 
-200 

100 

0 
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Friction !0.37 
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• Slipping Type 
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balance model 

_L J_ 
0 20 40 60 80 
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Figure 9 Verification of the loss of balance model 
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Figure 10 The relation between a person's height and wave crest elevation when loss 
of balance occurs 



PERSONNEL DANGER ON PROMENADE BREAKWATER 1023 

4. CARRIED INTO THE SEA BY OVERTOPPING WAVES 
4.1 Outline of Model Experiments 

A series of model experiments were conducted in a wave channel to 
investigate the danger of a person being carried into the sea by overtopping waves. 
Experiments involve measuring overtopping flow with handrails present and 
observation of human body movement. 

We measured the motion of 
overtopping waves using a wave gauge, 
current meter, and high-speed video 
camera. Handrails were installed at the 
seaward and landward edge of a caisson. 
Figure 11 shows model handrails having 
four opening ratios E = 0, 0.24, 0.44, or 
0.61. 

The motion of a human body 
model in overtopping flow was also 
observed by a high-speed video camera 
under various wave conditions with 
different shaped handrails. The human 
body model has a cylindrical shape with a 
diameter of 2 cm and height of 7.6 cm. 
At a model scale of 1/20, the 
corresponding height is 152 cm.    It is 
made from wood whose specific gravity Figure 11 Diagram of model handrails 
is 0.8. 

Type   B 

Type   C 

Type D 

4.2 Handrail Effects on Overtopping Flow Motion 
Figure 12 shows the seaward handrail's effect on water depth on a caisson 

during wave overtopping. The x-axis is the maximum water depth on a caisson at the 
seaward edge, r\v and the y-axis is that 40 cm from the seaward edge, r\ (x = 40). 
When no handrail is installed, r\(x = 40) is about 40% of T),. If a handrail is installed 
at the seaward edge, the water depth behind it decreases in comparison to that if no 
handrail is present. Note that the water depth decreases as the opening ratio of the 
handrail decreases. The effect of a handrail can be quantitatively estimated as 

TIW = 0.4{TU-V(1-EI)
2
}, (4) 

where hp is the height of the handrail and E I is the opening ratio of the seaward 

handrail. 
Figure 13 shows the distribution of the maximum flow velocity on a caisson 

near the landward handrail with an opening ratio of 0.61. The length of a vector 
indicates the flow velocity value, while the solid line indicates the maximum water 
depth on the caisson. Since this handrail has a high 62 value, the flow near it is not 
even disturbed. However, if the handrail's E2 is small, the water depth near it will 
significantly increase. This effect can be formulated as 

Ti2=min{TH,0.4T]i+(l-E2)/»p}, (5) 
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where e2 is the opening ratio of the landward handrail and T)2 is the maximum water 
depth at the landward edge. 

10.01       i 1 ]       i 1 1       i 1 1 

(cm) 

e, 

E 
= 1.0 
= 0.61 

Ixp. Cal. 

c 

Ei = 0.44 9   
Ei = 0.24 e — — 
Ei = 0 •   

7"=l.92s 
he = 8.0 cm 

10.0 20.0 

'i(cm) 
Figure 12 Maximum water depth behind the seaward handrail 
20 (cm) 10 0 

J L 
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Figure 13 Distribution of current velocity near the landward handrail 

4.3 Body Motion in Overtopping Flow 
Figure 14 shows wave-induced movement of the human body model when it 

is placed near the landward handrail. Each diagram depicts the effect of e2 on model 

movement. When e = 0, the higher handrail is considered to be an impermeable wall. 
Note that as e2 decreases, the model is lifted up; thereby indicating a strong relation 
exists between movement and the water depth near the handrail, i.e., the maximum 
water depth at the landward handrail strongly influences whether or not a person will 
be carried into the sea. The critical water depth at which the model was carried over 
the handrail into the sea was found to be about 17% of its height. A expression 
representing this danger is 

•x\2cr=0.\lht + hp, (6) 
where T\2cr is the critical water depth at the caisson's landward edge which will carry a 
person into the sea, and ht is a person's height. 
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Figure 14 Diagram of human body movements 
in overtopping flow at various e2 values 

4.4 Carry Model 
The carry model can estimate the effect of the seaward and landward 

handrails on the maximum water depth using Eqs. (4) and (5), respectively, whereas 
Eq. (6) enables calculating the maximum water depth at the caisson's seaward edge 
which will carry a person into the sea. 

Figure 15 shows the critical water depth (contour lines) at the caisson's 
seaward edge as determined by the carry model. The x- and y-axis respectively 
indicate the opening ratio of the seaward and landward handrail. It is assumed that a 
person is 152-cm tall and the height of the handrails is 110 cm. As shown, if no 
handrails are installed, the critical water level is only 0.7 m. However, if both 
handrails have an opening ratio of 0.7, this increases the critical water depth to 2.1 
m. These results verify that handrails effectively prevent a person from being carried 
into the sea. 
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5. WAVE HEIGHT DURING EACH DANGER STAGE 
5.1 Dangerous Wave Height Formula 

As shown next, the wave height at each successive stage of danger can be 
formulated by the OWM. 
5.1.1 Critical wave height of splash: Hms 

Hms 

hm •• 

-1 + Vi + 2.Sa.ihc/hm 
-xhm 

2cci 

d \BMIL a 0.16 

d + (h -d) 
0.16 -Bull 

0.05 
:0.11 < .BM/L 

h :0.11< •BulL 

;0.16 

(7) 

(8) 

where he is the breakwater's crown height, and a, is a coefficient representing the 
breakwater superstructure, being 1.0 for a vertical breakwater and 0.5 for a 
slit-caisson breakwater or a composite breakwater with wave-dissipating blocks. 
Also, d is the water depth above the mound foundation, h the water depth above the 
sea bottom, BM the width of the mound shoulder, and L the wave length at the depth 
of the breakwater. 

5.1.2 Critical wave height at overtopping: Hmo 
-1 + ^l +4ai(hc + hp*yhm 

Hmo •• 
2cti 

• xhm (9) 
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hp* = 0 
hp 

Ei*0 
B,= 0 (10) 

where hp is the handrail height and E, is the opening ratio of the seaward handrail 

5.1.3 Critical wave height for being knocked over: Hmt 
2(hc*+i\u) Hmt- 

1 + Jl +4a.\hc*lhm 
(11) 

he* =hc : EI a 0.4 
hc+hp   :ei<0.4 (12) 

where T)lt is the maximum water depth at the caisson's seaward edge when a person is 
knocked over. In Eq. (11), T|lt is assumed as 0.5 (m), which is the critical value for a 
152 cm tall person (average 12 years old person in Japan). 

5.1.4 Critical wave height for being carried into the sea: Hmd 
Hmd= 2(fe+Tilrf) (]3) 

1 + 7l +4aihc*/hm 
where r\ u is the maximum water depth at the caisson's seaward edge when a person 
is carried into the sea (Table 2, Figure 16). 

Table 2 T}ld against the types of handrail {hp = 1.1 m) for 152 cm tall person 
(unit: m) 

Seaward handrail 

Landward handrail 
Fence type Wall type Chain type 

or nothing 

Fence type 2.1 3.1 2 

Wall type 1.5 2.5 1.4 

Chain type 
or nothing 

0.8 1.3 0.7 

Fence type Wall type 

Figure 16 Handrail types 

Chain type 
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5.2 Example Calculation 
Using the following conditions, an example will be shown calculation that 

determines the critical wave for causing danger at each danger stage; 
he = 2 m, hp = 1.1 m, d= 8 m, h = 10 m, BM= 5 m, Ej = E2= 0.7, T= 6 s. 
Under these conditions, a splash occurs over the breakwater at a maximum 

wave height //max a 1.2 m (Hms), while overtopping wave occur at Hmilx= 1.7 m 
(Hmo). A person on the breakwater is knocked over at //max a 2.1 m (Hmi), and is 
carried over the handrail into the sea at Hm!lx a 3.5 m (Hmd). If no handrails are 
installed, however, the final stage requires an HmaK value of only 2.3 m. 

A significant wave height for occurring dangers without breaking condition 
are assumed to be the Hmax value divided by 1.8 for splash and overtopping danger 
(Hss and Hso), while the i/max value divided by 2.0 for 3rd and final stages of danger 
(Hst and Hsd), i.e., Hss = 0.7 m, Hso = 0.9 m, Hst = 1.1 m, and Hsd = 1.8 m under 
the same condition. 

6. EFFECTS OF OVERTOPPING FLOW RATE ON PERSONNEL DANGER 
Figure 17 shows the relationship between the significant wave height and the 

overtopping flow rate under the same conditions used in the example calculation. 
The overtopping flow rate is calculated using the OWM4), which can evaluate this 
flow rate and the maximum overtopping flow rate for a regular wave. The 
overtopping flow rate for irregular waves is calculated based on the assumption that 
the Rayleigh distribution of wave heights holds. We assume the wave number is 1700, 
in which the maximum wave height is just two times the significant wave height. 
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Figure 17 Overtopping flow rate when a person faces the several danger 
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Under these conditions and those used in the example calculations, the mean 
overtopping flow rate that knocks over a person is 4x1 CT5 m3/m/s, while at 6x1 CT3 

m3/m/s the person is carried into the sea. 
Fukuda et al. (1974) found that the wave overtopping flow rate to provide a 

probability of 50 and 90% personnel safety on a seawall is 2x 10"4 and 3x 10"5 m3/m/s, 
respectively. Note that our overtopping flow rate for being knocked over falls within 
these probabilities of safety. 

7. CONCLUDING REMARKS 
The types of overtopping wave-induced personnel dangers that can occur 

while standing on a breakwater were experimentally investigated. Our main 
conclusions are: 
1) Based on prototype experiments, we developed a loss of balance model to 
calculate the critical water depth at a breakwater's seaward edge. If a person is 
152-cm-tall and has standard body physique, the critical water depth is 0.5 m which 
causes a person to their balance. 
2) The proposed carry model can calculate the critical water depth at the 
breakwater's seaward edge which will carry a person into the sea. This depth is 
dependent on the opening ratios of handrails installed at the breakwater's seaward 
and landward edge. If fence-type handrails having a 0.7 opening ratio are installed 
at the both edges, the critical water depth is 2.1 m for a 152-cm-tall person. 
3) When no handrails are present, the calculated critical water depth which carries a 
person into the sea is only 0.7 m for a 152-cm-tall person, thus handrails are 
demonstrated to be a very effective measure for preventing a person from being 
carried into the sea by overtopping waves. 
4) The proposed breakwater formula for evaluating the wave height at which 
personnel dangers will occur during successive stages of wave overtopping should 
be employed in the design of promenade breakwaters. 
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CHAPTER 75 

WAVE OVERTOPPING ON VERTICAL AND COMPOSITE BREAKWATERS 

L. Franco1 , M. de Gerloni2 , J.W. van der Meer3 

Abstract 

After an extensive series of 2-D model tests on the 
overtopping response of various caisson breakwaters, 
general conceptual design formulae and graphs have been 
derived which relate the mean discharge with the 
relative freeboard. The influence of geometrical changes 
is described by reduction factors with reference to the 
pure vertical structure. A simple correlation has been 
made with the overtopping performance of sloping 
structures. Overtopping volumes per wave were also 
measured and fitted with a universal probability 
function; their effects on model persons and cars behind 
the crownwall were statistically evaluated, thus 
allowing an upgrading of the existing criteria for the 
admissible overtopping on breakwaters. 

Introduction 

Wave overtopping is one of the most important 
hydraulic responses of a breakwater, since it 
significantly affects its functional efficiency and to a 
minor extent even its structural safety (though the 
latter effect is often negligible for monolithic 
breakwaters). The overtopping discharge is in fact the 
main parameter for the design of shape and height of the 
breakwater crest. 

However, little research work had been addressed to 
this subject in the past, since most attention had been 
paid to wave forces and breakwater stability. It may be 

1 Prof. Coastal Eng., DIIAR Politecnico di Milano, piazza 
Leonardo da Vinci 32, 20133 Milano, Italy. 

2 Manager Modelling Unity, ENEL SpA - CRIS, via Ornato 
90/14, 20162 Milano, Italy. 

3 Dr., Delft Hydraulics, P.O.Box 152, 8300 AD Emmeloord, 
The Netherlands. 
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noted that these aspects are interrelated since the wall 
crest elevation influences the amount of wave force. Few 
overtopping studies are available for seawalls (Owen, 
1980; Goda, 1985;) and more recently for rubble mound 
breakwaters (Jensen and Juhl, 1987; Aminti and Franco, 
1988; Bradbury and Allsop, 1988; de Waal and van der 
Meer, 1992) . Goda (1985) remains the main reference for 
the design of vertical and composite structures. 

An extensive laboratory investigation on the 
overtopping performance of modern vertical-face 
breakwaters has been started in Milano since 1989, with 
random wave flume model testing. Preliminary results 
were presented by de Gerloni et al. (1989, 1991). 

Additional model tests and a more detailed analysis 
of the test results have been carried out in 1993 with 
the support of the UE-MAST 2-MCS (Monolithic Coastal 
Structures) project funding. Moreover the results 
obtained by other European hydraulic laboratories from 
specific studies on similar structures have been 
incorporated in the analysis to enlarge the data set and 
improve validation. The first main results have been 
reported by Franco (1993, 1994) at the MAST workshops. 

Experimental setup, test conditions and procedures 

Model tests were carried out in the 43 m long, 
1.5 m deep random wave flume of ENEL SpA - Center for 
Hydraulic and Structural Research (CRIS) laboratory in 
Milano. A special device was used for measuring the 
overtopping volumes: a tray suspended through a load 
cell to a supporting beam. The load cell signal reading 
after each overtopping wave allows the measurement of 
its individual volume; the number of overtopping waves, 
the total volume and hence the mean discharge in each 
test can then be easily computed. 

The effects of each overtopping wave were analyzed 
by placing a few model cars and model persons along the 
center of the crown slab behind the wall, and by 
accurately observing the number of displacements and 
relative distance from the former position after each 
overtopping event (then repositioning the "targets"). 

The proper model scaling of the human behaviour (to 
1:20) was assessed with a simplified full-scale test 
procedure: a large bucket and a plastic pipe were used 
to direct known amounts of water, from an elevation of 
4.5 m and without notice, against both a volunteer (the 
first author of this paper) and a human-size plastic 
dummy. It was found that the dummy had to be ballasted 
up to 1500 N (twice the man weight) to have the same 
falling response of the man. 
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To improve the statistical validity rather long 
test durations were used with no less than 1000 waves. 
Peak periods (Tp) of JONSWAP spectra (bimodal spectra 
were also generated) varied between 7 and 13 s, 
significant wave heights (Hs) between 2.5 and 6 m with 
water depths/wave heights ratios (h/Hso) ranging between 
3 to 5 (all figures are expressed in prototype terms for 
easier engineering interpretation). A total of about 250 
tests with non-breaking wave conditions were performed. 

Model breakwater configurations are shown in 
Fig. 1. They include traditional vertical-face caissons, 
perforated ones (14%, 25%, 40% porosity), shifted 
sloping parapets and a caisson with rubble mound 
protection (horizontally composite) with variable 
elevation and width of the homogeneous porous rock berm 
(SI to S6 in Fig.l). All structures were designed for 
low overtopping conditions (i.e. high freeboard). 

Additional results from model studies on similar 
structures designed in Italy and carried out by other 
European laboratories were included in the analysis, to 
enlarge the data set by covering a wider range of 

geometric and hydraulic conditions (Hs=2H-8m Tp=6+15s 
h=94-i8 m) . They were performed at Delft Hydraulics (DH) 
on vertical and shifted caissons and at Danish Hydraulic 
Institute (DHI) on perforated shifted-wall caissons. 
Further model test results from a research study on a 
simple vertical wall were supplied by CEPYC laboratory 
in Madrid. All these additional model test data 
typically only refer to the mean overtopping rate. 

+3.00 

0.00 

Perforated   caisson Vertical,  shifted  caisson 

,1 
var. 0 - 3.56 

+6.10 

^+1.50 

Horizontally  composite Shifted  sloping  parapet caissons 

Fig 1  Model test sections of caisson breakwaters. 
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The influence of onshore winds on the overtopping 
effects was considered negligible particularly for large 
water flows above vertical walls. This assumption has 
been confirmed by a recent laboratory study (de Waal, 
1994) which shows that the additional spray transport 
due to wind never exceeds 3 times the mean rate and is 
less than 1.4 times in typical deep water conditions 
similar to the tested ones. This increase is small 
compared to the much larger variability of overtopping 
with the wave height. 

admissible overtopping rates 

The definition of tolerable limits for overtopping 
is still an open question, given the high irregularity 
of the phenomenon and the difficulty of measuring it and 
its consequences. Many factors, not only technical ones, 
should be taken into account to define the safety of the 
increasing number of breakwater users such as the 
psicology, age and clothing of a person surprised by an 
overtopping wave. 

Still the current admissible rates (expressed in 
m /s per m length) are those proposed by the Japanese 
guidelines, based on impressions of experts observing 
prototype overtoppings (Fukuda et al. 1974; Goda, 1985). 
They are included in CIRIA/CUR-manual (1991), and in 
British Standards (1991) (Fig. 2). The lower limits of 
inconvenience to pedestrians may correspond to safe 
working conditions on the breakwater, while the upper 
limits of danger to personnel may correspond to safe 
ship stay at berth. 

Obviously the overtopping criteria for design 
depend upon the function and degree of protection 
required, and upon the associated risk considerations, 
taking into account the joint probability of wave 
heigths and water levels. In fact relatively large 
overtopping might be allowed during extreme storms 
(structural design conditions) if transit on the 
breakwater is then prohibited (functional limit). 

The structural safety of the breakwater typically 
demands less restrictive limits than the safety of its 
utilization (functional safety). The maximum admissible 
overtopping discharge for the structural safety of dikes 
and revetments are shown by Goda (1985). If the features 
of cast-in-situ concrete superstructures of modern 
caisson breakwaters are considered, the higher limit 
given for paved revetments (0.2 m /s/m) can be assumed. 

As far as the functional safety is concerned (e.g. 
drainage behind seawalls), the figure of 0.01 m /s/m is 
considered  as  the  tolerable  discharge  for  direct 
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protection of densely populated coastal areas (Goda, 
1985). Much lower discharges (0.0001 m /s/m) are given 
for the safe transit of vehicles, such as along a 
coastal highway. Few data are available on the critical 
overtopping discharges for the safety of various harbour 
operations and ship mooring on the breakwater rear side. 
A value of 0.00042 m /s/m in the 50 year design storm is 
proposed by Sigurdarson and Viggosson (1994) as 
criterion for damage to equipment and cargo on quay. 

One of the aims of this model study was to assess 
better criteria in the case of caisson breakwaters. It 
was then believed that the overtopping volume per wave 
(V) , being actually responsible for the damage on the 
breakwater crown, was a far better hydraulic parameter 
than the mean discharge for this analysis, when there is 
no need of land reclamation drainage. 
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Fig. 2   Critical overtopping discharges of existing guidelines integrated with 
new safety bands (dotted) for transit on breakwaters. 



WAVE OVERTOPPING 1035 

For each breakwater configuration the individual 
overtopping volumes recorded in any tests were divided 
in classes of 0.1 m /m and the corresponding effects on 
model cars and pedestrians were statistically evaluated 
for each class. Some results obtained for pedestrians 
are shown in Fig. 3. It is interesting to observe that 
the effect is dependent on the structure geometry 
itself. The same overtopping volume is likely to be more 
dangerous if the breakwater is purely vertical than in 
the case of perforated or shifted-parapet caissons or 
horizontally composite ones. This is probably due to the 
different overflow mechanism which produces a more 
concentrated and fast water jet falling down from the 
crest of a vertical wall in comparison with a slower, 
more aerated, horizontal flow over a sloping structure. 
It was also observed that pedestrians are slightly more 
"stable" than vehicles undre the same overtopping wave. 
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Fig. 3 Risk curves for pedestrians on caisson breakwaters from model tests. 

From Fig. 3 it can be seen that the "critical 
bands" of overtopping volume (being dangerous above the 
upper limit and safe below the lower one) lie between 
0.2 and 2.0 m /m (but a concentrated jet of 0.05 m3/m on 
the upper body can be enough to make a person fall down 
as shown by the full scale calibration tests) 

These results may be translated in terms of 
traditional mean rates for easier comparison with the 
previous criteria, by using the graph of Fig. 4, where 
the correlation between the mean discharge and the 
maximum (one in 1000 waves) volume is shown for some 
structural configurations.  The critical band volumes 
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within the range of 10% to 90% falling probability in 
Fig. 3 are assumed as Vmax

=Vo.i% in a conservative 
approach to enter in Fig. 4. 

The new proposed critical discharges, which are at 
least 10 times higher than the previous ones, are 
illustrated in Fig. 2, which also includes the results 
of recent large scale tests (Smith et al., 1994) showing 
that the dangerous discharge for a man standing on a 

dike is in the range (14-10)-10-3 m3/s/m. From Fig. 4 it 
can be observed that this discharge actually corresponds 

to maximum volumes of 0.54-2 m3/m while in the same range 
°f vmax tne average discharge over a vertical wall is 
(0.14-0.5) 10"3 m3/s/m. The ratio Vmax/q can in fact vary 
between 100, for large mean discharges and percentage of 
overtopping waves, and 10,000, for small mean discharges 
and for vertical structures. 

Thus it is confirmed that the significant parameter 
for the breakwater functional safety is the overtopping 
volume rather than the mean discharge. A relationship 
exists between the two parameters but it varies with the 
structure geometry and wave conditions. 
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Probability distribution of individual overtopping waves 

Overtopping events occur unevenly both in time and 
amount, often just a few waves overtopping among the 
thousands. The measurement of the individual overtopping 
volumes carried out during the model tests allowed the 
definition of their probability distribution. 
Considering the tests with a number of overtopping waves 
NOw>30 (for obvious reasons of statistical significance) 
the exceedance probability of each overtopping volume Pv 
was calculated and a 3-parameter Weibull distribution 
function gave best fit to the data as shown in the 
example of Fig. 5: 

where Nfc 

•^rrrc-explA exp 
V-C 

(1) 

in the test, V is 
volume in the i1"" rank and A,B,C are fitting constants. 

is the number of waves 

It would also be possible to use in Fig. 5 on the 
horizontal axis the probability related to the number of 
overtopping waves (Now) instead of the incident waves 
(Nw) . In that case the graph would start at 100% and C 
in eq. 1 would become 1.0. 

It can be demonstrated with some mathematics that 
the scale parameter A can be defined by the equation: 

0.84-Vq 
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A = 0.84 • V = (2) 
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Fig. 5 Example of probability distribution of overtopping volume per wave: 
vertical wall caisson, test 21. 
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where Tm is the mean wave period, q is the average 
overtopping discharge and V is the average overtopping 
volume per wave. Hence the exceedance probability of a 
given volume is related to the mean discharge and to the 
overtopping probability. Even Vmax can be related to the 
other two overtopping parameters from eq. 1 as: 

Vmax=A.ln(Now)
4 (3) 

The shape parameter B was found to have a little 
variability around a mean value of 0.75, which is the 
same found by Van der Meer and Janssen (1994) for dikes. 
Then B=0.75 is assumed to be constant. 

The "set-off" coefficient C, being the intercept 
with the x axis (Fig. 5) , represents the percentage 
(probability) of overtopping waves (Now/Nw) , which is 
assumed to be Rayleigh distributed, and can be expressed 
by the following equation (Fig. 6): 

L     N   eXPlkH (4) 

where best fitting gives k=0.91 for caisson 
breakwaters and RC/HS=R is the relative freeboard, Rc 
being the wall crest height above the sea level. 

The assumption that C represents the overtopping 
probability was confirmed experimentally as shown in 
Fig. 7, which presents the comparison between measured 
ratios C=Now/Nw and the corresponding values calculated 
from data fitting in eq. 1; the experimental 
verification of eq. 2 for coefficient A is also shown. 
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Fig. 7 Verification of functional relationship of coefficients C and A. 

Conceptual design formulae 

The method of analysis proposed by van der Meer and 
de Waal (1992) to derive a general design formula was 
applied to the tests results (restricted to a wave 
steepness range of 0.018-0.03 8) in terms of mean 
overtopping discharge allowing a direct comparison with 
the above admissible limits and an easy evaluation of 
the overtopping volumes per wave with eq. 1 and 2. 

Consistent curves have been fitted with the least 
square method to the experimental data representing the 

dimensionless mean overtopping discharge Q = q/^/g-H* 
against the relative freeboard Rc/Hs which is the most 
important parameter. Since an exponential relationship is 
assumed according to Owen (1980), the data should give a 
straight line on a log-linear plot: 

Q = a•exp 
r bR, 

v Hs 
(5) 

It was found (Fig. 8) that for vertical-face 
breakwaters b=4.3 and a=0.192, which is close to the one 
found by van der Meer and Janssen (1994) for sloping 
structures (a=0.2); the value a=0.2 was then kept 
constant for the successive regressions with different 
geometries which generally showed a high correlation 
coefficient (Fig. 9). The physical interpretation of "a" 
is the dimensionless mean discharge when the freeboard 
is set at the mean water level. It may be observed in 
Fig. 9 that the overtopping rates predicted by eq. 5 are 
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Fig. 8 Regression of wave overtopping data for vertical wall breakwaters. 

slightly larger than those predicted by Goda (1985) for 
deep water vertical walls and with similar wave 
steepness range, besides the small differences in seabed 
slope and toe geometry. A similar underprediction of 
Goda's curves was also found by De Waal (1994). 

Then the influence of structural modifications with 
reference to the vertical-face breakwater can be 

described by suitable freeboard reduction factors (y) , 
which are the ratios between the reference value b=4.3 
and the various b coefficients fitted by eq. 5 as given 
in Fig. 9. Even the sloping structures (under non- 
breaking conditions) can be easily compared with the 
vertical ones considering the ratio Ys=4.3/2.6=1.66, 2.6 
being the fitting coefficient obtained by van der Meer 
and Janssen (1994) as also shown in Fig. 8. All the data 
can be plotted together (Fig. 10) after correction of 
the Rc/Hs values for each geometry with the 

corresponding y,   the general equation thus becoming: 

Q = 0.2 • exp 
43 R^ 
r Hs 

(6) 
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Rc/Hs 
Fig. 9 Wave overtopping data for various types of caisson breakwaters. 

which can be effectively used for the preliminary design 
of vertical breakwaters. The reliability of the formula 
6 can be given by taking the coefficient 4.3 as a 
normally distributed stochastic variable with a standard 
deviation a-0.3. 

From the influence factors of the various caisson 
geometries, as compared to the plain vertical wall some 
useful engineering conclusions can be distilled: 
• the greatest overtopping reduction can be achieved by 

introducing a recurved parapet (nose) at the crest of 
a vertical front wall: the corresponding yn=0.7 means a 
3 0% crest elevation reduction to get the same 
overtopping rate; this may however be limited to 
relatively small discharges; 

• for simply perforated or shifted caissons the 
freeboard saving is only 5^-10%; 
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Fig. 10 Wave overtopping on vertical and composite breakwaters: conceptual 
design graph. 

if a nose is adopted at the crest of a perforated 
caisson,  then  the  combined  reduction  factor  can 
achieve 0.65, while its effect on a shifted parapet is 
negligible; 
the overtopping of horizontally composite breakwaters 
is influenced by porosity, slope, width and elevation 
of the mound.  Overtopping increases if the armour 
crest is below or at mean sea level (max yss=1.15). 

Conclusions and further work 

The results of an extensive 2D model test 
investigation on the overtopping performance of caisson 
breakwaters have been analysed to produce updated 
criteria for their functional safety and a new 
comprehensive conceptual design method. 

The following remarks, valid for structures 
designed for relatively small overtopping, may be 
outlined: 
• the proposed admissible overtopping discharges (g) for 

the safety of people and vehicles on breakwaters are 
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larger than those presently recommended in the manuals 
and are dependent on the structure geometry; 

• the overtopping volume (V) is however a better 
parameter for allowable criteria; 

• overtopping discharges on deepwater vertical walls are 
slightly larger than those predicted by Goda (1985) 
and quite smaller than those for an equivalent sloping 
structure (dike); 

• the same exponential relationship between Q and Rc/Hs 
applies for both structure types (the reduction factor 
for vertical walls being 0.6), whereas very different 
and large ratios Vmax/q can be observed; 

• the combination of a perforated wall with a recurved 
crest (nose) on the front wall produces the largest 
overtopping reduction, whereas a rock protection in 
front of the caisson up to the sea level can increase 
overtopping; 

• the probability distribution of overtopping volumes 
per wave is well defined by a Weibull distribution 
with a shape factor of 0.75 and a scale factor 
dependent on q and on the percentage of overtopping 
waves. 

Further work is necessary to take into account the 
effects of wave obliquity and directional spreading. 
Actually a 3D caisson model study has just been carried 
out at Delft Hydraulics within the same European MAST- 
MCS project and results will be published soon. 
Additional analysis should also be performed to verify 
the influence of other less important structural and 
hydraulic parameters. The critical overtopping for the 
structural integrity of the caisson foundation system as 
well as for other facilities on and behind the 
breakwater should be also evaluated. 

Finally, large scale model studies and prototype 
measurements of wave overtopping on real breakwaters are 
recommended to verify the present guidelines. 
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Photo 1 Assessing first author's stability under water jets; a ballasted 
manikin (oh the left) is waiting for its turn. 

Photo 1 Effects of wave overtopping on model cars and model persons 
on a caisson breakwater. 



CHAPTER 76 

AN INVESTIGATION OF THE WAVE FORCES 
ACTING ON BREAKWATER HANDRAILS 

Atsushi HUJII1, Shigeo TAKAHASHI2 and Kimihiko ENDOH3 

ABSTRACT 
We carried out model experiments to quantitatively elucidate the motion of 

overtopping waves on a caisson breakwater, with results leading to the development 
of an empirical model that can evaluate the maximum current velocity and depth of 
such waves on a breakwater. In addition, we developed a formula for calculating the 
wave forces acting on breakwater handrails, then confirmed its validity using field 
experiments. 

1. INTRODUCTION 
Seawalls and breakwaters are ideal locations from which people can 

comfortably enjoy a seafront environment. In Japan, such structures allowing public 
access are called promenade seawalls or breakwaters. Because such facilities are a 
dangerous place for personnel, thorough safety measures must be in place before 
opening them to the public. Handrails installed on seawalls and breakwaters are a 
basic safety feature, being present on almost all of Japan's promenade facilities. 

Many facilities, however, have been damaged by high overtopping waves; 
thereby creating serious problems for facility safety management. Figure 1 shows a 
photograph of damaged promenade 
breakwater handrails. Obviously then, 
overtopping wave forces are a major 
consideration in handrail design, yet only a 
limited amount of associated quantitative 
information is available. In addition to 
determining the wave forces acting on 
handrails, the motion of overtopping 
waves must also be clarified. Figure 1 Photograph of damaged 

breakwater handrails 
1 Niigata Investigation and Design Office, the First District Port Construction 
Bureau, MOT, 1-332 Hakusan-ura, Niigata 951, Japan 
2 Maritime Structures Laboratory, Port and Harbour Research Institute, MOT 
3 Port and Harbor Engineering Section, Civil Engineering Research Institute, HDA 
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This led to the present study which uses laboratory model experiments to (i) 
examine the characteristics of overtopping waves above a breakwater and (ii) develop 
a formula for obtaining wave forces acting against a handrail. We also examine the 
characteristics of wave forces on handrails, then verify the proposed formula using 
field experiments. 

2. MOTION OF OVERTOPPING WAVES ON A CAISSON 
2. 1 Experiment Outline 

To examine the basic characteristics of overtopping wave motion on a 
composite breakwater, and to develop a model of the motion, we conducted a 
laboratory model experiment using relatively low wave heights. During this 
experiment (Experiment A), a 163-m-long, 1-m-wide, and 1.5-m-deep wave flume 
was employed to measure water depths and current velocities above a model 
caisson." 

We also conducted another laboratory experiment using relatively high wave 
heights over other types of model breakwaters; hence enabling the development of an 
empirical formula. During this experiment (Experiment B), a 38-m-long, 1-m-wide, 
and 1.5-m-deep wave flume was employed to measure water depths and current 
velocities above composite breakwaters, breakwaters covered with wave-dissipating 
blocks, and slit-caisson breakwaters. Wave forces acting on model handrails were 
also measured.2' 

This paper primarily reports on the fundamental motion characteristics of 
overtopping waves (Experiment A). 

2. 2 Overtopping Wave Motion 
Figure 2 shows overtopping wave motion above a caisson at hclH = 0.293, 

HIL = 0.051, and At = 0.05, being obtained using a high-speed video camera that 
records 200 frames/s. Note that after the water level in front of the breakwater rises 
and the wave grows higher than the crown, its shape gradually shifts toward the 
crown's landward edge. The overtopping wave then crashes on the breakwater, being 
transformed into one-directional landward flow. We classify these phenomena into 
the following two stages: 
1) "Green wave stage": the phenomena occurring from the wave's run-up above the 
crown to its crash onto it. 
2) "Overtopping flow stage": the phenomena occurring when the crashed overtopping 
wave is transformed into fast, landward-directed flow. 

O 10 20 30<Cm,40 50 

Green Wave 
Overtopping Flow 

hc/HO.293 H/L=Q05I  At = 0.05(s) 

Figure 2 Overtopping wave motion above a caisson 
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3. OVERTOPPING WAVE MODEL 
Figure 3 shows a diagram representing the "overtopping wave model 

(OWM)," which we apply to empirically evaluate the maximum water depth and 
current velocity which occurs above a caisson during overtopping. Input data 
consists of wave and breakwater structural conditions, as well as water depth in front 
of the caisson. 

The green wave stage is characterized by the overtopping wave front having a 
parabolic trajectory. The distance between the caisson's seaward edge and the crash 
point of the wave front is called the "green wave range," and is represented by lv The 
value of /3 is determined by the velocity of the rising wave crest (wave crest rise 
velocity) above the caisson's seaward edge and the wave velocity. The maximum 
water depth and current velocity are considered to be constant within the green wave 
range. 

In the overtopping flow stage, the maximum water depth above the crown 
changes over time, i.e., it decreases within a certain distance from the seaward edge, 
called the "accelerated flow range," then tends to be almost constant, called the 
"constant flow range." The maximum current velocity in the former range increases 
as the wave approaches the landward side, becoming nearly uniform in the latter 
range. In the model, T], represents the maximum water depth at the top of the 
caisson's seaward edge, while /, represents the horizontal distance over which the 
water depth changes. 
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Figure 3 Overtopping wave model 
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3. 1 Green Wave 
3.1.1 Wave Crest Rise Velocity 

The rise velocity of the overtopping wave crest at the moment it runs up 
above the crown, Vsf, is equal to the vertical velocity of the wave's surface profile. 
Fsf can be evaluated using a second-order approximation formula for finite amplitude 
standing waves. If the breakwater superstructure is the composite type, the effects of 
its rubble mound must be considered because they differ depending on wave length L 
and mound shape. It is reasonable to consider that the mound has a significant effect 
on waves when the mound shoulder width, BM, is relatively large in comparison with L, 
and also that the mound has only a slight effect when Bu is relatively small. Thus, use 
of the ratio BJL enabled us to develop a functional formula for obtaining the 
representative water depth hm, which subsequently determines overtopping wave 
motion, i.e., 

: BM/L* 0.16 
^0.16 -BMIL 

hm =d 

d+(h- 

h 

d)- 
0.05 

0.11 <BMIL<. 0.16 

BMILKO.U 

(1) 

where h is the natural water depth in front of the breakwater and d is the water depth 
above the rubble mound. 

Figure 4 shows the relationship between BJL and Fsf using Eq. (1), where 
the experimental and calculated values clearly indicate good agreement. 

Overtopping waves move landward as soon as they run up over the crown, 
and at this moment, the wave crest horizontal velocity at hm has a proportional 
relation with wave velocity Cm, i.e., it is about 30% smaller that Cm regardless of 
crown height. Thus, if we consider the motion of the front to be in free-fall, having 
come over the caisson's seaward edge at Psf with a horizontal velocity of 0.3Cm, then 
a functional formula can be developed to determine the trajectory of the green wave 
front, with /3 being subsequently expressed as 

h = 0.6Cm • Vsflg, (2) 
where g is gravitational acceleration. 
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3.1.2 Maximum Water Depth and Current Velocity 
The distribution of the maximum water depth in the green wave stage is 

considered to be constant within the green wave range, being equal to the 
overtopping flow stage's maximum water level T], at the caisson's seaward edge. 
Experiment results enable the corresponding maximum current velocity, Ui, to be 
expressed as a function of Cm and wave height H, i.e., 

Ui = O.SCm(1.67Hlhm - 0.67)1/3        : Hlhm a 0.4 (3) 
0 : Hlhm < 0.4 

3. 2 Overtopping Flow 
3.2.1 Maximum Crest Height over The Caisson's Seaward Edge 

Goda et al.3) developed the following formula for determining the wave crest 
height ratio K for standing waves, being the ratio of the run-up height above the still 
water level in front of a caisson, R, to the wave height, H: 

K = min {[ 1.0 + a(Hlh) + b{HlhfIKsb],c), (4) 

where Ksb is the coefficient expressing nonlinear shoaling effects and breaker decay, 
while {a, b, c) = (1.0, 0.8, 10.0) for vertical walls. K is 1.0 for small amplitude 
standing waves and exceeds 1.0 as their finite amplitude increases. The second term 
in the brackets of Eq. (4) represents the effect in which K increases in proportion to 
H/h under the condition that no breakers exist, while the third term represents a green 
wave generated in front of the caisson by breakers. When breaking waves hit the 
caisson, overtopping waves run up high above it and produce splashing. The quantity 
of splashed water, however, is relatively small; thus we neglected the third term. 

In general, breakwaters can handle large quantities of water from overtopping 
waves, and because wave overtopping reduces the value of the reflection coefficient, 
K tends to become constant and is not proportional to H per Eq. (4). We therefore 

included the effect of overtopping waves using the following formula: 

K=\+aiHlhm .Hlhm- 
-1 + Jl + 4a i hclhm 

2cci 

-l + Vi + 4a i hclhm l + Jl+4aihc*lhm .. v_    
—••         : Hlhm ;>  (5) 

2 2a! v ' 
hc* . hc Hlhm (6) 

2Hlhm--^lThC'hm 

The resultant K values enable calculating the maximum wave crest run-up height at 
the caisson's seaward edge, i.e., 

T)i =K-H-hc, (7) 
where hc is the breakwater crown height and a, is a correction factor dependent on 
the breakwater structure. For a composite breakwater, a, = 1.0; whereas a, = 0.5 for 
a breakwater covered with wave-dissipating blocks or a slit-caisson breakwater. 

Figure 5 shows the experimental (when overtopping occurred) and calculated 
(Eq. (5)) K values for Experiment A, where the experimental values ranged from 0.9 
to 1.1 when hc/h = 0.109, and from 1.0 to 1.2 when hc/h = 0.207: results that 
confirm a higher crown height will increase K.  In addition, when overtopping waves 
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occurred, the values calculated using Eq. (5) tended to be constant and independent 
of changes in wave height, being in good agreement with the experimental values. 
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Figure 6 Distribution of maximum water depth above a caisson 

3.2.2 Maximum Water Depth 
The accelerated flow range /, can be expressed as a function of he, maximum 

water depth TI„ and wave velocity Cm. The maximum water depth in the constant 
flow range is known to be about 0.4 times smaller than TJ, at the caisson's seaward 
edge, and therefore, the maximum water level at an arbitrary crown point r\(x) can be 
calculated using the values of iq, and /, occurring during overtopping flow stage, i.e., 

h -0.6x 
"Til Tito- h 

0.4TU 

:x < l\ 

:x a l\ (8) 
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Figure 6 shows the distribution of experimental and calculated maximum 
water levels above the crown of a vertical breakwater with he — 8.2 cm (hc/h = 0.109), 
in which the water depth and distances from the caisson's seaward edge are 
respectively non-dimensionalized by r\i and /,. Note that the experimental values are 
scattered, and also that when*//, = 0, ri/n, ranges from 0.8 to 1.0, becoming 0.25 to 
0.55 in the constant flow range. Since the experimental values are roughly dispersed 
around the calculated ones, this indicates good agreement. 
3.2.3 Maximum Current Velocity 

Since our Experiments A clarified that the current velocity in the overtopping 
flow stage has a relationship with water depth, and also that their maximum values 
have only a slight phase difference, this indicates the maximum current velocity Us(x) 
can be determined by dividing the maximum overtopping wave quantity qmali by TI(X) 

(Eq.(8)). Based on a formula modeling steady flow in a dam, we used tests to 
examine the flow coefficient C,, which enables calculation of the overtopping wave 
quantities. Consequently, a functional formula was developed to obtain <7max, i.e., 

<!« = (0.68 + 1.10 -H/hm^ml'2 

0.32 0.8 +- 
(\0Hlhm-4)2 + \ 

n „3/2 

: Hlhm < 0.4 

Hlhm & 0.4 (9) 

where C,= 1.61 (m°7s). 
Figure 7 shows the distribution of the maximum current velocity above the 

caisson for d/h =1.0 and hc/h = 0.109. The x-axis is the distance from crown's 
seaward edge, x, divided by /„ while the y-axis is the maximum current velocity at 
each point, Us(x), divided by the maximum current velocity in the constant flow range, 
f/scal(oo). When x//, is less than 1.0, i.e., within the accelerated flow range, the 
experimental current velocity increases as x increases. It is clear that in the constant 
flow range, the value of t/s(x)/£/scal(co) tends to be constant, ranging from 0.9 to 
1.15. Note the rough agreement between experimental and calculated values. 
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Figure 7 Distribution of maximum current velocity above a caisson 
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4. FORMULA FOR WAVE FORCE ACTING ON HANDRAILS 
Overtopping wave forces acting on column-shaped handrail members may 

include: (i) an impulsive wave force that occurs when an overtopping wave hits, and 
(ii) a drag force that is dependent on the current velocity of overtopping waves. 
Because these members have relatively small diameters, the impulsive component was 
assumed to be negligible, and therefore, only the drag force was considered. 
Neglecting the effect of impulsive pressure was confirmed to be appropriate using 
field experiments. The drag force can be expressed as 

F^Cn-A-Ul^, (10) 

where A is the horizontally projected area of a submerged handrail at the maximum 
water depth, CD is the drag coefficient, and C/max is the maximum current velocity 
estimated to occur at the handrail installation point. We used the largest values of 
Umm observed in the green wave and overtopping flow stages. 

Figure 8 shows the ratio of experimental to calculated wave forces, Fexp/Fcal, 
acting on a handrail. Wave forces acting on handrail members installed on the 
caisson's seaward and landward edge are indicated. Since the handrail was made of 
cylindrical column-shaped members, we assumed CD = 1.0. At the seaward edge, the 
maximum current velocity in the green wave stage is larger than that in the 
overtopping flow stage, and consequently, the wave forces at this edge were 
calculated using the maximum velocity Ui in the green wave stage. Since the 
landward edge is in the constant flow range outside the green wave range, we used 
the maximum current velocity Us. At the seaward edge handrail, FtJF^ ranged from 
0.7 to 1.2, with good agreement being present between experimental and calculated 
values. At the landward edge handrails, F^JF^ was slightly less (0.4 to 0.7), which 
indicates that calculated values are comparatively slightly larger. These experimental 
results confirm that Eq.(10) is suitable if CD = 1.0 for cylindrical column-shaped 
members. 
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Figure 8 Wave forces acting on a model handrail 
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At a high Reynolds number, Re, however, the CD value is lower for this type 
of handrail. Consequently, since Re values are higher in the field than in experiments, 
a possibility exists that CD is actually less than assumed. It should be realized that the 
characteristics of impulsive wave forces could not be determined because the 
experimental response characteristics of handrail members did not agree with field 
results, possibly being due to measuring the wave forces with strain gages. This 
problem led to using field experiments to examine the characteristics of wave forces 
and impulsive wave forces (Section 5). 

5. FIELD EXPERIMENTS 
5.1 Background 
5.1.1 Location of Field Experiments 

Field experiments were conducted from November 1991 to March 1992 above 
the Second North Breakwater of Sakata Port in northeastern Japan. Figure 9 shows 
plane and cross-section views of the field site. Although this front-line breakwater is 
installed in deep water (= 16 m), its crown height is relatively low (4.5 m) because it 
was under construction during the tests. The upper seaward edge of the caisson has a 
45° slope. An observation house was built about 2 km away from the test breakwater 
to record measured data transmitted through optical fiber cables. 

Figure 9 (a) Plane view of Sakata Port 

oo K„ Seaward Side 22.5m 1 
Port Side       +4.5 ~i H.W.L+0.5 

I N       „ LW.L       v 

29.3m 
.    3 

•16.5m 

Figure 9 (b) Cross-section view of test breakwater 



WAVE FORCES ON HANDRAILS 1055 

Table 1 Stanchion shapes 
Name Shape Diameter 

(mm) 
Thickness 
(mm) 

Allowable wave 
height (m) 

Al Round steel pipe 216.3 8.2 
Bl-4 Round steel pipe 101.6 4.2 
Cl-4 Round steel pipe 48.6 3.2 10 
Dl Square steel pipe 100 4.5 
El Square steel pipe 75 4.5 
a Round steel pipe 27.7 2.3 4.6 
b Round steel pipe 76.3 3.2 14.8 
c Round steel pipe 139.8 4.5 
d Round steel bar 13 ... 4 
e Round steel bar 25 — 7.7 
f Round steel bar 38 — 12.3 

S Round steel bar 48 — 
Fl Fence-type 60.5 3.2 4 
F2 Chain-type 114.3 6 

Incident 
Wave 

e.      w            oi       A1 ^<4.0m Stanchion      Bl n     ^~~><fiOm 

Figure 10 Field experiment setup 

5.1.2 Experiment Outline 
A wave force measurement test and failure test were carried out in the field. 

For the wave force test, five kinds of test stanchions (1-m-tall, round or square steel 
pipes) were installed on the breakwater crown (Table 1), and we measured the strain 
generated at their bottoms. Figure 10 shows the employed stanchion setup. 
Stanchions of each type (Al-El) were installed 4 m away from the seaward edge. 
Stanchions B and C were also installed 9, 14, and 19 m away from the seaward edge. 

For the failure test, we installed conventionally used fence- and chain-type 
handrails (Fl and F2), round steel pipes (a-c), and round steel bars (d-g) in order to 
observe tilt angles and other failure conditions that can occur after a major storm 
(Table 1, Fig. 10). Wave pressure, current velocity, and wave height were obtained 
corresponding to when the bottom of a stanchion reaches allowable stress. The 
fence-type handrail (Fl) had an allowable wave height of only 4.0 m, which indicates 
that it will fail at comparatively low wave heights. 
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To examine the motion characteristics of overtopping waves above the crown, 
we installed four pressure transducers (PI-4) at various locations on the crown. 
Water depth during an overtopping wave was determined by removing the impulsive 
component from vertical pressure, i.e., only the static pressure component was used 
to obtain water depth. We calculated the current velocities during overtopping waves 
using phase differences in the pressure profiles. 
5.1.3 Analysis Method 

By assuming the wave pressure acting on the test stanchions is equally 
distributed, we could calculate strain-produced pressure. Peak pressures were then 
compared with observed maximum wave heights. These heights were measured 
about 250 m away from the breakwater along its normal line; hence some errors may 
arise when evaluating the wave pressure characteristics. Wave direction data was 
obtained about 7 km directly seaward of the breakwater, being a location where good 
correlation is present. 

5.2 Wave Forces Acting on Handrails 
5.2.1 Typical Strain and Water Pressure Profiles 

Figure 11 shows typical profiles of the strain which occurred at the bottom of 
the test stanchions and those of water pressure in response to a maximum wave height 
of 7.4 m (hc/Hmxi = 0.50) (January 24, 1992, 8:14-8:34a.m.). Strain profiles for 
stanchions A1, Bl-4, Cl-2, andZ)7 are shown with water pressure profiles from P1-4. 
The maximum water depth calculated from the water pressure profiles is 3.2 m at PI, 
the most seaward point, and 1.2 m at P4, the most landward point, which indicates 
that the water depth exceeded the height of the stanchions over the entire the crown 
area. The average current velocity determined from the phase difference of these 
maximum water levels is 9.1 m/s between PI and P2, 11.1 m/s between P2 and P3, 
and 12.5 m/s between P3 and P4, showing a slight increase toward the landward 
edge. 

384r(gf/crri)    384 
Pressure 
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(xlO"B) 

Stanchion 

uO      (S)    5C 0 '    <S)   5„0      (g)    50      (S)    5    OIST5 

__rs Seaward 
^   Side 

0 5    0 5 

Figure 11 Strain and pressure profiles 
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As can be seen in C/'s profile, strain in the stanchion includes both impulsive 
and drag force components. The impulsive component seems to occur when a 
portion of an overtopping wave smashes into the stanchions. Its pressure profile is a 
strong, sharp peak acting over a relatively short time. In comparison, the drag force 
component is dependent on current velocity, displaying a relatively mild peak acting 
over a long time. With the exception of Cl, the profiles of C2, Al, and B4 indicate 
the presence of an impulsive component, although it is much smaller than the drag 
force. 

Regarding the drag force component of strain, similar to current velocity, 
strain increased toward the landward edge, e.g., the non-dimensional wave pressure, 
p/wfl, at Bl-4 was respectively 0.28, 0.47, 0.46, and 0.57. 

The stanchion shape also affected the wave force acting against it. If we 
compare the drag force component of p/waH at the most seaward stanchions, the 
cylindrical column-shaped ones (Al and Bl) had values of 0.2 and 0.28, whereas 
those of the square-column ones (Cl and Dl) were twice as large at 0.42 and 0.45. 
This result suggests a difference occurs in the drag coefficient. 
5.2.2 Wave Pressure Acting on Stanchions 

Figure 12 shows the wave pressure acting on stanchion Bl in the form of the 
non-dimensional wave pressure p/w0H, where peak values of the drag force 
component and of any impulsive component are indicated. Although the data is 
scattered due to the effects of different tide levels and wave directions, at a maximum 
wave height of 6 m or greater, p/wjl ranges from 0.25 to 0.4 for the drag force 
component and from 0.3 to 0.5 for the impulsive component. Similarly, the drag 
force component of the pressure ranges from 0.2 to 0.6 for the cylindrical column 
stanchions and from 0.3 to 1.0 for the square column stanchions, though the degree of 
scattering varies with position. 

Since   impulsive  wave  pressures   vary  with  position   depending   on  the 
overtopping wave conditions, as well as showing great variations in scale, peak 
impulsive pressures were compared with peak drag pressures as shown in Fig. 13. 
The x-axis indicates drag pressures Ps, while the y-axis indicates Pn, the peak values 
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Figure 13 Impulsive pressure 

of Ps and impulsive pressure Pi. When Pn/Ps equal to 1.0, the peak pressures are 
caused by the drag force component, whereas when greater than 1.0, they are caused 
by the impulsive component. Although the maximum Pn/Ps value is around 2.0, it 
generally is less than 1.5; hence, impulsive pressures do not generally exceed the drag 
pressures by much. In addition, the impulsive pressures measured at the stanchions 
were less frequent and smaller than those measured by pressure transducers located 
the same distance away from the seaward edge. The relatively small impulsive 
pressures observed on stanchions may be due to their thin columnar shape or a 
dynamic response at their natural frequencies (1.5-7 Hz). Measured impulsive wave 
pressures are expected to be conservative in comparison to those on actual handrails, 
because actual handrails have the same quality and are fabricated from same material 
as the test stanchions, and also their natural frequencies are slightly less due to no 
transverse members being present. Therefore, neglecting impulsive wave pressures 
during handrail design, as is done in the conventional breakwater design method, is 
considered acceptable. 

5. 3 Comparison with Wave Force Formula 
5.3.1 Comparison Between Measured and Calculated Wave Forces 

Figure 14 compares measured and calculated wave forces, where the x-axis 
indicates the non-dimensional value of /, divided by the distance x away from the 
caisson's seaward edge, and the y-axis indicates the ratio of the measured wave force 
Pm to the calculated one Fc. For the measured wave force, only the drag force 
component was included, and for the calculated force, a CD value of 1.0 and 2.0 was 
used for the cylindrical and square stanchions, respectively. As shown, in a relatively 
seaward area where x/7, is less than 1.0, the measured forces for the cylindrical and 
square columnar stanchions are only 40-90% of their calculated forces (ave.»60%). 
On the other hand, in a relatively landward area where x/7, is greater than 1.0, the 
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FmJFc values are close to 1.0 on the average, though they are widely scattered from 
0.3 to 1.5. These results confirm the calculated values are roughly suitable. 

3.5 

2.0        3.0        4.0        5.0 
x/lx 

Figure 14 Comparison of measured and calculated forces acting on stanchions 

5.3.2 Reproducing Failure Conditions Using Calculated Stress 
Structures that tilted or completely fell over during the experiment are: 

stanchion E used in the wave force measurement; and stanchions a, d, e, and handrail 
Fl used in the failure test. Since the allowable wave heights for all these damaged 
members is 10 m or less (Table 1), these failures could easily be predicted by wave 
observation results. The strongest storm during the experiment produced a maximum 
wave height of 10.5 m (Dec. 28-30, 1991), and stanchion e was tilted. Stanchions a, 
and d and handrail Fl failed in a storm on Nov. 19-21, 1991. 
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Figure 15 Comparison of calculated and allowable stresses at the bottom of 
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Figure 15 shows wave conditions and calculated stresses at the bottom of 
several stanchions from Nov. 14-25, 1991. We examined damaged stanchions a and 
d and undamaged stanchions b and e. The wave condition data was used to determine 
calculated stress ac, which was non-dimensionalized by dividing with either allowable 
stress era or yield stress aY. 

When wave forces act on a stanchion, the stresses generated in it are generally 
the greatest at the bottom. When the stresses there exceed allowable stresses, i.e., 
ac/cra>1.0, a greater possibilities exists for tilting or other failures to occur. From 
Nov. 14-25, two major storms produced maximum wave heights of 5.0 m greater, 
with one wave having a maximum height of 8.8 m. During storms before Nov. 19, 
stanchions a and d both had ac/aa<1.0, and no failure took place. However, when 
their maximum ac/oa ratios increased to 1.4 and 2.1 during the Nov. 19-22 storms, 
both suffered failure. In addition, their maximum value of ac/aY increased to 1.5 and 
0.75. In contrast, both these ratios for stanchions b and e were less than 1.0, and they 
were not damaged. For the fence-type handrail Fl, which failed during same period, 
ac/oY>1.5. These results indicate that the stress calculated using Eq. (10) is accurate 
enough to be used to the practical design. 

6. CONCLUDING REMARKS 
We have shown that the motion of an overtopping wave above a caisson can 

be classified two distinct stages: the "green wave" and "overtopping flow" stages. 
The fundamental characteristics of each stage were also classified, which enabled 
developing a model of the motion. Our resultant model can effectively determine 
maximum water depth and the maximum current velocity above a caisson. 

Through the field experiments using handrails, it was possible to understand 
the effects of impulsive wave forces and the practical wave force characteristics in the 
region of high Reynolds numbers. It also was possible to estimate the wave force 
acting on a breakwater handrail as a drag force and to verify the appropriateness of 
the estimation through wave force measurement and failure tests. 
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CHAPTER 77 

Rubble Mound Breakwater Stability Under Oblique Waves : 
An Experimental Study 

J.-C. Galland1 

Abstract 
A series of model tests was carried out in a wave basin at LNH to quantify the 

effect of long-crested, oblique waves on rubble mound breakwaters. Four types of 
armouring units (quarry stone, Antifer cube, tetrapod and ACCROPODE®) were 
tested, under six angles of wave attack (0°, 15°, 30°, 45°, 60°, and 75°). 
Overtopping, toe berm and main armour stability were studied as functions of wave 
obliquity. A method is proposed to reduced the results obtained under oblique waves 
to those obtained under normal waves, allowing thus for the use of formulae derived 
under normal waves for the design of a breakwater under oblique wave attack. 

Introduction 
Scale model tests aimed to define guidance for the design of breakwaters are 

mainly conducted in wave flumes, because this is the easiest (and then the cheapest) 
way to vary the numerous structural parameters involved. Therefore, the effect of 
wave obliquity on the stability of such structures has been hardly investigated so far, 
and the estimation of the possible influence of that parameter is often based upon 
conjectures or derived from tests not directly related to breakwater stability (run-up 
measurements on smooth mild slopes mainly). 

A few tests, or re-analysis of tests, have been found in the literature, which give 
some trends for the stability of rubble mound breakwaters under oblique waves. 

Whillock (1977) made tests on a 1:2 slope armoured with dolosse under regular 
wave attack at a fixed period. Results of his tests showed a slight decrease in 
stability up to an angle of wave attack (3 of 60° and then, at p = 75°, quite a large 
increase in stability. 

This trend for dolosse was also mentioned by Gravesen and Sorensen (1977) 
who, reviewing tests data with random waves, stated a slight decrease in stability 
when increasing p (with a minimum at p = 45°), although they did not noticed such a 
large increase for angles higher than 60°. For quarry stone, the same authors found 

1 EDF - Laboratoire National d'Hydraulique, 6 Quai Watier, 78400 Chatou, France. 
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that stability was not much affected for p ranging from 0° to 45°, but was then 
increased a lot at higher angles. 

Van de Keeke (1969) performed tests with regular waves (at a fixed period) on 
rocks for 3 different slope angles (1:1.5, 1:2 and 1:3) and for p = 0°, 30°, 45°, 60° 
and 90°. He found exactly the same trends as the above mentioned ones. 

Gamot (1969) reported tests on a breakwater armoured with tetrapod and stated 
that the armour stability was increased with increasing angle of incidence, this effect 
being noticeable as soon as p > 40°. He also mentioned that, once they are initiated, 
damage increase faster under oblique waves than under normal waves. 

Finally, Markle (1989) conducted tests in which toe berm stability was 
investigated, some of these tests being performed at p = 45°. What he concluded, 
despite very few tests were conducted, is that there was no great difference in 
stability associated with different angles of wave attack. Some general trend of 
higher stability under oblique wave could however be seen, although not well 
defined. 

As only very few papers exist in the literature, a series of model tests was carried out 
at LNH to quantify the effect of long-crested, oblique waves on the stability of 
rubble mound breakwaters. Advantage was taken from these tests to study also the 
influence of oblique waves on overtopping and toe stability. Four types of armouring 
units - quarry stone, Antifer cube, tetrapod (two layers units) and ACCROPODE® 
(one layer unit)- were tested, under six angles of wave attack (3 - 0° to 75°, each 15°. 
A comprehensive description of these tests is given in Galland (1993). 

1.80 

Fig. 1 Breakwater cross-section (measures in m). 

Model design and layout 
Although these tests do not refer to any field study, the cross-section of the 

breakwater was defined in such a way that it could represent an actual one. With 
reference to the maximum significant wave height to be tested (Hs = 0.135 m), the 
depth of the toe berm below the water level (h, = 0.12 m) was chosen so that the toe 
was under strong influence of hydrodynamic forces and the crest elevation (hc = 0.12 
m) so that overtopping was allowed at the same time as damage should start (under 
normal waves). Doing this way also ensures that the armour layer (which is the main 
element under study) has a realistic number of units rows, and then a behaviour 
similar to the one that could occur in the field. 
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The breakwater consisted in four trunks, each one being 3 m long and armoured 
with one of the studied units. The total length of the breakwater, including two 
roundheads, was about 16 m. The rear slope and the crown wall blocks were 
artificially stabilised, in order to prevent destruction of the breakwater by rear slope 
degradation and/or crown wall tilting. 

Breakwater cross-section 
The cross-sections for concrete units were identical and a 1:4/3 slope was chosen 

(fig. 1). For quarry stones however, the slope was changed into 1:1.5, which is a 
more realistic value for that armouring unit. 

The crown wall blocks, the core, the toe berm, the rear armour layer and the 
lower part of the front cover layer were identical for all armour units. 

Characteristics of the units 
Characteristics of the armouring units and toe rocks are given in table 1. The 

weights and mass density are mean values over at least 30 dry units. In the 
following, A is the relative mass density and Dn the nominal diameter of the unit 
considered. 

Block Pr W ADn 

(kg/m3) (io-3 kg) (10-2m) 
ACCROPODE® 2310 44.7 3.51 
Antifer block 2400 48.6 3.82 
Tetrapod 2540 61.6 4.48 
Armour rock 2850 (W50) 90.0 5.85 
Toe rock 2500 (W50) 38.0 3.75 

Table 1. Characteristics of units. 

Grading characteristics of the rocks used for that study are presented in table 2, 
together with their mass density. 

Rock wmin 
wmax W50 W85/Wi5 Pr 

(10-3 kg) (10-3kg) (IO"3 kg) (kg/m3) 
Armour layer (main) 55.0 145.0 90.0 2.05 2850 
Underlayer 1.8 9.3 5.0 1.83 2650 
Toe berm 27.0 55.0 38.0 1.34 2500 
Rear slope 2.8 10.0 6.6 1.57 2660 
Cover-layer (lower part) 5.0 17.0 10.0 1.93 2630 

Table 2. Characteristics of rocks. 

Placement of armouring units was realised according to the procedure relative to 
each unit: for concrete units, this means that the prescribed mesh was respected and, 
for quarry stones, that they were tipped on the slope. A cover layer armoured with a 
given armouring unit was always built by the same person, to ensure a good 
reproducibility in the way of placing the units. 

Test conditions 
The programme included 6 series of tests, each one being defined by its angle of 

wave incidence (0°, 15°, 30°, 45°, 60° and 75°). The normal wave test was aimed to 
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be the reference when analysing the results. To limit the number of investigated 
stability parameters, the breakwater was placed on a flat bottom (water depth h = 
0.45 m) and, as one test consisted in 8 steps with increasing wave height, the peak 
wave period was tuned at each step so that the wave steepness remains a constant (sop 
= 4 %). The steps duration was adapted so that the total number of waves in each one 
was 2000. It was large enough a number to ensure both a suitable statistical 
distribution of waves and a stabilised damage evolution at the end of each step. 
Targeted wave characteristics are presented in table 3. 

Step 1 2              3 4             5             6 1 8 
Hs(m) 
Tp(s) 

LOp (m) 
Duration (') 

0.030 
0.71 
0.78 
22 

0.045       0.060 
0.87         1.00 
1.18         1.56 
26            30 

0.075        0.090       0.105 
1.12         1.22         1.32 
1.96        2.32         2.72 
34           37            40 

0.120 
1.41 
3.10 
42 

0.135 
1.50 
3.51 
45 

Test facilitie. 5 

Table 3. Targeted wave characteristics. 

The tests were performed in a wave basin (fig. 2) which overall dimensions are 
33 m x 28 m x 1 m, the maximum water depth being 0.45 m. This basin is fitted out 
with a hydraulic flap-type wave maker, which paddle is 17 m long, 0.85 m high and 
can move round the basin, allowing this way for a 180° rotation. The four walls of 
the basin were equipped with wave absorbers in order to avoid re-reflection. 

Fig. 2. Test set-up and location of surface elevation measurement 
for oblique wave attack (example, p= 15°). 
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Test procedures 

Generation and measurement of waves 
Random waves were generated according to a JONSWAP type spectrum, with y = 

3.3. The wave signals were calculated following the "Deterministic Spectral 
Amplitude" method, by adding 100 sinusoidal components. They covered the whole 
steps duration and were computed prior to the tests, which ensured a good 
reproducibility in the succession of waves during a given step for all tests. 

Evaluation of the wave heights is of prime importance for such a study. Under 
normal waves, water surface elevation was measured with three gauges, which 
enables to separate incoming and reflected waves by mean of a spectral analysis. 
Incoming waves characteristics (peak period TP and significant wave height Hs) were 
determined this way. 

Under oblique waves however, it was not possible to separate incoming and 
reflected waves. It has then been decided to measure only a "global wave height" 
(incoming+reflected) at a location in the wave basin that was not optically under 
direct influence of reflection (cf. fig. 2). 

Surface elevations were also measured in front of each test section to ensure that 
the wave field was homogenous. Wave measurements and their analysis were 
performed over the whole duration of each step, i.e. over 2000 waves. 

Damage evaluation 
Damage level to the armour layer Da was determined by counting, at the end of 

each step, both blocks that were removed out of the cover-layer and blocks that were 
distinctly displaced. Armouring units were coloured and the armour layer consisted 
in a succession of horizontal coloured stripes, the width of which was two blocks 
(two median diameters for rock), so that displaced blocks were those displaced out 
of their coloured band, while still standing in the cover layer. All displaced or 
removed blocks were counted at the end of each step, so that cumulated damage was 
evaluated. 

Cumulated damage to the toe berm D, was determined in the same way, but by 
counting the number of removed blocks only (reshaping not considered). 

Damage measurements were made on a 1 m wide section in the centre part of 
each trunk, called the test section in the following, in order to avoid side effects at 
the junction of two trunks when oblique waves are performed. Before counting, the 
water level was lowered to the toe mound. Damage levels are expressed as the 
percentage of displaced and removed units in the test section. 

Overtopping measurement 
The number of overtopping waves was recorded on a paper-recorder, over the 

whole duration of each step, at the centre of each trunk by use of a wave gauge 
placed on top of the structure. Calibration enabled to discriminate between green 
water and broken spray. Overtopping was expressed as the percentage of 
overtopping waves Nov. 

Experimental results 

Wave field 
The main problem here is the impossibility to separate incoming and reflected 

waves for the tests under oblique waves, which makes questionable the comparison 
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between the results of these tests, and even more with those under normal waves. To 
clear up that point, all steps 7 were re-run with normal waves after all tests had been 
performed, ensuring very carefully that waves were measured in strictly identical 
conditions : same wave signal, same location of the wave gauges, same position for 
the wave guides as during the tests. The global wave height measured under oblique 
wave was then compared to the incident normal wave height. As their relative 
difference is expected to grow up with increasing wave height (the reflected wave 
becoming higher), the comparison between these two values for step 7 is a good 
evaluation of the accuracy of the global wave height as an estimate for the incident 
wave height under oblique waves. As this relative difference was lower than 6% for 
all tests, the global wave height as measured under oblique waves was thus 
considered as a reasonable approximation of the actual incident one. 

Armour stability 
The curves shown hereafter present the percentage of moved armour blocks Da as 

a function of the non-dimensional significant wave height Hs/ADn, and are limited to 
Da < 20%, which is their most significant part. 

Table 4 below gives the relative variation in wave height with respect to normal 
wave when increasing obliquity, corresponding to several given damage levels (start 
of damage, Da = 5% and Da = 10%). 

PO 15 30                 45 60 75 
Antifer Cube 

Da<0.1 % 
Da = 5 % 
Da = 10 % 

+ 56% 
+17% 
+ 4% 

+ 52 %          + 54 % 
+ 31%          + 31% 
+ 13 %          + 18 % 

+ 130 % + 140 % 

Tetrapod 
Da<0.1 % 
Da = 5 % 
Da = 10 % 

+ 52% 
+ 8% 
-3% 

+ 50 %          + 44 % 
+ 4%             +5% 
- 4 %             + 2 % 

+ 48% 
+ 22% 
+ 16% 

+ 140 % 

Rock 
Da<0.1 % 
Da = 5 % 
Da = 10 % 

-17% 
0% 
-4% 

+ 65 %          + 35 % 
+ 10%           +6% 
+ 6 %          + 15 % 

+ 49% 
+ 6% 
+ 18% 

+ 98% 

ACCROPODE ® 
Da < 0.1% 
Da=l% 

-23% 
+ 12% 

+ 23 %          + 38 % 
+ 19 %          + 26 % 

+ 21 % - 

Table 4. Relative variation ofH/ADn with /}, with respect to normal waves, for 
start of damage (Da <0.1 %), Da = 5% andDa = 10 %, orDa = 1 %. 

(- indicate that the corresponding damage level was not reached). 

Some trends can be seen in table 4 which indicate an increase in stability with 
increasing angle of wave incidence. Results are detailed below for each unit. 

Antifer cube 

Four trends can be observed from table 4 and fig. 3 : 
- stability increases with increasing wave obliquity, 
- start of damage is delayed under oblique waves : it corresponds to a wave height 

50 % higher for p = 15°, 30° and 45° than under normal waves, 
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- damage, once initiated, increases faster under oblique waves than under normal 
waves : about two times faster for p = 15°, 30° and 45°, 

- For p > 45°, the increase in stability is so high that nearly no damage occurs. 

Tetrapod 

Exactly the same trends (cf. table 4 and fig. 4) as for Antifer cube can be noted, 
although they are somewhat less pronounced and valid mainly for Da < 10 % 

These results (increasing stability with increasing obliquity, faster damage 
increase under oblique waves) are consistent with those reported by Gamot (1969). 

20 

15 

So    10 

1 

 A  
p = o° 
p=15° 
P = 30° 
P = 45° 
p = 60° 
P = 75° 

• 

^ 

• 

 H»-j ^— *±- 
0 1 2 3 

Hs/ADn 

Fig. 3. Armour stability - Antifer cube 

20 

Fig. 4. Armour stability - Tetrapod 

20" 

1.0 2.0 
Hs/ADn 

Fig. 5. Armour stability - Quarry stone Fig. 6. Armour stability - ACCROPODE® 

Quarry stone 

From fig. 5 and table 4, start of damage seems to be slightly delayed under 
oblique waves, but quarry stone is seen to be not very sensitive to wave obliquity, at 
least at low damage levels (D < 5 %). For higher damage levels and p > 30°, some 
trend is noticeable that could indicate an increasing stability for increasing angle of 
incidence. However, stability strongly increases at p = 75° only. 
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These points are in accordance with the results of previous works (Gravesen and 
Sorensen (1977), Van de Keeke (1969)), although the increase in stability was 
noticed as soon as p > 60°. 

ACCROPODE® 
Evolution of ACCROPODE® stability with increasing wave obliquity (fig. 6) is 

quite different from those observed till now. At p = 15°, the armour layer behaves 
similarly as under normal wave attack, with a very sudden failure (characteristic of a 
one layer unit) which has led to retain a zero-damage criteria for the design of 
breakwaters armoured with this unit. At higher angles, its behaviour however 
significantly differs : after some damage, units rearrange so that the armour is stable 
again and no more damage occur. This could be explained by the high interlocking 
of this one layer unit. 

Toe berm stability 
The curves shown below present the percentage of removed toe blocks Dt as a 

function of the non-dimensional significant wave height Hs/ADn. 
A distinction can be made here between the results for Antifer cube and tetrapod 

on one hand, and quarry stone and ACCROPODE® on the other hand. 

Toe berm at Antifer cube and Tetrapod armour layer 
The same trends as for the corresponding armour unit can be made (fig. 7 and 8): 
- stability increases with increasing wave obliquity, 
- start of damage is delayed under oblique waves : it corresponds to a wave height 

45 % higher for p = 15°, 30° and 45° than under normal waves, 
- damage, once initiated, increase faster under oblique waves than under normal 

waves : about 1.6 time faster for P = 15°, 30° and 45°, 
- For p = 75°, the increase in stability is so high that nearly no damage occurs. 

What could be add is that, provided that high damage levels to the toe are 
accepted, a 15° wave incidence could be more dangerous than normal wave. 
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Fig. 7. Toe stability - Antifer cube 

0 12 3 

Hs/ADn 

Fig. 8. Toe stability - Tetrapod 

Toe berm at quarry stone and ACCROPODE armour layer 
The behaviour of toe berm at quarry stone and ACCROPODE® armour layer (fig. 9 

and 10) is rather atypical. Initiation of damage is not so much delayed under oblique 
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waves, and the only marked trend is an increase in stability with increasing wave 
incidence for (3 > 30°. However for ACCROPODE®, the same trend as for Antifer 
cube and tetrapod can be noticed, that is that damage could possibly be higher at 15° 
than under normal waves. 

Hs/ADn 

Fig. 9. Toe stability - Quarry stone Fig. 10. Toe stability - ACCROPODE® 

Out of the scope of this study but important to notice, is that very high damage 
levels to the toe berm were reached without endangering the stability of the armour 
layer. 

Overtopping 
The curves shown hereafter present the percentage of overtopping waves Nov as a 

function of the significant wave height Hs. 

For all the units studied here, the percentage of overtopping wave Nov is seen to 
present the same features (fig. 11 to fig. 14): 

- overtopping is equivalent under normal waves and a 15° incidence, 
- overtopping then decreases with increasing wave obliquity, 
- at [3 > 60°, overtopping is reduced to nearly zero, except for quarry stone. 

} o. a. 
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0,14 

20"- 
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0 
0,02 0,14 

Fig. 11. Overtopping - Antifer cube 

0,06        0,10 

Hs(m) 

Fig. 12. Overtopping - Tetrapod 



1070 COASTAL ENGINEERING 1994 

a 
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a. 

0.02 0.06 0.10 0.14 
Hs(m) 

0.02 0.06 0.10 0.14 
Hs(m) 

Fig. 13. Overtopping - Quarry stone Fig. 14. Overtopping - ACCROPODE® 

Discussion 

The aim of this study was not to derive new formulae for the design of rubble 
mound breakwaters armour layer and toe berm or for the evaluation of overtopping 
rates, but to provide a better idea of the influence of wave obliquity and also to 
propose a way for taking into account that influence in existing formulae. 

In this idea, and as the apparent slope of the breakwater turns from tgoc under 
normal waves into tga.cosp under a P angle of wave attack, it is of interest to study 
all the above mentioned phenomena as functions of Hscospx instead of functions of 
Hs only, HscosPx being then an equivalent normal wave height. 

The remaining problem is of course to determine the coefficient x : results are not 
numerous enough to allow for the use, from a scientific point of view, of a numerical 
"best fit" method and the evaluation of x has then to be derived by visual adjustment, 
being thus subject to some interpretation. 

All the curves for armour, toe berm stability, and overtopping have been re- 
plotted against HscosPx , with the best estimates for x (fig. 15 and fig. 16). A 
summary of the values obtained for x is given in table 5 below. 

Such an approach is not fully satisfactory : first because, in some cases, the 
adjustment is not very good and second because it can not represent the change in 
the slope of some of the curves that occurs under oblique wave. Nevertheless it 
could be very useful for the preliminary design of breakwaters. 

Antifer cube Tetrapod Quarry stone ACCROPODE® 

Armour stability 0.6 0.3 0.25 1 

Toe stability 0.6 0.4 0.6 0.4 

Overtopping 1 0.6 1/3 0.75 

Table 5. Coefficient xfor the equivalent normal wave height Hfiosj^. 
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Fig. 15. Re-plot of the results against the equivalent normal wave height 
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As a general remark, it should be noted that the results obtained within this study 
do not support the vague belief in a lower stability at small angles of wave incidence 
(say p = 10°-30°). Such a belief is mainly based on run-up measurements, which 
have been shown to be maximum at p = 10°-30° on smooth, mild slopes (Tautenhain 
et al. (1982), CUR/CIRIA (1991)). 

The numerical values derived within this study are to be taken with great care, as 
they result from a single test at each wave angle. Many authors (Jensen (1984), 
Burcharth et al. (1986), Galland and Manoha (1991) for instance) have indeed stated 
a large scatter in results of such tests, so that a well-defined characterisation of the 
influence of wave obliquity should be derived from series of identical tests. 

But what is important here, is that the results are not drowned into the scatter but 
do really define the trends reported above ; only the actual values of the gains 
obtained under oblique waves are not known exactly. 

Conclusions 
Under the conditions tested : 

- flat bottom (no shoaling effect), 
- JONSWAP spectrum, y = 3.3 (no influence of spectrum width or wave 

groupiness), 
- constant wave steepness, s^s 4 % (constant surf similarity parameter ^oP), 
- 2000 waves per step (no influence of storm duration), 
- one series of tests per angle of wave incidence (scatter not considered), 

the following conclusions can be drawn : 

Armour stability 

Concrete units 
- armour stability increases with increasing angle of incidence, 
- initiation of damage is delayed under oblique waves, 
- once initiated, damage increases faster under oblique waves (Antifer cube, 
tetrapod). 

Quarry stone 
- armour stability is not much influenced by wave obliquity at damage levels 

lower than 5%, 
- at higher damage levels and at incidence higher than 15°, armour stability 

slightly increases with increasing wave obliquity. 

Overtopping 
All units 
- overtopping is equivalent under normal waves and at a 15° angle of wave 

incidence, 
- then, it continuously decreases with increasing incidence. 

Toe berm stability 

Concrete units 
- toe berm stability is equivalent, and can even be lower, at a 15° angle of wave 

attack and under normal waves, 
- then it increases with wave obliquity. 
Quarry stone 
toe berm stability continuously increases with increasing obliquity. 
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Equivalent normal wave height 
Results obtained at an angle of wave attack p and a wave height Hs are equivalent 
to those obtained under a normal wave height Hs.cospx, x being a coefficient 
which depends on the phenomenon and the unit under consideration. This way, it 
is possible to use formulae derived under normal wave attack to take into account 
wave obliquity, for preliminary design of breakwaters. 

However it is important to keep in mind that these conclusions result from a 
single series of tests at each wave incidence, and therefore do not take into account 
the scatter often reported. Trends presented in this paper are assessed because of the 
continuity in the evolution of the phenomena they represent, but numerical values 
should be taken just as estimates. Further testing is still required in order to derive 
reliable laws taking into account the influence of wave obliquity on the stability of 
rubble mound breakwaters. 
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CHAPTER 78 

WAVE LOADS ON SEADYKES WITH COMPOSITE SLOPES AND BERMS 

1      by 2 Joachim Grime  and Hendrik Bergmann 

Abstract 

This paper deals with investigations on loads from wave-induced shock 
pressures on seadykes with composite slopes and berms. The investigations have 
been done with large scale laboratory tests, using different wave climate 
characteristics (regular waves, PM - spectra and field spectra). Two different types 
of dyke cross-sections have been investigated: one with an upper slope 1:6 and a 
berm in front, and the other one with composite slopes 1:3 in the lower part and 1:6 
in the upper part. The presented results were discussed with respect to the influences 
of wave climate, of absolute waveheights and of geometrical conditions. 

Introduction 

Due to the increasing of storm surges and the supposed long-term rising of 
water levels at the coastlines of the North Sea, wave loads on seadykes have become 
again more important for savety analysis of excisting dykes. Air entrainment and 
wave climate characteristics under real sea state conditions play an important role 
both on shock pressure occurrence and on wave run-up process. Thus boundary 
effects and scale effects have to be minimized by using field data or large scale 
laboratory test data. The results presented in this paper were obtained from large 
scale laboratory tests in the "Large Wave Channel" (GWK) at Hannover, Germany, 
within an extensive research program on stability on sloping seadykes and revetments 
( supervision Prof. Fuhrboter + ), which had been supporting partly by the German 
Research Foundation ( DFG ) for more than 10 years. Previous results from this 
research program on wave loads on uniform slopes have been reported recently for 
example by Grime (1992) for shock pressures and by Sparboom, Grtine, Haidekker 
& Grosche ( 1990 ) for wave run-ups. 

Dipl.-Ing., Senior researcher, Deputy Operation Manager of Joint Institution Large Wave 
Channel (GWK) of the University of Hannover and the Technical University of Braunschweig, 
Merkurstrasse 11, 30419 Hannover, Germany. 
2 

Dipl.-Ing., Researcher, Hydrodynamic and Coastal Engineering Dept. of LeichtweiB Institute 
of the Technical University of Braunschweig. 
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First results from the recent investigations with composite slopes and berms 
on loads from shock pressure occurrence will be presented in this paper. First results 
on loads from the wave-run-ups measured synchronously within the same testseries 
are reported by Schuttrumpf, Bergmann & Dette ( 1994 ). 

Test equipment and data recording 

The investigations have been conducted in the Large Wave Channel (GWK ) 
at Hannover ( Griine, Fiihrboter, 1976 ), which is a joint institution bom of the 
University of Hannover and the Technical University of Braunschweig. 

Two different types of dyke cross-sections were installed, which are shown 
in figure 1. A uniform slope of 1:6, which had been used for previous 
investigations, in its lower part, firstly was replaced by a berm up to 3.3 m above 
bottom ( upper cross-section in Fig. 1 ), then secondly replaced by lower slopes of 
1:3 (middle and lower cross-section in Fig. 1). To get a wide range for the vertical 
distance Dc between stillwaterlevel SWL and slope junction, the replacing by lower 
slopes of the composite slope cross-sections has been done in two steps. In the first 
step the lower slope was built up to the same level as the berm ( 3.3 m above 
bottom ), in the second step up to 4.5 m above bottom. 

Waves were measured with wire gauges in front of the wave generator and 
in front of the dyke cross-sections. The wave induced shock pressures were 
measured with pressure cells on the slope surfaces in vertical distances of roughly 
10 cm. The areas on the dyke surface with installed pressure cells are indicated in 
figure 1. For the testseries with the berm and the composed slopes with a lower 
slope up to 3.3 m above bottom pressure cells only were installed on the upper slope 
1:6. Furthermore wave run-up was recorded with a step run-up gauge. 

The testseries for each of the three dyke cross-sections in figure 1 were 
conducted with two water levels ( 4.0 m and 5.0 m above bottom ). For each 
testseries with one of these both waterlevels three different types of wave 
characteristics were generated: Regular waves, PM - spectra (narrow banded) and 
field spectra ( wide banded); roughly 15 single tests with each of these three wave 
climate types. The generated field spectra had been measured in front of similar 
dyke cross-sections at the german coast during high storm surges. 

For data collecting two different modes have been used: With the first one 
all analog signals from pressures cells, waves gauges and wave-run-up gauges were 
continuously digitized with 100 Hz and then storaged by the main processing 
computer. With the second mode only higher individual shock pressure events were 
storaged additionally by a personal computer, using 200 ms long time intervals of 
the pressure signals as uncontinuous windows with a digitation rate of 1 kHz. The 
advantage of this sample method is the high digitation rate, but due to that the 
disadvantage is, that the sample is time-restricted, which leads to lossings of total 
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_SZ. 
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D - 5.0 m , Dc - - 0.5 m 
_V7 

Fig. 1  Dyke cross-sections with berm and composed slopes, investigated in the 
LARGE WAVE CHANNEL (GWK) 

events, especially if the threshold level is accomplished by high quasi-static pressures 
or by spikes from noises. Therefore a complete data analyzing of all testseries with 
all pressure cells was done from the 100 Hz digitized datafiles. It must be 
mentioned, that there were some reduced peak pressure values for higher shock 
pressure events compared with the 1 kHz-digitation-mode, depending on the peak 
pressure rising time. The reductions mostly were small, but some rare events were 
reduced up to approximately 30%. With respect to the stochastic behaviour the 
influence of partly reduced maximum peak pressure values on the general 
characteristics of shock pressure ocurrence seems to be small. 
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Analyzing of shock pressures, definitions 

Shock pressures occuring on sloping dyke surfaces are damped more 
frequently compared to those on vertical walls. Furthermore, especially under real 
sea state conditions, partly they are mixed with pressure components from waves and 
wave run-ups. Thus it is often very difficult to distinguish the real shock pressures 
from the steep wavefronts or the wave run-up fronts, especially if one use normal 
speed records. In previous reports the author has described an detailed method of 
analyzing pressure-time histories from high-speed records, which allows a 
summerizing of the numberless different occuring shapes of pressure-time histories 
by anatomy parameters ( Grime 1988a, 1988b, 1992 ). 

Using this parameterizing mode, it was possible to evaluate a generalized 
model of shock pressure occurrence with respect to deterministic and stochastic 
characteristics. The deterministic parts of the model are represented by local 
distributions of the anatomy parameters on dyke surface. The local distributions 
may be devided into different local ranges, which each of it represents a certain state 
during the breaking process. 

For the stochastic part of the generalized model stands the superposition with 
the stochastic fluctuations of the anatomy parameters. Most data of the different 
anatomy parameters spread like stars at the sky. But nevertheless there are some 
clear tendencies and some envelope conditions. There are many possibilities of 
relating the parameters one with another, reasonable trends were found in 
dependence on the peak pressure values Pmax. In all cases the quality of correlation 
increase with increasing Pmax. Thus the higher peak pressures may be seen as 
indicators both for general shock pressure occurrence and for details of anatomy 
parameters. 

The following definitions and notations have to be given with respect to the 
presentation of the results in this paper: 

- The maximum pressure value ( peak pressure ) of an individual shock pressure 
event usually is defined as Pmax [10  Pa , ( m waterhead ) ]. 
- The maximum value of all peak pressures Pmax, recorded during one single test 
is defined as Max Pmax and is either analyzed from the data of each pressure cell 
separately, when the results are presented as local distributions or analyzed from all 
pressure cells, when presented in dependence of the breakerindex E,. All pressure 
data are related to waveheights H and are therefore dimensionless, using [ m 
waterhead ] for pressures and [ m ] for waveheights. 
- The waves were generated with a closed loop system, to prevent rereflexion at 
the wave generator. Thus the generated waveheights have been used. A comparison 
with the waves, measured in front of the dyke shows sufficient agreements, 
especially for irregular waves. All waveheights H are defined as mean waveheights 
for regular waves and as significant waveheights H 1/3 for irregular waves. 
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- The unit for the local distribution on the slope surface is defmied as waveheight 
related vertical distance Delta DIH between pressure cell and stillwaterlevel SWL as 
shown in figure 2. The vertical distance between the slope junction and SWL is 
defined as Dc, as shown in figure 3. The waterdepth in front of the dyke is defined 
as D and the waterdepth on the berm as Db. 
- The pressure data are either presented in dependence of the breakerindex 

I = H * tan a I V' H/Lo 

with H = Hm, T = Tm for regular waves and H = Hl/3, T = Tp for irregular 
waves or as local distributions. An example for a local distribution of the waveheight 
related maximum peak pressures Max Pmax/H is shown in figure 4. The lefthand 
plot shows for one single test the local distribution of Max PmaxlH for each pressure 
cell. In the righthand plot such local distributions from all tests within a testseries 
with constant boundary conditions ( for this example: D = 5.0 m, Dc = - 0.5 m, 
PM - spectra, H = 1.10 m ) have been summerized by an envelope curve. 

Delta D 

Delta D 0 

SWL 
_sz. 

® 

Pressure csll 

Fig. 2 Definition of Delta D Fig. 3  Definition of Dc 

ALL TESTS 
WITH CONSTANT BOUNDARY CONDITIONS 

-II il u 
Delta D ) H 

Fig. 4 Example for a local distribution of pressure data Max PmaxlH 
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Results for the dyke with a berm 

Figure 5 shows the local distributions of the envelope curves for the testseries 
with regular waves. It is obvious, that for the testseries with a waterdepth of 5.0 m 
( lefthand plot) there is a clear trend of higher waveheight related pressures Max 
PmaxlH with decreasing absolute waveheight H, which may easily be explained by 
stronger breaking of higher waves on or in front of the berm due to restricted 
waterdepths Db on the berm. There is also a trend of shifting of the local maximum 
value area to smaller related waterdepths Delta DIH with increasing absolute 
waveheight H, which is also caused by the restricted waterdepth on the berm. A 
comparison with the corresponding results for the 4.0 m waterdepth in the left hand 
plot shows, that the trend to higher pressure values is only dominant for waveheights 
H < 0.5 m. With the waterdepth Db of 0.7 m all higher waves must be broken at 
least partly. 

10.0 1                   1                   I 

BERM       D - 5.0 m , Db - 1.7 m 
REGULAR WAVES 
 H - 0.75 m ( 5)                      -j 
 H-1.10m(4)                    g . 
 H-1.50 m (4) 
 H-1.75 m (2) . 

X k 
S \      A i /        /* . 
a /        i \ 
3 s J              \        1 " 

/             "'Ml 
. 

'                         V 

/     /  v>sv^y 
/               i-*                 f   v^rfVV \ss /            /            „/„ •""•-v<*w /           /          f        ^^ ̂ a 

0.0 ./           . i; 

BERM    D -4.0 m   , Db-0.7m 
REGULAR WAVES 
 H- 0.30 m (3) 
 H-0.50m(1) 
 H-0.75 m (7) 
 H-1.10 m (5) 
 H-1.50 m (4) 
 -H-1.75 m (3) 

•2.0 0.0 0.5   - 
DELTA D / H DELTA D / H 

Fig. 5 Local distributions of Max PmaxlH for testseries with regular waves 

The same trends were found for the results of the testseries with PM - spectra 
in figure 6, but the differences between the values Max PmaxlH of the different 
waveheights Hl/3 are smaller. That is caused by the fact, that not all waves in the 
irregular wave train were broken compared to a regular wave train with same 
waveheight H as //1/3 in the irregular wave train. The same trend also is obvious 
in figure 7, where the data Max PmaxlH of all single tests with regular and irregular 
waves are plotted versus the breakerindex $. 

The envelope curves of the local distribution for all tests with an absolute 
waveheight H (Hl/3 ) of 1.10 m are plotted for the different wave characteristics 
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in figure 8. The results indicate for all tests with regular waves smaller pressure 
values Max PmaxlH than for irregular waves. Similar results were found for other 
waveheights. The influence of wave characteristic also comes out in figure 9, where 
all test results are plotted versus the breakerindex $. Both the influence of wave 
characteristics and of restricted waterdepth can be seen distinctly. 

Air 

II I! 
DELTA D / H 

Fig. 6 Local distribution of Max PmaxlH for testseries with PM - spectra 
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Fig. 7 Max PmaxlH versus breakerindex E, for of regular and irregular waves 
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Fig. 9 Max PmaxlH versus breakerindex E, for different wave characteristics 
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The mentioned trends lead to summerizing all test results as shown in figure 
10, where the maximum peak pressures Max PmaxlH are plotted versus the 
waveheight related waterdepth DblH on the berm. Both for regular and for irregular 
waves the same tendency comes out clearly, but with a different mean or upper 
value gradient. The corresponding maximum value Max PmaxlH for an uniform 
slope 1:6 is plotted in figure 10 as a dotted line. This value is a constant one due to 
much higher waterdepth and was estimated from previous field and large scale 
laboratory investigations. 

10 

£ a. 
3   4 

BERM D = 5.0 m , Db = 1.7 m; 
D = 4.0 m , Db = 0.7 nrv 

• REGULAR WAVES 

+ PM -SPECTRA 

* FIELD - SPECTRA 

" +__"_ M------------- ... 
* uniform slope 1:6 

r- 

Db/H 

Fig. 10 Max PmaxlH versus waveheight related waterdepth DblH on the berm 

It is obvious, that compared to the uniform slope value for the berm, there 
are as well lower as higher pressure values, depending on the waveheight related 
waterdepth DblH on the berm. Both effects may be explained either by the wave 
breaking effect in front of the berm ( slope 1:3 ) for lower DblH or by the wave 
shoaling effect on the 1:20 slope of the berm for higher DblH. Further it can be 
expected, that the increasing effect due to shoaling is limited by higher related 
waterdepths and that the upper value curve goes finally back to the uniform slope 
1:6 value. Finally it must be remarked, that decreasing pressure values on upper 
slope 1:6 due to wave breaking automaticly cause higher pressure values on the berm 
slopes 1:20 and 1:3, which could be recognized during the tests visually and 
acuostically. 

Results for the dyke with composed slopes 

The trends with respect to absolute waveheight and to wave characteristics 
differ for the results of the testseries with composite slopes between the testseries in 
dependence on the level of slope junction and stillwaterlevel. In contrast to the 
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results for the berm the trend of higher peak pressures Max PmaxlH in dependence 
on the absolute waveheights H for the testseries, which is most influenced by the 
upper slope 1:6 (D = 5.0 m, Dc = -1.7 m ), is negligible for regular waves and 
only small for irregular waves, respectively, as shown in figure 11. 

If one compare the influences of the different wave characteristics on the 
results in figure 12, there is the same trend to lower pressure values Max PmaxlH 
for regular waves, which was found for the berm, but with a smaller magnitude. 

The maximum values of all single tests of this testseries are plotted in 
dependence on the breakerindex £ in figure 14a. There is a certain influence of the 
wave characteristics, but the influence of the absolute waveheights was found to be 
more or less negligible. 

A different trend was found for the testseries, which is mostly influenced by 
the lower slope 1:3, as the junction of the slope is 0.5 m above SWL (D = 4.0 m, 
Dc = +0.5 m ). The tendency on the influence of absolute waveheights in figure 
13 changes to higher values Max PmaxlH with higher absolute waveheights, less 
clear for regular waves, but very clear for the PM - spectra. 

10.0 

COMPOSED SLOPES 
D - 5.0 m , Dc »-1.7 m 
REGULAR WAVES 
 H - 0.75 m (5) 
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D - 5.0 m , Dc »-1.7 m 
PM- SPECTRA 3 
 H- 0.75 m (4) 
 H- 1.10 m (4) 

0.0 0.5    - 2.0 
DELTA D / H DELTA D / H 

0.0 0.5 

Fig. 11  Local distribution of Max PmaxlH for testseries with regular waves. 

For the different wave characteristics in figure 15 still a trend was found to 
higher pressure values with irregular wave trains, which also comes out clearly with 
the plot of all results versus the breakerindex £ in figure 14d. 
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Similar results were found with the other both testseries (D = 4.0 m, Dc = 
- 0.7 m; D = 5.0 m, Dc = - 0.5 m): Firstly, no distinct trend for the dependence 
on absolute waveheight H for regular waves, but a small one for irregular waves. 
Secondly, the influence of the wave characteristics is evident as shown in figure 14b 
and 14c, where all test results are plotted versus the breakerindex £. Smaller 
pressure values Max PmaxlH were found for regular waves, as well as in all other 
testseries. 

To summerize the pressure results from all 4 testseries with composed slopes, 
the pressure values Max PmaxlH of all single tests have been plotted versus the 
waveheight related vertical distance DclH between slope junction and stillwaterlevel 
SWL as shown in figure 16 for regular waves ( upper part) and irregular waves 
(lower part ). If the slope junction lies below SWL, the slope 1:6 seems to be 
dominant. If the slope junction lies above SWL, the lower slope 1:3 with higher 
pressure values is dominant. The transition range has a high gradient, if the slope 
junction is around till roughly half a waveheight below SWL. The eye-fitted upper 
value distributions are plotted as dotted lines in figure 16. A qualitative 
generalisation is given in figure 17. The asymetry of the influences from both slopes 
with respect to the distance DclH between slope junction and SWL is distinct. 

Also peak pressure values smaller than for any of both slopes occur at DclH 
roughly half a waveheight below SWL from the testseries with D = 4.0 m, Dc = 
- 0.7 m. From the local distributions of the results it was found, that these results 
may be partly effected by the restricted pressure cell area below SWL, because for 
this testseries pressures only have been measured on the upper slope 1:6. 
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Conclusion 

From the results the following statements on the maximum peak pressure 
occurrence may be concluded: 

- There are trends in dependence of the absolute waveheight, but in different ways: 
a.) Where wave trains are broken at least partly, before they reach the slope ( for 
instance at the berm ), the waveheight related maximum pressure values Max 
PmaxlH increase with decreasing absolute waveheights H. 
b.) Where waves trains are broken completely by the slope ( for instance at 
composed slopes ), the pressure values Max PmaxlH may increase with increasing 
absolute waveheights H. 

- There are strong influences of the wave characteristics: 
Regular waves always lead to smaller related pressure values Max PmaxlH, if 
regular waveheights Hare compare with irregular waveheights HI 13. This confirmed 
previous results for the uniform slopes, that for comparison one should use mean 
waveheights both for regular and irregular waves. Nevertheless one should not use 
regular wave results for design of coastal protection works generally. 

- Some special effects of geometrical conditions can be stated: 
a.) For a slope with a berm in front, the peak pressures Max PmaxlH may decrease 
due to breaking effect or increase due to shoaling effect depending on waterdepth on 
the berm. 
b.) For composed slopes there is a transition range, which is asymetric with respect 
to the distance Dc between slope junction level and stillwaterlevel SWL. 
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CHAPTER 79 

COMPUTERISED METHODOLOGY TO MEASURE 
RUBBLE MOUND BREAKWATER DAMAGE 

Bruno CHILO1, Franco GUIDUCCI1 

Abstract 

The damage of rubble mound breakwater is a basic interest in the 
field of design and realisation of coastal works. The individuation of 
formulations to associate this element with the geometrical characteristics 
of structures and wave climate conditions is carried out using physical 
model tests. It is therefore necessary to implement an objective damage 
valuation method able to point out armour units movements on the layer 
from the settlement phase to the collapse. 

A methodology able to permit an exact measurement of the external 
layer armour units movements and its damage has been carried out by 
ESTRAMED S.p.A.; it consists on a computerised analysis of armour units 
movements in order to give an objective valuation of the damage. 

Such methodology is based on photographic images analysis of the 
armour taken from a fixed point The procedure permits to determine the 
position of each armour unit on the images relative to the subsequential 
damage stages and the movement of each armour unit 

Introduction 

The experiences relevant to the Port of Sines Main Breakwater, the 
improvement of computers capabilities, the wider use and the 
development of the physical modelling and the studies carried out in the 
last years improved the analysis of the rubble mound breakwater damage. 
Relations between rubble mound breakwater stability and incident waves 
and section characteristics were deduced. 

1 ESTRAMED S.p.A. - Via Campobello n°6 - 00040 POMEZIA -ROMA - ITALY. 
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The breakwater stability is usually referred to the eroded volume or 
to the percentage of units moved more than a fixed threshold.(A.I.P.C.N. 
1992, British Standard, 1991). 

The measurements of these parameters are extremely important to 
carry out investigations on the rubble mound breakwater damages and to 
grow research in this field. 

The use of objective methodology to describe the phenomenon from 
the first movement up to the collapse is essentially. 

Methodology purposes 

At ESTRAMED S.p.A. a methodology that allows to measure the 
external layer armour units movements by a computerised procedure, was 
developed. 

Aims of the methodology were the following: 
to get information on the small armour units movements; 
to obtain objective measurements of the layer damages; 
to analyse armour units movements in a time comparable with the 
stability test duration. 

It is necessary to obtain information on the small armour units 
movements as the experience on the physical models to test the rubble 
mound breakwater stability indicates. Small armour units movements are 
very important because they allow the description of layer damages under 
the action of ordinary wave motions and to evaluate the entity of the first 
settlement of the breakwater and therefore, on experiments in which 
comparative or repetitive tests are required, to make a correct comparison 
of breakwaters behaviour under the action of extreme waves. 

A precise knowledge of small and large movements of the units 
make possible to draw graphs of the damage on the basis of the incident 
waves characteristics. These graphs are useful tools for the designer in 
order to choose the best solution considering the entire structure 
behaviour, not only in severe damage conditions. Small armour units 
movements analysis is of interest for the comparison of different solutions 
even when no severe damage level is reachable, for example, during tests 
on structures where the wave attack is limited by bottom effects. 
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The use of a standard laboratory method to measure rouble mound 
breakwater damage guarantees the repetitivity of test results and permits 
to compare results obtained from a large number of experiences carried 
out by different laboratories, increasing in this way the base of available 
experimental data for further formulations. 

To obtain analysis results of armour units movements in a time 
comparable with the tests duration allows to make strategy choices on the 
next tests to be carried out This permits the optimization of the tests 
programme and therefore/ a large number of damages stages can be easily 
examined obtaining more information compared to the methodologies 
often used to measure rubble mound breakwater stability. 

Methodology description 

The methodology consists of five subsequent activities: 
- set up of rubble mound breakwater armour units; 

acquisition of breakwater images in the subsequent conditions of 
damage and their importation into the computer; 

- images processing; 
- check and eventual corrections of images processed; 
- print out of the analysis results. 

Armour units in nine different colours are employed to built the 
external layer of the armour so that two units of different colours are 
located between two units of the same colour and the individuation of the 
position of each armour unit on each images is facilitated. 

The colour selection for armour units painting is very important in 
this methodology. Each colour must be detected as different from the 
others by the computer analysis. The achievement of this objective 
depends on armour units colouring, lighting sources, breakwater contour 
characteristics, photographic equipment and images filtration; a useful set 
of colours was selected by Estramed carrying out several tests. 

Once placed the units , it is necessary to draw a white point on the 
sight view of each of them as shown in figure 1 where in the white 
window are highlighted the units with the same colour. The movement of 
this point on the sequential images will show the armour unit movement. 
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Figure 1 - Set up of rubble mound breakwater armour units 

In order to permit the comparison of the different images, at the 
beginning of the experiments it is necessary to put three marks in the 
model so that the software can be able to compensate eventual shot point 
movements and to adopt one single coordinates system to locate each 
armour unit on each image. 

The methodology permits to acquire rubble mound breakwater 
images in different damage stages and to import them into the computer. 
The camera station must be fixed and located in such a way that the 
shooting plane is parallel to the breakwater armour. Images have to be 
acquired without water in order to avoid reflection and refraction 
phenomena. The procedure uses a still video camera and a digitiser card 
with a resolution of 768x576 pixel to acquire and to import the images into 
a personal computer. Images must be taken at the end of the section 
construction and after each wave attack. 

Once imported into the computer the images are analysed by a 
software that was set-up by Estramed. Such analysis individuates for each 
armour unit its colour and the coordinates of the white point located on it 
as pointed out in figure 2. 
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Figure 2 - Example of the analysis result 

At the end of this phase, a further analysis is carried out on the files 
containing, for each image, the coordinates and the colours of the units in 
order to verify the number of armour units of each colour among all the 
images. If any inconsistencies arises (for example the number of armour 
units can be lower compared to the previous one in the case where one or 
more units rotate on themselves without originate unit barycentric 
movements, hiding the white evidence point) the operator, who disposes 
of an edit menu, points out and solves them. 

Scope of the second analysis phase is to individuate the position of 
the same armour unit among all the different images. The procedure 
perfoms an analysis examining two files relevant to subsequent images: 
the file relevant to the less damaged condition is considered as reference 
for the computation of the units movements. The analysis is carried out 
taking into account separately armour units of the same colour. As first 
step, each armour unit of the first image is coupled with the nearest unit of 
the second image having the same colour in a range less than 0.5 times the 
characteristic length of the unit Successively, the analysis is carried out on 
the not yet associated units increasing the range up to two and half times 
the characteristic length of the unit as shown in figure 3. 
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Figure 3 - Scheme of criteria to identify same unit in two successive images 

The successive step on the not yet associated units is the coupling of 
the units present inside circular sectors (see figure 3) which centres are 
located on the units of the first image/ which axis of symmetry is a vertical 
line and which angle is initially equal to 10° and is successively increased 
by step of 10° up to 180°. If two possible associations are individuated in 
the sector, the procedure chooses the one with the minimum angular value 
compared to the vertical. 

Once the coupling of the units has been carried out, the results of 
the analysis are submitted to the operator for check and for eventual 
corrections. 

The software shows a screen with four windows as shown in figure 
4. An image is shown in the upper left window while the successive one 
appears in the upper right one. The lower right window shows the armour 
units movements and the lower left one displays an edit menu and the 
following information: 

number of units for each colour individuated in the two images; 
total number of units individuated in each image; 
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-    number of reference marks individuated in each image. 

If any inconsistencies arise the operator can correct the results using 
the edit menu in a proper way. 

Figure 4 - An example of the results of the units movements analysis 

A sequence of the results of the units movement analysis relevant to 
a test series with increasing waves is shown in figure 5. 

The first image (upper left) of figure 5 was taken after the 
construction of the model and before the start of the tests. The second 
image (upper right) shows the units movements measured after a test with 
a very low significant wave height while the last image (lower right) 
shows the damage of the breakwater after a test characterised by a 
significant wave height higher than the design one. 
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Figure 5 - A sequence of the results of the units movements analysis 
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The methodology allows to obtain a wide range of information 
about the units movements. Many information on the small movements of 
the units can be obtained, too. 

A standard plot of the results of the analysis indicates for each test 
or wave height the percentage of armour units which movements were 
less than fixed values that are generally part of the characteristic unit 
length (B). In figure 6 a plot of the results relevant to the analysis of figure 
5 is shown. 

0,1 B SUM 

0,2 B SUM 

0,3 B SUM 

0,4 B SUM 

0.5 B SUM 

1,0 B SUM 

3,50 4,C 4,50 

HS(m) 

5,00 5,50 

Figure 6 - Units movements versus significant wave height 

The methodology has been tested comparing its results with those 
obtained using a traditional approach. The agreement was very good, at 
any rate, it must be noted that both methods find difficulties when an 
unexpected collapse of the whole breakwater happens (with more than 
30% of armour units dislocated). This is not a real limit to the method 
application because, in such conditions the single armour unit movements 
doesn't give any essential indication on breakwater stability. 

Fields of application of the methodology 

testing. 
The methodology has several fields of application in laboratory 
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A first field is relevant to the two dimensional physical modelling. 
The methodology allows to carry out objective measurements which are 
essential for repetitive or comparative tests; to describe accurately the 
damage behaviour of the breakwater armour and to obtain results in a 
very short time. In the Estramed S.p.A. Laboratory the methodology has 
been employed in two dimensional tests to individuate also the 
movements of toe protection blocks and submerged crest blocks. 

A second field is relevant to the three-dimensional physical 
modelling. Treating these models as plane images, the methodology 
cannot describe the armour units absolute movements but the parameters 
to asses a roundhead stability are various and not limited to the armour 
units movement. Therefore the computerised analysis gives a useful 
contribute that can be surpassed only using a very sophisticated three 
dimensional survey system. 

Two-dimensional and three-dimensional applications of the 
methodology are currently used at Estramed S.p.A. Laboratory. 

Conclusion 

The computerised methodology allows a reliable and objective 
measurement of rubble mound breakwaters damage. 

The analysis of a stability test is obtained at the end of each run in a 
shorter time than the test duration. 

The use of this methodology permits the standardisation of test 
modalities and damage levels measurements. 

The application in reality of this methodology, with some 
modifications could bring a remarkable increasing to rubble mound 
breakwaters know-how. 
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CHAPTER 80 

WAVE BREAKING 
OVER PERMEABLE SUBMERGED BREAKWATERS 

Masataro Hattori1 and  Hiroyuki Sakai2 

Abstract 

A laboratory experiment was carried out in a wave tank to examine significant 
features of wave breaking over permeable submerged breakwaters and to determine 
the breaker height and depth indices. Submerged trapezoidal-shaped breakwaters 
were place on a 1/20 steel slope, and permeability of the breakwaters was varied. 

The experiment showed that the breaker height and depth change with the 
breakwater permeability governing the strength of return flow over the breakwater. 
Breaker height index was developed in terms of the integrated parameter 2=s" proposed 
by Hara et al. (1992), which consists of the geometrical and structure properties of 
the breakwater as well as properties of incident waves. To determine the breaking 
position or depth, additional indices were also proposed. Validity of the computation 
scheme of the breaker height and position were confirmed by comparisons with the 
experiments. 

INTRODUCTION 

As is commonly known, permeable and submerged, low-crested rubble- 
mound, breakwaters force to break incoming steep waves and dissipate effectively the 
wave energy. Therefore, many breakwaters of this type have been built or planned 
at various locations to stabilize an eroded beach and to reduce damages of coastal and 
harbor structures due to severe wave actions. 

1 Professor, Department of Civil Engineering, Chuo University, Kasuga 1-13-27, 
Bunkyou-ku, Tokyo 112. 

2 Engineer, Urban Development Bureau, Yokohama City, Minato-cho 1-1, Naka- 
ku, Yokohama City 231, Kanagawa Prefecture. 
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To meet requirements of the design and construction of the structures, many 
theoretical and experimental studies are extensively making to deepen understanding 
of the physics of wave breaking due to the submerged breakwater. The wave breaking 
may be sufficient to provide the principal control over the wave motion and resulting 
phenomena around the submerged breakwater, especially behind the breakwater, such 
as wave transmission, wave set-up, and so on. It seems likely that lack of a sound 
understanding of wave breaking over the submerged breakwater acts as a bottleneck 
of the physical and numerical examinations on the hydraulic function of the 
submerged breakwater. 

A series of laboratory experiments was conducted to examine breaking wave 
properties over permeable submerged breakwaters and to determine the empirical 
relationships or breaker indices developed from measurements. 

The results from the study will be useful for modeling the nearshore wave 
field around the breakwater and for predicting the evolution of the protected beach 
profile. 

EXPERIMENTAL EQUIPMENT AND MEASUREMENTS 

Experimental 
Figure 1 shows the general arrangement of equipment. Experiments were 

carried out in a 20-m-long, 0.30-m-wide, and 0.55-m-high glass-walled wave tank, 
containing a steel beach of 1 on 20 slope. Monochromatic waves were produced by 
a reflection-absorbed wave maker of flap-type, installed at one end of the tank. 

Six model breakwaters of same geometry, as shown in Fig. 2 and composed 
of the gravel materials or armor concrete blocks, were placed on the slope. Size and 

Wave gage array 

^7 
Wave maker 

Fig. 1 General arrangement of equipment (units: m). 

Fig. 2 Dimension of model breakwaters (units: m). 
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placing condition of the breakwater were determined based on actual breakwaters in 
Japan. The breakwaters had an upslope and downslope (tan9) of 1:3, a 0.75m crest 
width (B), and a 0.225m height (ds). The porosity (E) were varied between 0.17 and 
0.52 by changing the material size. In situ porosities were determined from the 
weight, volume and specific gravity of the materials used. Physical properties of the 
materials are listed in Table 1. 

Table 1 Physical properties of materials used. 

Porosity 
e 

Material 
Used 

Material 
Size (cm) 

0 Concrete   

0.17 Gravel 1.7 

0.25 Gravel 2.8 

0.38 Gravel 4.0 

0.50 Armor 
Block 

7.5 

0.52 Gravel 5.0 

Measurements 
As see in Fig. 1, water surface elevations were recorded at three wave gage 

arrays, which consist of either three or four capacitance-type gages. Wave array 1 
was located at un uniform water depth section to resolve the incident and reflected 
wave heights using the method of Mizuguchi (1990). Wave array 2 was placed at the 
section of the seaward toe of structure slope to measure the incident wave height. 
Array 3 was set behind the breakwater to measure the transmitted wave height. 

Wave data were collected for 2 minutes at 100 Hz, but only 10 successive 
waves were analyzed to obtain the wave height, mean surface elevation r\ and its 
variance r\lms. Wave profiles on and around the breakwater were recorded by a high- 
speed video of 200 frames per second. The wave properties were read from the still 
pictures, with aids of 1.0 cm square grid system attached on the sidewall glass. 
Incident wave parameters are listed as follows; 

Incident Wave Height 
Incident Wave Period 
Water Depth 

on Horizontal Bottom 
above Breakwater Crest 

Hi = 2.0 cm - 10.0 cm 
T = 0.8 s - 1.5 s 

A, = 31.2 cm and 35.0 cm 
R  = 3.75 cm and 7.50 cm 
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INCIPIENT BREAKING 

A schematic of a wave 
profile at breaking on the structure 
seaward slope of breakwater is 
depicted in Fig. 3. HB and hB are 
the wave height and the water 
depth at breaking. 

There are several ways of 
defining  the   break  point.   After    pjg, 3 Definition sketch of breaking wave and 
careful   inspection   of  the   video demarcation of breaker zone, 
pictures of breaking waves profile, 
we defined the breaking point as the point where the wave height is maximum. This 
definition ensured us stable judgement of the breaking point from video pictures. 
Breaker types observed over the submerged breakwater were basically the same to 
these over a plane sloping beach, spilling, plunging, and collapsing. 

Breaking range of waves passing across the breakwater is demarcated into the 
three following zones, as shown in Fig. 3; 

Zone I    : on the offshore sloping beach in front of the breakwater, 
II : on the structure seaward slope, and 
III : on the breakwater crest. 

Thus we will examine characteristics of the wave breaking for each zone. 

High-speed videos of the wave profile over the breakwater revealed that 
return flow over the crest and offshore slope of the breakwater influences the wave 
height and position at incipient breaking. In particular, a strong return flow over a 
impermeable submerged breakwater produces a variety of collapsing breaker, which 
the wave crest remains unbroken and the lower part of the front face breaks just like 
a hydraulic jump due to rapid flows (Smith and Kraus, 1990; Katano et al., 1992). 
The effects of the return flow on the breaker characteristics are weaken rapidly with 
decrease of the return flow strength, in other wards, with increase of the breakwater 
permeability. 

BREAKER HEIGHT INDEX ON 
OFFSHORE SLOPING BEACH, ZONE I. 

Due to the permeability and low crest of the submerged breakwater, wave 
reflection from the breakwater is low, but slightly higher than the plane sloping beach 
(Katano et al., 1992). As the result, experiments confirmed that the incipient breaker 
height in Zone I is predicted reasonably well by Goda's breaker index (1978), as 
given by Eq. (1), with a slight change of the value of empirical constant A from 0.17 
to 0.15. 
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-? = A [ l-exp{-1.5—5 ( l+15tan4/3p ) } ] (1) 

,in which HB and hB are the wave height and water depth at breaking, L0 the wave 
length in deep water, and tan p the offshore beach slope. It is, therefore, considered 
that a steep wave approaching the breakwater is transformed principally by the 
shoaling effect caused by the plane slope of offshore beach. 

BREAKER HEIGHT INDEX 
ON THE BREAKWATER, ZONES II AND III. 

Integrated Parameter for Breaker Height. 
Previous studies have been made on the wave breaking forced by low crested 

mound-type breakwaters as well as by barred and reef beaches. However, those have 
still failed to determine an appropriate breaker index as a function of the breakwater 
properties and the incoming wave parameters. 

Hara et al. (1992) conducted extensive numerical experiments on the 
transformation of a solitary wave passing across an impermeable submerged 
breakwater of trapezoidal type, located on horizontal sea bottom. Based on regression 
analyses of the numerical computations, they propose a parameter for the breaker 
height index, §s", given by Eq. (2). It refers to a modified surf similarity parameter. 

5 /' - r * +     
(W (W (2) S K      (3.5tan6)a2     (HJhf* 

,where H is the wave height, and subscript S denotes the quantity at the offshore toe 
of breakwater. The parameter comprises the physical properties and placing condition 
of the breakwater as well as incident wave properties. From this context, the 
parameter §," is named the integrated parameter of breaker height. 

Prior to employment of the integrated parameter, we will discuss briefly 
influences induced by differences in the experimental conditions of the present and 
Hara's studies, such as the character of incident wave, bottom profile, and 
permeability of the breakwater. 

The experiments indicated that an incident periodic wave passing across the 
breakwater behaves almost like solitary wave. In addition, it was found that wave 
and current field in the vicinity of the breakwater display a very similar one produced 
in the numerical simulation, owing to the low wave reflection of the breakwater. As 
for the bottom slope, the wave shoaling on a plane slope was taken account by 
replacing the wave height in %," with that at offshore toe of the breakwater. 
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Breaker Height Index as a Function of Integrated Parameter. 
Complete analyses of the wave data on incipient breaking waves yield an 

empirical relation for the breaker height in terms of the integrate parameter 2=,", as 
given by Eq. (3). 

(3) 

,where R is the water depth above the crest, and AB is the empirical function and is 
written as 

AB (e,-£) = [1.0-0.12A-0.6e] exp 8 
n. n. 

(4) 

, representing the permeability effect of total breakwater system. However, the value 
of AB varies very slightly between 1.0 and 1.2 within limits of the experiments. 

Figures 4 and 5 show plots of the breaking wave steepness, H^jLQ versus the 
relative wave height at seaward toe of the breakwater, HJhs, to illustrate the ability 
of Eq. (3). It is noticed that the breaker height index, Eq. (3), describes surprisingly 
well the measurements. 

0.05 0.05- 

Fig. 4 Relation between HJJLQ and HJhs.  Fig. 5 Relation between H^JL0 and HJhs. 

Calibration of Eq. (3) is also made by using wave data of Izumiya et al. 
(1989). They carried out experiments of the wave transformation due to a two- 
layered submerged breakwater having rather complicated structure, as shown in Fig. 
6. Porosity of the main breakwater body is 0.20. Figure 6 is an example of the 



WAVE BREAKING 1107 

comparison of Eq. (3) with their measurements. Although there is some scatter to the 
measurements, Fig. 7 shows reasonable agreements between the measured and 
computed breaker heights for their whole data. 

5.5 25.0 17.0 34.2 2.5 6.8 

u                  1 
1..0 

I >J __ 
(units: cm).   ^T1 

<N -J lo 
'"Li ^ffTTTnTT Yifi )l rrrrrnT 

Fig. 6 Comparison of Eq. (3) with 
data of Izumiya et al. (1989). 

0.1 r 

-§0.05 

IS) 
cc 
CD 

Perfect agreement /6 
/o 

0 \   °°/ 
\°/o 

0 

- o/6 

ago 

• ss* 

i 

0 0.05 0.1 

Computed(HB/Lo) 
Fig. 7 Agreement of Eq. (3) with 

the whole data of Izumiya et al. (1989). 
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The agreements in Figs. (4) through (7) substantiate the validity and 
applicability of the proposed breaker height index Eq. (3). In addition to this, the 
integrated parameter §s" is likely to be very promising to other problems, such as 
wave breaking on barred and reef beaches. Using data of wave breaking over a 
triangle-shaped bar of Smith and Kraus (1990), breaker steepness H^IL0 is shown, in 
Fig. 8, as a function of the relative wave height at offshore toe of the bar. Equation 
(5), represented by lines in Fig. 8, agrees the data and follows their trend well. 

-* = 0.35 (-£) l'i 
Ln V    S (5) 

/ \      •", V7 

R 
\           fis 

K 
Zr 

Fig. 8 Relation of H-JL0 to HJhs, illustrating 
the ability of §s". Wave breaking over triangle-shaped bar. 

(Smith and Kraus, 1992) 

Breaking Position or Depth on the Breakwater 
Breaker depth hB can not be calculated directly from the breaker height index, 

because Eq. (3) does not include explicitly the breaker depth. It is, therefore, required 
an additional index completely to determine the breaking condition on the breakwater. 
To do this, at first, we will examine the wave breaking on the breakwater crest, in 
Zone III, where the still water depth is very shallow and constant. 

Following Goda (1964), the relative wave height H,/R is plotted, in Fig. 9, as 
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a function of the relative wave crest height h</R to determine the breaking position 
on breakwater crest. hc and R are the wave crest height and the still water depth 
above breakwater crest. Plus and cross marks represent measurements for nonbreaking 
wave, and various solid and open marks for breaking waves. T(C is the wave crest 
height from still water level. The lines of r|c = 0.5H and H refer to relations for 
small amplitude wave and solitary wave, respectively. Broken line in Fig. 9 represents 
the bounds that incident waves pass across the breakwater without breaking. 

CL 
2- f 

??c=H 
Rjcm) y 7.5 3.75 

X + 
£ =0.25 

Goda(1964) 
<f o 

\ V c=0.5H 

Us) 
R(cm) 

7.5 3.75 
0.8 • 0 
1.0 • 0 
1.? • o 
1,5 1 & 

0 1 2 

HB/R 

Fig. 9 hJR as a function of H^/R for the incipient breaking on breakwater crest. 

As noticed from Fig. 9, the 
breaker crest height approaches 
that of a solitary wave, as 
increasing the breaker height, r)c = 
0J5HB. This indicates that the 
wave breaking on breakwater crest 
depends clearly on the trough 
depth of preceding wave and not 
on the still water depth above the 
crest, R. As a result, wave 
breaking on the crest is of a 
depth-limited wave, mainly 
controlled by the vertical 
asymmetry of incoming wave 
profile. Based on the results, the 
conditions under which waves 
break on the breakwater crest are 
examined by relationships between Hg/R and 6. In Fig. 10, solid circle and triangle 
marks represent the lowest wave height when breaking occurs on the crest. And open 

Fig. 10 Relation between H^JL0 and 
e for determining the bounds of wave 

breaking on breaker crest. 
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ones show the breaker height at top of the structure slope. Two conditions of wave 
breaking on the breakwater crest can be determined as follows; (1) the lowest breaker 
height at the shoreward limit of wave breaking is given by, 

H - 
-* = (-f )7 exp(2.7e-1.8) (6) 

Therefore, Eq. (6) refers to the condition that if breaker height computed from Eq. 
(3) is lower than that from Eq. (6), the wave passes across the breakwater without 
breaking. And (2) the breaker height at top of the seaward structure slope is 

HB      ,R 
6 

(-^)7 exp(1.2e-0.8) (7) 
A,        A> 

Visual analyses of the wave profile videos reveal that the breaker height 
changes exponentially with distance from top of the seaward breakwater crest, and 
that the shoreward limit of breaking position on the crest depends mostly on the 
breakwater porosity e. Equation (8) is derived from the results with respect to the 
shoreward distance, xm, from top of the structure slope to the bound beyond which 
wave breaking does not occur. 

^ = 0.5-0.75e (8) 
B 

Equation (8) indicates that the breaking position displaces toward the top of 
structural slope with increasing the breakwater porosity, this results in reduction of 
the return flow strength over the crest. The wave breaking on breakwater crest 
depends basically on the permeability rather than roughness of the crest surface. 

By taking account of Eqs. (6) and (7), an empirical equation (9) for estimating 
the position of wave breaking on the crest is determined: 

H       p -- 
- = - [ In { (-?) (—) 7 }-1.2e+0.8 ] (9) B      2L        VV 

This relation refers to as the breaking position index. 

Breaking Position or Depth in Zone II 
As pointed out by the previous experimental and numerical studies 

(Rojanakamthorn et al.,1990), we also found experimentally that wave breaking on 
the seaward structural slope of the breakwater can be described reasonably well by 
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a criterion, similar to Miche (1951) and Hamada (1951). Their criterion can be 
rewritten by using the dispersion relation of linear waves, as Eq. (10). 

H, 
-± = A'm tanh2 (kJiB) (10) 

, in which A;B and hB are the wave number and water depth at breaking. AJ is the 
coefficient determined from the continuity condition of breaker height at top of the 
seaward structure slope (the boundary between Zones II and III). Using Eq. (7), AJ 
is written as- 

A'm = [(—)7 exp(1.2e-0.8)] / tanh2 (^) (11) 

, in which kR is the wave number 
for the water depth above the 
crest. Figure 11 displays the 
range of the minimum and 
maximum values of AJ as a 
function of the porosity e, within 
the limits of the experiments. It is 
noticed from this figure that the 
value of A^ in case of e = 0 is 
almost the same to Miche's 
coefficient of /lm'=0.142 for a 
plane sloping beach. 

To confirm applicability 
of the breaker height index Eq. 
(10), Fig. 12 shows predicted and 
measured values of HJL0 as a 
function of KJiB. Equation (10) 
agrees with the measured breaker 
height on the seaward structure 
slope. 

Comparisons Between 
Measured and Calculated 
Breaker Height over the 
Breakwater 

In the two previous 
sections, the two additional 
breaker   indices,   Eqs.   (9)   and 

0.4 

0.3 

<! 0.2 

0.1 T(s)|   R/ll. Eq.(ll) 
0.8 I 0.25 

1.47)  0.14  |   

0 0.5 
8 

1 

Fig. 11 Relation between AJ' and e. 
0.1 

0.05 

Fig. 12 H-B/LQ as a function of kJiB, 
illustrating the validity of Eq. (10). 
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(10), have been developed for the breaking zones II and III in order to determine the 
breaking position. Consequently, substitution of Eq. (3) into Eqs. (9) and (10) yields 
the distance of breaking position for Zone III and the breaking depth for Zone II, 
respectively. 

Figures 13 and 14 are prepared to confirm this approach. Wave steepness 
HfJLo at incipient wave breaking over permeable submerged breakwater is shown as 
a function of the relative distance , x/B, from top of the structure slope. It is noticed 
that synthetic trends generated by Eqs. (9) and (10) follow observed data trends very 
well. Discrepancies between predicted and observed values appear to result from 
variability inhering in the wave breaking. 

HB/LO 

R/hs=0.25 
T=1.0s 

• 0.17 

* 0.25 

• 0.38   
A 0.50   

0.5 0 -0.5 
Breakwater Crest Structural Seaward Slope 

Fig. 13 Variation of H^LQ as a function of x/B. 

X/B 

R/hs=0.14 
T=0.8s 

Eq.< 

HB/LO 

0 0.17 
0 0.25 

p 0.38   
* 0.50   

Eq.dO) 

0.5 0 
Breakwater Crest 

-0.5 
Structural Seaward Slope 

X/B 

Fig. 14 Variation of HJL0 as a function of x/B. 
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CONCLUDING REMARKS 

A laboratory experiment was conducted to discuss and determine the 
conditions of incipient breaking over permeable submerged breakwaters. In this study, 
Breaking range of waves passing across the breakwater was divided into the three 
following zones; Zone I: on the offshore sloping beach, Zone II: on the seaward 
structure slope of the breakwater, and Zone III: on the breakwater crest. Height and 
position of the breaking wave were examined for each zone, and the breaker height 
and position indices were developed from measurements. 

Main findings are summarized as follows; 

(1) Permeability of the submerged breakwater plays an important role in reduction of 
the strength of return flow over the breakwater. The return flow changes the breaker 
height and breaking position as well as the breaker type. 
(2) The integrated parameter %3" of Hara et al. (1992) expresses remarkably well 
synthetic trends of observed data of the wave breaking over the breakwater. The 
parameter is versatile; it can be applied to cases of wave breaking over barred and 
reef beaches. 
(3) Breaker height and depth for Zone I are calculated from Goda's breaker index, Eq. 
(1), by changing value of the empirical constant to ,4=0.15. Breaker height index, Eq. 
(3), for Zones II and III is determined as a function of §s". 
(4) Additional indices, Eqs. (9) and (10), are developed to estimate the breaking 
position in Zone III and breaker depth in Zone II, respectively. 

In conclusion, the computation scheme of the breaker height and depth 
(position) on and around permeable submerged breakwaters is shown as follows; 

Zone I: On the offshore sloping beach, 
HB and h%, calculated from Eq. (1). 

Zone II: On the seaward structure slope of the breakwater, 

HB and hB, calculated from Eqs. (3) and (10). 

Zone III: On the breakwater crest, 
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Eq.O) > ^\mi) * Eq.{6) 

HB and xB, calculated from Eqs. (3) and (9). 

If wave height calculated from Eq. (3) is smaller than that given by Eq. (6), 
the wave will pass across the submerged breakwater without breaking. 
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CHAPTER 81 

WAVE FORCES ACTING ON A VORTEX EXCITED VIBRATING 
CYLINDER IN WAVES 

Kenjirou Hayashi , Futoshi Higaki , Koji Fujima^ 
Toshiyuki Sigemura4, M.ASCE and John R. Chaplin5, M.ASCE 

ABSTRACT 

An experimental investigations into the wave forces 
acting on the vortex-excited vibrating vertical circular 
cylinder in regular waves have been performed with 
emphasis being placed on the amplification of the wave 
forces caused by the fluid-structure interaction. The 
cylinder is vibrating only in the transverse, cross-flow, 
direction by means of the restriction of the vibration of 
the in-line direction. The results indicate that the 
existence of amplification of the lift forces acting on 
the vortex-excited vibrating cylinder in comparison with 
the stationary cylinder is a function of the ratio of 
wave frequency fw to the natural frequency of the cylin- 
der in water fnw and Keulegan-Carpenter number at still 
water level CKC. The in-line forces are also amplified in 
the range of CKC where large amplitude of oscillation in 
the transverse direction occurs. 

INTRODUCTION 

The wave forces acting on a small diameter offshore 
structure are usually resolved into two components. One, 
the inline force, acts in the direction of wave propaga- 
tion and the other , the lift force or transverse force, 
acts in the transverse direction of it. The predominant 
frequency of lift force caused by vortex shedding is a 
multiple of that of the inline force. Therefore, the 
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structure's dynamic response to the lift forces  "Vortex- 
excited vibration" must be considered more significantly. 

A great number of studies for the vortex-excited 
vibration of a circular cylinder in steady flow have been 
made. An important phenomenon of this vibration is that 
of "lock-in" between the frequency of the vortex shedding 
and the frequency of the vibrating cylinder. Under 
"lock-in" condition, large resonant vibration occurs and 
the lift forces acting on this vibrating cylinder are 
amplified by the fluid-structure interaction, Blevins 
(1977) . 

A similar phenomenon may occur under certain condi- 
tions if a flexible cylinder is placed in planar oscil- 
latory flow or in waves . However, this has not been 
sufficiently understood and relatively little work has 
been carried out into this interesting problem in hparm- 
nic flow and in waves. 

The results for the amplification of the forces 
acting on a vortex-excited vibrating cylinder in harmonic 
flows have been reported by Sarpkaya and Rajabi (1979), 
Hayashi et al.(1990) and Sumer et al.(1994). Sarpkaya and 
Rajabi(1979) show that at perfect resonance, the lift 
forces acting on a vortex-excited vibrating cylinder in 
plannar oscillating flow are amplified nearly two times 
compared to that of rigidly mounted cylinder. Hayashi et 
al.(1990) show that the lift and in-line forces acting 
on a vortex-excited cylinder vibrating only in cross flow 
direction being resonant with the second harmonic compo- 
nent of the lift are amplified in the ranges of Keule- 
gan-Carpenter number 4<KC<8 and 6<KC<16 respectively. The 
maximum increase in the lift force is about 200% at 
around KC = 6 and that in the in-line force is about 100% 
at around KC=8. Sumer et al.(1994) have studied the 
influence of KC, reduced velocity Vr, amplitude of cylin- 
der vibration and wall-proximity effect to the forces 
acting on a cylinder vibrating only in cross-flow direc- 
tion. Their results show that the increase in the drag 
coefficient is about 50-200% for around KC=10 and nearly 
negligible for the range 60<KC and the increase in lift 
force is up to 200%. 

The results for the amplification of the forces 
acting on a vortex-excited vibrating vertical cylinder in 
waves have been reported by Isaacson and Maull(1981), 
Zedan and Rajabi(1981), Angrilli and Cossalter(1982). 
They show that the increases of lift forces acting on a 
vortex-excited vertical cylinder are 70-290% for 
fw/fnw=l/2, CKC=10-12 and kd=l-3.9, 60% for fw/fnw=l/3, 
CKC=17.8, and kd=0.88, and 90% for fw/fnw=l/4, CKC=35.9, 
and kd = 0.62, where fw and fnw are the incident wave 
frequency and the natural frequency of cylinder in water, 
k is the wave number, and d is the mean water depth. 

Hayashi(1984) shows that the lift forces  acting on 
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a vortex-excited vibrating vertical cylinder in waves are 
amplified in the range of 5<CKC<15 for fw/fnw=l/2 and 
kd=1.83 and in the range of 18<CKC<30 for fw/fnw=l/3 and 
kd=1.01. Maull and Kaye(1988) shows similarly that when 
f /fnw is fixed at 1/2, the lift forces are amplified in 
the range of 5<CKC<12 for kd=1.32 and 1.73. 

The forces acting on a partial parts of a flexibly 
mounted vertical cylinder in waves have been measured by 
Bearman(1988) and Borthwick and Herbert(1988) . Force 
coefficients of in-line and lift forces from the flexi- 
bly mounted cylinder are found to be larger than those 
for the same cylinder but with a rigid mounting. 

In the present paper, experimental investigations 
into the wave forces acting on the vortex-excited vibrat- 
ing vertical cylinder in regular waves have been de- 
scribed with emphasis being placed on the amplification 
of the forces acting on the cylinder caused by the 
fluid-structure interaction. 

EXPERIMENTS 

Laboratory experiments 
were carried out in a wave 
flume 40m long, 0.8m wide, 
and lm deep. The general 
arrangement of the test 
cylinder is shown in Figure 
1. In order to give a high 
degree of rigidity to the 
test cylinder, both ends of 
it are connected to the core 
cylinder. The flange weights 
are attached to the core 
cylinder above the test 
cylinder to adjust the 
equivalent mass me of the 
test cylinder. 

The support plate is 
attached to the holder flag 
at the bottom end of the 
test cylinder. Both end in 
the inline direction of the 
support plate are pivoted on 
the floor of the flume to 
prevent vibration in the 
inline direction. The upper 
end of the core cylinder, 
above the water level, is 
mounted with springs only in 
the transverse direction. 
Each spring is connected to 
a strain-gauged steel canti- 
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Gauge 

"G3   1 

|             Spring 
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lever by wire. Two strain gauges were fixed on each 
cantilever to measure its bending moment produced by the 
force acting on the end of it through the springs and 
wires. Strain gauges were connected into a wheatstone 
bridge circuit in the bridge conditioner to produce the 
out put signal corresponding to the displacement of the 
top end of the core cylinder in the transverse direction. 

In order to obtain the relationship between the 
output voltage signals from the bridge circuit and the 
top end displacements of the core cylinder, known loads 
are applied horizontally to the top end of the core 
cylinder by weights hung over a pulley. 

Free vibration tests are performed in air and in 
still water. The damping factor, obtained from the loga- 
rithmic decrement, and the natural frequency of the test 
cylinder are measured by releasing its top end from an 
initial displacement and recording amplitude decay of the 
transient oscillation of the cylinder. The equivalent 
mass per unit length of the test cylinder in water, me, 
is calculated from the measurements of natural frequency 
and stiffness of test cylinder in still water, 
Hayashi(1984). Thus the value of me includes the mass of 
structure and the entrained fluid. 

Two kinds of experiments, Tests-A and Tests-B, are 
carried out. The experimental conditions in Tests-A are 
shown in Table 1. Where k(=27r/L, L=wave length) is the 
wave number , fna and fnw are the natural frequencies of 
the test cylinder in air and in water , h^a and h-(-w are 
damping factor of the cylinder in air and in water, p 
is the density of water, and £(=D2fw/v , v =kinematic 
viscosity of water) is the viscous-frequency parameter. 

The still water depth d is 40cm. The test cylinder, 
of outside diameter D=1.9cm and 73.7cm length,  is  at- 

Table 1  Experimental Conditions in Tests-A 

Case D 
(cm) 

d    fw 
(cm)  (Hz) 

fw/
fnw  kd     CKC 

(2n  .d/L) 
/3 

VI 1.9 40  1.07 1/2    1.92   5.2-26.4 386 
V2 1.9 40  0.7 1/3    1.03   5.6-38.0 253 
V3 1.9 40  0.53 1/4    0.73   4.5-35.1 191 

f 2.17Hz, f =2.12Hz 
hta= 
Mass 
Redu 

0.002,  htw 
ratio 

ced damping 

=0.005 
: me/(pwD

2)=14.9 
: Ks = 2me(2arhta/(pwD^)) = 0.37 

SI 1.9 40  1.07 1.92  5.5-25.5 386 
S2 1.9 40  0.70 1.03  2.8-39.9 253 
S3 1.9 40  0.53 0.73  2.1-36.4 191 



WAVE FORCES ON VORTEX EXCITED VIBRATING CYLINDER 1119 

tached to the support plate(25xl0x0.2cm) with the core 
cylinder of 0.9cm diameter and 78.5cm length. 

In Case V1-V3, the relationship between the vortex- 
excited vibration of the test cylinder and the Keulegan- 
Carpenter number at still water level CKC = Ums.T/D, is 
measured. Where Ums is the maximum horizontal water 
particle velocity at still water level and T is the wave 
period. In each of these Cases, the frequency ratio, 
fw/fnw, is fixed at around one value of the values of the 
resonance frequency ratios, fw/fnw=l/2, 1/3, and 1/4. 

In Case SI, S2, and S3, le base bending moment 
FLm(=the moments about the bottom of the test cylinder) 
due to the lift forces acting on the test cylinder rigid- 
ly mounted with strings replacing the springs in the 
transverse direction are measured in the similar waves 
used in the Case VI, Case V2 and Case V3. 

In Tests-B, in-line and transverse forces acting on 
a partial part of the test cylinder are measured by 
using a force sleeve supported by two components small 
load cell installed in the test cylinder as shown in 
Figure 2. The force sleeve of outside diameter D=3cm and 
3cm length is positioned 15.9 cm below still water level 
with water depth d=80cm. The test cylinder of outside 
diameter D=3cm and 98.5cm length is attached to the 
support plate(20x5x0.6cm) with the core cylinder of 1cm 
diameter and 104.6cm length. The conditions are shown in 
Table 2. The measurements are made for both cases of 
vortex-excited cylinder being resonant with the second to 
sixth harmonic components of lift forces( fw/fnw=l/2-l/6) 
and  rigidly mounted cylinder for comparison. 

Unit! c UniUn 

Fig. 2  Experimental Set-up (Force Sleeve and Load Cell) 
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Table 2  Experimental Conditions In Tests-B 

Case D d f f /f kd CKC /3 
(cm) (cm) (Hz) (2n  .d/L) 

LV2 3.0 80 0.85 1/2 2.41 6.0-20.6 655 
LV3 3.0 80 0.56 1/3 1.20 6.9-30.5 426 
LV4 3.0 80 0.42 1/4 0.90 4.4-29.7 342 
LV5 3.0 80 0.34 1/5 0.69 9.3-29.4 274 
LV6 3.0 80 0.28 1/6 0.56 5.2-40.7 228 

f 
hta= 
Mass 

1.79Hz, f 
0.0035, htw 
ratio, 

=1.69Hz 
=0.014 

: m„/( PwD2) = 8.34 
Redu ced damping : Ks = 2me(2n- hta/(pwD

2)) = 0.37 

MODEL FOR VIBRATION 

The definition sketch of the test cylinder, which 
illustrates the transverse response of the cylinder which 
Is rod pivoted on the bottom of flume and supported by 
spring in the transverse direction, is shown in Figure 3. 
The dynamic response of the cylinder to the lift forces 
may be described by using the equation of motion as 

Mmt-yh + cmt-yh + Krat-^h = FL: m' ---(1) 

where y^, yn and yn are the 
transverse displacement, 
velocity and acceleration of 
the cylinder at still water 
level, M, mt; Cmt and Kmt are 
the effe'ctive""mass ."'damp- 
ing  and stiffness of sys- 
tem.   M, mt includes   the      mass 
of   cylinder   and   added   mass 
in water. "mt includes the 
structural damping and fluid 
damping. Kmt Includes the 
stiffness due to the spring 
force, and the buoyancy and 
distributed weight when the 
cylinder is in a deflected 
position from the vertical. 
FLm is the bending moments 
around the pivot which is 
produced by the lift force 
acting on the cylinder. 

Mmt-yh' cmt-yh  and 
mt-yh  snow  the moments 

,, 

S|—AV^— ^AWr- f 
V 

yn 

J , 

S2S1 

*_ P      d 
, l z 

/[ •/Lm J ' " 

Fig. 3 Coordinate System 
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produced by the inertia forces, the damping forces and 
the stiffness of the structure respectively. Thus, Eq.(l) 
shows the equivalence of the moments taken about the 
pivot of the base, Hayashi(1984). FLm may be expressed in 
a series form as 

FLm = FLm(n)*sin[27r .n.fw.t (n)], (2) 

where FLm(n), n=l,2,3 , is the nth frequency component 
of FLm and <f> (n) is the phase lag. The amplitude Yh(n) of 
response vibration yh to FLm(n) may be given as the 
solution of Eq.(l) as 

Yh(n)=FLm(n)/Kmt*[{l-(n.fw/fnw)
2}2+(2htw.n.fw/fnw)

2] 1/2 

-(3) 

, where h^-w is the total damping factor of the cylinder 
in water and may be expressed as the sum of the structur- 
al damping factor hg and fluid damping factor hf, Hayashi 
and Chaplin (1991). 

RESULTS AND DISCUSSION FOR TESTS-A 

Figure 4 shows the decay of free oscillations yj, of 
the test cylinder in air and in water, which is used in 
the experiments of Tests-A. Figure 5 shows the variation 
of the damping factor hta^ in air  and htw-^ in still 
water, d=40cm,  with the non dimensional amplitude Y^/D. 
Whe r e Yh,- i s hi' the amplitude of i-th oscillation of the 

tai 

lhi 
cylinder y^   at  still water level.  The values of  h 
and h-(-w^ for each amplitude of Yj^/D are defined as 

1.0 

yh/D 

o 

-1.0 
1.0 

yh/D 

0 

-1.0 

a) in Air 

Fig. 4  Decay of Free Oscillation 



1122 COASTAL ENGINEERING 1994 

—                                                                          / 
tai A   htal   (in Air)                          / 

twi o htwl   (in Water)                / 
0.020 

/ 

0 / 
0.015 

°/ 

0.010 
S    h        =0.005 + 0. 01. (Yhl/D)2-15 

o   5/00 

0.005 

n 

ft   OQ-^CSI-^O 

I^^^Ji ,___   htwc = 0.0045 

" *hi/° u 1.5 

Fig. 5 Variation of Damping Factor with Yn/D 

h tai or htwi =l/(2^)*{ln(Yhl_2/Yhl+2)}/4, (4) 

*"-^   ^hi-2  anc* Yhi + 2 are tne amplitudes of the (i-2)th 
d (i+2)th periods respectively (see Figure 4). 

where Yi 
an 

The value of hta^, which shows the structural damp- 
ing factor, is nearly independent of the value of Yj^/D. 
The constant value of hta=0.002 is written in Table 1. On 
the other hand, the value of h^w^ , which is composed of 
structural damping and fluid damping, is independent of 
amplitude effect only for low values of Ynl/D and it 
becomes amplitude dependent at higher value of Yni/D 
owing to the characteristics of the fluid damping. The 
constant value of h^-w^, Yj1^/D<0.3, is nearly correspond- 
ing to the theoretical value of htwc=0.0045 which is 
derived from the Stokes's theory, Stokes (1851), for the 
forces on a cylindrical pendulum bobs oscillating at low 
KC number, Hayashi and Chaplin (1991). The increase of 
litwi in YUJ/D>0.3 may be due to the appearance of 
vortex-sheadings. The variation of the htwi with Yhi/D is 
approximated by the regression equation as 

h twl = 0.005 + 0.01*(Ynl/D) 2.15 ---(5) 

The variation of Yvj„(n)/D and Ync(n)/D, n=2,3,4 are 
shown in Figure 6 (a),(b),(c)  where Ynm(n) is the Fouri- 
er amplitude of measured displacement yj, and Ync(n) is a 
calculated value  obtained by substituting the measured 
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moments PL„(n) acting 
on the rigidly mounted 
cylinder Into Eq.(3). 
Here FLm(n), n=l-4, Is 
the first four harmon- 
ics of FL  , which are 
measured for the three 
values of k d =1.9 2, 
1.03 and 0.73 In Case 
SI,  S2  and  S3.  In 
calculation, Eq.(3) Is 
coupled to Eq.(5) by 
means of Yh(n)=Y^=Yhl. 

The measured re- 
sponse Yhm(n), n=l, 
2,3,  Is  above  the 
predicted  response 
Yhc(n) In the range of 
8<CKC<15 for the case 
of fw/f  =1/2, In the 
range of 12<CKC<23 for 
the case of fw/fnw = 
1/3, and 25<CKC for 
the case of fw/fnw=l/4 
respectively.  These 
phenomena may be due 
to the amplification 
of the lift  acting on 
the    vortex-excited 
vibrating  cylinder 
caused by the fluid- 
structure interaction. 
Similar phenomena are 
obtained by Maull and 
Kaye (1988) for the 
case of kd = 1.73 and 
1.32. 

05 
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Fig.   6     Yhm(n)   and Yh„(n) he* 

RESULTS AND DISCUSSION FOR TESTS-B 

The traces for free decay of oscillations yh and of 
the forces dFY in air and In water are shown in Figure 7 
(a) and (b), where dFy is the transverse, Y-direction, 
forces acting on the unit length of the force sleeve! 
which is measured by the load cell in the test cylinder 
used in Tests-B. The relationship between these dFY and 
yh/D are shown in Figure 7 (c). From this figure, dFY in 
air and in water may be expressed as 

dFY](in air) = dF Yla =msa*d yh/dt  =2.37*yh/D, 
2 _. 

dFYj(in water)=dFYIw  =msw*d^yh/dt2   =5.17*yn/D, 

---(6) 

---(7) 
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where   dF Yla. and   dFYIW 
forces 

J' with 
dFya. 
time 

are inertia 
acting on the unit 
length of force sleeve 
in air and in water, 
and     m„„   and   m„w   are 

J JSa SW •   4- reduced mass per unit 
length of the force 
sleeve in air and in 
water. 

The  variations  of 
n ,   yh/D,    dF 
dFYw, dF^ 
for both cases of 
vortex-excited cylin- 
der and rigidly mount- 
ed cylinder for com- 
parison for the case 
of fw/fnw=l/2, CKC=12, 
kd=2.41 are shown in 
Figure 8 (a),(b) and 
(c) . Here ri is the 
water surface eleva- 
tion. The Keulegan- 
Carpenter number at 
the level of force 
sleeve, 16cm below the 
still   water   level    is 
LKC = 7.5. dFx and dFy 
are in-line and lift 
force acting on the 
unit  length  of  force 

dFY/io 
(gf/cm) 

yh/D 0.3 

dFY/lO 
(gf/cm) 

dFY 
(gf/cm) 

Fig. Decay Free Lation 

t(sec) 

(A)   Vibrating Cylinder (B)   Rigid  Cylinder 

Fig.   8        n ,   yn/D,   dFY,   dFYa,   dFyw,   dFx versus   time 
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sleeve, which are measured  by the two components small 
load cell. 

dF Ya 

dF Yw 

dFYa and dFYw are defined as 

dFY - dFYIa = dFY - 2.37.yh/D, 

dFY - dFYIw = dFY - 5.17.yh/D. 

•--(8) 

— (9) 

•Ya   may 
the   inertia 
the 
the 
and 
per 

dFYa shows the 
transverse fluid force 
acting on the unit length 
of the force sleeve. 
dFVo may be composed of 

force due to 
added mass of water, 
fluid damping force 
the loading force 
unit length of force 

sleeve. Thus dFYw shows 
the transverse force 
which is composed of the 
damping and the loading 
force per unit length of 
force sleeve in water. 
When the test cylinder 
is vibrating in resonance 
condition, fw/fnw = 1/2, 
1/3, 1/4, 1/5, 1/6, dFYIa 
and dFYjw may be estimat- 
ed by using Eq.(6) and 
Eq.(7). 

dFj£ shows the in- 
line fluid force acting 
on a unit length of force 
sleeve in water because 
the vibration of the in- 
line direction is re- 
stricted . 

We   can   recognize 
that   the  forces   dFx, 
and   dFYw   acting   on 

dFYa 
the 

• Isaacson and Mall 
[fw/fnw=l/2  Ks=3.54] 

• Zedan and Rajabi 
[fw/fnw=l/2  Ks=0.83] 

•Anglilli and Cossalter 
[fw/fnw=l/2 Ks=0.98] 
[fw/fnw=l/3     Ks=0.98] 
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Fig. 9   Amplification versus CKC for fw/fnw=l/2 
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vibrating cylinder are large compare to the forces dFx 

and dFy acting on the rigidly mounted cylinder. 
Fig. 9 (a)-(e) show the variation of the non-dimen- 

sional cylinder vibration (Yn/D), wave forces (dFy, dFy), 
and amplification factor (Mx, My) with CKC for the case 
of fw/fnw=l/2. Here Yh(max) 

anc* Yn(rms) are the maximum 
half-amplitude and the root mean square value of the 
cylinder displacement yn at still water level. VFX, VFya 
and VFyw are the root mean square values of in-line and 
transverse forces, dFx, dFya and dFyw, acting on the 
force sleeve of vibrating cylinder. RFX RFya and RFYw 

are the root mean square values of those of the rigidly 
mounted cylinder. The amplification factors Mx, MYa and 
Myw are defined as 

MX = VFX /RFX 

%a = VFYa/RFY 

MYw = VFYw/RFy 

---(10) 

---(11) 

---(12) 

Figure 9 (d) and (e) shows that Mx increases with 
increasing Yn/D and MYa is little affected with increas- 
ing Yu/D. Mya is large in the range of 6<CKC<13 where 
Yn/D increases rapidly with increasing CKC. This range of 
CKC, where the amplification of lift force is large, is 
nearly consistent with the results obtained for 
fw/fnw=l/2 in Tests-A, see Figure 6 (a). The amplifica- 
tion factor My obtained by Isaacson and Maull(1981), 
Zedan and Rajabi(1981), and Anglilli and Cossalter(1982) 
for the case of fw/fnw=l/2 are plotted in Figure 9 (e) 
only for reference. It should be noted that their results 
are obtained for the total lift forces acting on the 
vertical cylinder in waves. 

The variations of the cylinder vibration Yn/D and 
the amplification factors with CKC for fw/fnW= l/

3> 1/4, 
and 1/6 are shown in Figure 10 (A) , (B) and (C) respec- 
tively. We can also recognize that Mx increases with in- 
creasing Yn/D , which is nearly consistent with the 
results obtained in the case of steady flow, Griffin et 
al.(1975) and Sumer et al. (1994), and MYa is a little 
affected with increasing Yn/D. MYa is a function of 
f /fnw and CKC. The amplification factor My obtained for 
the total lift acting on the vertical cylinder by 
Anglilli and Cossalter (1982) for the case of fw/fnw=l/3 
is also plotted in Figure 11. 

The value of Myw is bigger than 1 in the range of 
6<CKC<13 for f„,/fnw=l/2. On the other hand , it is less 
than 1 for fw/fnw=l/3, 1/4 and 1/6. We need more consid- 
eration to the characteristics of Myw. 
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CONCLUSIONS 

The main conclusions obtained in this study are 
summarized as follows: 

1). The existence of the amplification of lift force 
acting on the vortex-excited vibrating cylinder in com- 
parison with the rigidly mounted cylinder is a function 
of the ratio of wave frequency fw to the natural frequen- 
cy fnw of the cylinder in water and Keulegan-Carpenter 
number at still water level. When fw/fnw is fixed at 
about 2, large amplitude of transverse, cross-flow, 
vibration Yjj/D of cylinder occurs in the wide range of 
CKC, but the amplification of lift occurs only in the 
range of 6<CKC<13. 

2). The in-line force acting on the partial part of 
the vortex-excited vibrating cylinder is amplified 
with increase of cross-flow vibration Y^/D. 
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CHAPTER 82 

Overtopping of sea walls under random waves 

D M HERBERT1, N W H ALLSOP1 and M W OWEN2 

Abstract 

Over the last fifteen years a long running research programme has been 
undertaken at HR Wallingford to investigate the overtopping discharge 
performance of a wide range of sea walls.  The research, which is funded by the 
Ministry of Agriculture, Fisheries and Food, is principally aimed at deriving 
methods to enable design engineers to determine the overtopping performance of 
a particular sea wall cross-section under a range of wave and water level 
conditions.  The studies have generally used random wave physical model tests in 
order to collect data which can then be employed to derive empirical equations 
that describe the level of overtopping discharge. 

1 Introduction 

This paper describes recent research work at HR Wallingford, based on the results 
of physical model tests, aimed at quantifying the overtopping performance of 
recurved and vertical sea walls.  The work is a continuation of a large research 
programme which has resulted in the derivation of empirical methods for 
assessing overtopping discharges on embankment sea walls. 

2 Summary of previous work 

Considerable stretches of the United Kingdom (UK) coastline are protected by a 
simple earth embankment, consisting of a sloping seaward face, a horizontal crest 
just a few metres wide and possibly a rear slope.  These embankments are 

1 Coastal Group, HR Wallingford, Wallingford, OX10 8BA, UK 

2 Llanfair Caereinion, Welshpool, Powys, SY21 ODS, UK 
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particularly frequent in rural areas, where the seaward face is often protected 
either by grass or pitched stone.  In the late 1970's the then Hydraulics Research 
Station carried out an extensive research programme to determine the overtopping 
discharge behaviour of embankment type sea walls, culminating in the production 
of design guidelines (Owen, 1984). 

The design method established for embankment sea walls is based on a 
dimensionless discharge parameter, Q», and a dimensionless freeboard, R„.  These 
two parameters are defined below:- 

Q. = Q/(TmgHs) (1) 

where Q is the mean discharge overtopping the crest of the sea wall, 
Tra is the mean wave period, 
Hs is the significant wave height, 
g is acceleration due to gravity 
and Rc is the sea wall freeboard (the height of the sea wall crest above still water 
level). 

The dimensionless parameters are connected by the following exponential 
equation:- 

Q, = A exp (-BR./r) (3) 

where r is a roughness coefficient 
and A and B are empirically derived coefficients dependent upon the structure 
slope. 

Typical values of these empirical coefficients vary from A=0.00794 and B=20.12 
for a 1:1 slope to A=0.025 and B=65.2 for a 1:5 slope.  Recommended values of 
the roughness coefficient vary from r = 1.0 for smooth impermeable slopes, r = 
0.85-0.9 for turf, r = 0.8 for one layer of stone rubble on an impermeable base 
and r = 0.5-0.6 for two or more layers of rubble. 

Further work on bermed sea walls (Owen, 1984) showed that equations (1) - (3) 
could also be applied to these type of structures by modifying the empirical 
coefficients A and B.  This work illustrated that, in general, the most effective 
berm for reducing overtopping is located at or close to still water level. 

Wave basin tests using long crested waves (Owen, 1984) indicated that 
overtopping can increase for angles of approach up to 30° off normal with the 
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worst overtopping occurring at about 15° off normal.  Under short crested seas 
(CIRIA, 1991) the overtopping discharge remains roughly constant for wave 
directions between 0° and 30° off normal before tailing off at larger angles. 

Allsop and Bradbury (1988) completed model tests in which measurements were 
made of the overtopping discharge for vertically faced crown walls mounted on 
top of rock revetments or breakwaters.  A change to the relationship given by 
Owen (1984) was suggested with the introduction of a new dimensionless 
freeboard parameter, F,, defined as follows:- 

F, = Rc
2/ (Hs

2 g TJ (4) 

The equation connecting the dimensionless discharge and freeboard was also 
modified:- 

Q. = A F.B (5) 

where A and B are coefficients dependent upon the geometry of the structure 
cross-section. 

3 Recurved Walls 

In many urban areas the traditional embankment type sea wall frequently 
incorporates a wave return wall at its crest.  This wall can be located either at the 
top of the seaward slope, or else it can be sited a few metres back allowing the 
crest berm to be used as a promenade.  A series of physical model tests were 
subsequently undertaken to measure the overtopping discharges of a range of 
recurved wave return walls for different sea wall slopes, water levels and wave 
conditions (Owen and Steele, 1991). 

The model tests were carried out in a wave flume at a nominal geometric scale of 
1:15.  Smooth impermeable sea wall slopes of 1:2 and 1:4 were tested under a 
range of wave and water level conditions but always with a constant sea steepness 
(based on the mean deep water wave length) of s=0.045.  Although wave return 
walls with a very wide range of profiles have been constructed at different 
locations around the UK coastline, only the basic profile originally suggested by 
Berkeley - Thorne and Roberts (1981) was used in this study.  However, the 
distance between the top of the seaward slope and the foot of the wave recurve 
was varied throughout testing.  Figure 1 illustrates the general configuration of 
the model tests. 

Two options were investigated as a means of defining the effectiveness of wave 
return walls.  The two alternative definitions were: 

the ratio of the measured overtopping discharge to the discharge which 
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would have occurred if the return wall had been removed, and the seaward 
slope had been extended up to the same elevation as the top of the return 
wall. 

the ratio of the measured overtopping discharge to the discharge which 
would have occurred if the return wall had been absent. 

The second definition was the most appropriate as it appeared to be a much more 
direct indicator of the performance of the return wall.  During the course of the 
analysis it became clear that one factor governing the effectiveness of the return 
wall was the height of the wall relative to its position above the still water line. 
Accordingly the dimensionless height of the wave return wall was defined as:- 

W. = Wh/Rc (6) 

where Wh is the height of the wave return wall from its base to its top 
and Rc is the freeboard between the top of the seaward slope (which is at an 
identical elevation to the base of the return wall) and the still water line. 

Using the above definition of the effectiveness of the wave return wall, it is 
necessary to know the overtopping discharge which would have resulted during 
the tests if the wave return wall had been absent, for identical wave conditions, 
water levels and sea wall geometry.  Measurements of these discharges were not 
made specifically for this study but used the results of the earlier research 
programme (Owen, 1984). 

SWL 

Wove conditions 
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Wave overtopping 
0 

_-'- \            won 
/                    Jib.          height 

/                    /               Freeboard of 
/                      [              top of sea wall 

J              v            Rc 
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recurve 

_/ Crest width 
C 

^ 1 

S             m 

yf Sloping 
y^      sea wall 

Figure 1 Definition of parameters, recurve wall 
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Figure 2 Recurve wall results, 1:2 slope, Om crest width 

For each test in the present study, the overtopping discharge to be expected 
without the wave return wall was calculated using equations (1) - (3).   The 
measured discharge overtopping the wave return wall, expressed in dimensionless 
terms as Q«w, could then be compared with the dimensionless discharge at the 
crest of the sea wall, Q», (ie the recurve has been removed) to give the discharge 
factor, Df.  Thus:- 

Q.w = QJ (Tm g Hs) (7) 

Df = Q.w / Q. (8) 

where Qw is the mean discharge overtopping the wave recurve. 

In selecting a method of presenting the data, consideration was given to the way 
in which a designer could use the information.  Figure 2 shows the form of 
presentation which was finally selected, in this case for a sea wall with a 1:2 
slope and with the wave return wall placed directly at the top of the slope (ie the 
crest width, Cw = 0).  In this graph the abscissa is the dimensionless crest berm 
freeboard, R„ as defined in equation (2), which can be calculated from the actual 
freeboard and the wave height and period.  Each line on the graph represents a 
constant value of the dimensionless wave return wall height, W», which can be 
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determined from the wall height and the actual freeboard.   Knowing the values of 
R, and W. allows a discharge factor Df, to be established from Figure 2.  Use of 
equation (3) to calculate the dimensionless discharge at the crest of the sea wall, 
Q„ then enables Q.w to be determined from equation (8).   The mean discharge 
overtopping the wave recurve, Qw, may be determined from equation (7). 

The method outlined above allows the overtopping discharge of a sea wall with a 
recurve wall to be estimated provided that the crest width and sea wall slope are 
equal to one of those combinations tested.  However, a single design graph would 
be preferable, together with some means of estimating the overtopping discharge 
for conditions not specifically tested.  Given the scatter of results in Figure 2, and 
the fact that fewer than the ideal number of tests were completed for each 
structure cross-section, it was decided to investigate whether a standard slope 
could be fitted to all lines having the same dimensionless wall height. 

All of the individual graphs were overlain and, using the 1:2 slope with a zero 
crest width as the baseline, the data sets displaced in the horizontal direction. 
With the appropriate displacements the individual W» data sets tended to collapse 
on to a straight line.  An iterative procedure was used to find the displacements 
which, using the method of least squares to find the line of best fit, gave the 
highest overall coefficient of correlation for all the data sets.  This overall 
coefficient of correlation was taken as the average of all the coefficients of 
correlation of all the data sets for different dimensionless wall heights. 

The result of the analysis described above was a single design graph which is 
illustrated in Figure 3.  In this figure the abscissa is the dimensionless adjusted 
crest berm freeboard, X„ which is defined as follows:- 

X, = R. Af (9) 

where Af is an adjustment factor dependent on the structure cross-section. 

Hence R, may be calculated from equation (2), whilst typical adjustment factors 
are given in Table 1.  Thus a discharge factor can be obtained from Figure 3 and 
the overtopping discharge calculated as before (see equations (1), (7), and (8)). 

The results of the model tests showed that recurved wave return walls can have a 
very dramatic effect on the overtopping discharges of sea walls.  For some test 
conditions the discharge was reduced by almost three orders of magnitude 
compared to the expected situation without the return wall.  Although some 
reduction would be obtained by simply raising the basic sea wall by the same 
amount as the height of the return wall, calculations indicated that only one order 
of magnitude reduction in overtopping could be expected.  This point is well 
illustrated in Figure 4.  For either a 1:2 or a 1:4 sea wall, the figure shows a plot 
of the overtopping discharge against the total height of the sea wall, for a 
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Sea wall slope Crest width, Cw 

Wh/R^a WVR^/2 

Adjustment Adjustment 
factor, Af factor, Af 

1:2 0 1.00 1.00 
1:2 4 1.07 1.34 
1:2 8 1.10 1.38 
1:4 0 1.27 1.27 
1:4 4 1.22 1.53 
1:4 8 1.33 1.67 

Table 1 Adjustment factors 
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Figure 4 Effect of raising the crest 

particular wave condition and water level.  Starting from a crest elevation of 1,0m 
with no wave return wall, the solid lines show the reduction in discharge which is 
obtained by adding a return wall of gradually increasing height.  The broken line 
shows the reduction obtained by raising the crest height, without any wave return. 
For a given total height of sea wall, the incorporation of a wave return wall 
greatly reduces the overtopping discharge compared to simply raising the crest. 

The analysis outlined above was also applied to the data obtained by Allsop and 
Bradbury (1988) who measured the discharges overtopping a rock armoured slope 
topped with a crown wall.  In all cases these tests were carried out for a seaward 
slope of 1:2 and a crest width equivalent to two rock diameters.   The crown wall 
had a significantly less efficient profile than that proposed by Berkeley-Thorn and 
Roberts (1981) as used in the other recurved wall tests. 
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The results, which are illustrated in Figure 5, showed considerably more scatter 
than for the smooth impermeable slopes.  This was thought to be due to the 
different degrees of energy absorption on the slope and of drainage into the crest 
for different wave and water level conditions.  Also shown in Figure 5 are the 
discharge factors for the equivalent smooth impermeable slope with a crest width 
of Cw = 4.0 metres.  The discharge factors for a return wall mounted on top of a 
rock slope are very much better (lower) than for a smooth slope despite the less 
effective recurve.  The reduction in discharge factor must therefore be due to the 
effects of the rock slope. 

Lines o constont W* 

2- 1. 1        '   " 
• 7 .+ 

0.1   ; 

'     D         O 

•l)i 
2    • 
T 

- .  + 
. • 

v\ 

- 
•     \ 

\ 0.584 

0.01   : X \ 

: 

\   1-545 

0.001   : 

\ 

\° 

0.0001   : 
..      U f._ 

0.02 004 
Dimensionless Crest Berm Freeboard R* 

Figure 5 Rock slope compared with 1:2 slope with recurve, 4m crest width 

The probable explanation for the lower discharge factors on the rock slope is as 
follows.  As the wave runs up the slope and on to the crest, its forward progress 
is arrested by the return wall, increasing the depth of water on the crest.  For an 
impermeable slope the remainder of the wave run-up to some extent rides over 
this cushion of water and a fraction overtops the wave return wall.   On a 
permeable slope water reaching the return wall is able to drain away through the 
armour layer thereby limiting the depth of water at the crest.  Hence wave run-up 
finds it more difficult to overtop a wave return wall on permeable than an 
impermeable slope. 

Recent work has concentrated on assessing the efficiency of recurve walls under 
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oblique wave attack.  Physical model tests have been completed, at a scale of 
1:25, using both short and long crested random waves with angles of wave attack 
ranging from 15' to 45' off normal.  The preliminary analysis of the oblique 
data appears to indicate that discharge factors are larger, and hence the recurve is 
not as efficient, when compared to normal wave attack. 

4 Vertical walls 

Vertical or near vertical sea walls are common in urban areas and are often sited 
behind shingle or sandy beaches. Work detailing the overtopping performance of 
vertical walls had previously been completed by Goda (1975). Goda investigated 
approach slopes of 1:10 and 1:30 and offshore sea steepness of som = 0.012, 0.017 
and 0.036. These conditions were considered to be unrepresentative of conditions 
around the UK coastline where the steepness of storm waves is greater and the 
bathymetry of approach is generally shallower. 

Wave overtoppinc 
Q 

Offshore                                    /                    / 
Wove conditions                            /                       ( 

Hso  Tm                                    /                         I 

. Freeboard  of 
top  of sea wall 

^7                                                       y                    v 

• • "                          Beach slope 

Water depth 
ot toe 

h 

Figure 6 Definition of parameters, vertical wall 

A series of physical model tests was therefore undertaken with the aim of 
confirming and extending the work of Goda so that it was more applicable to UK 
coasts (Herbert, 1993).  Consequently three approach bathymetries of 1:10, 1:30 
and 1:100 were used in the model with offshore sea steepness ranging from 0.017 
- 0.060.  Other parameters that were varied included the offshore wave height, the 
water depth at the toe of the sea wall and the freeboard of the wall.  These 
parameters, which are illustrated in Figure 6, were varied to ensure that the model 
tests were completed in the zone of interest identified by Goda. 
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2.0 3.0      4.0    5.0 

Model  tests 
Goda 

Figure 7 Vertical wall discharges, 1:30 slope, som = 0.036 

The model data gave good agreement with the work of Goda.  This is illustrated 
in Figure 7 where a dimensionless discharge, Q#, is plotted against a 
dimensionless water depth, h/HS0, where:- 

Q* = Q/(2gH3
S0f (10) 

Hso is the offshore significant wave height 
and h is the water depth at the toe of the structure. 

Lines of constant values of the dimensionless freeboard, RJHS0, are illustrated on 
the graph where R,. is the height of the crest above still water level. 
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For a given dimensionless freeboard, maximum overtopping discharges occurred 
when 1.4 < h/H,,,, < 2.0.  These conditions correspond to waves breaking 
immediately seaward of the structure toe.  The breaking waves often pass directly 
over the crest of the seawall.  For h/HS0 <1.4 waves break before they reach the 
vertical wall.  A considerable amount of energy is dissipated during breaking and 
hence overtopping is reduced.  If h/HS0 «1.4 the waves break farther offshore 
and overtopping is further reduced.  Conversely, for h/HS0 > 2.0, waves are 
unbroken when they reach the structure and this also leads to a reduction in peak 
overtopping discharge.  As waves travel into shallower water they steepen before 
breaking.  When the water depth at the structure is large relative to Hs0 little or 
no shoaling occurs and overtopping is commensurately lower.  For unbroken 
waves, as the h/HS0 ratio increases the level of shoaling, and hence overtopping, is 
reduced.  Eventually the effect of water depth at the structure and bed slope will 
become insignificant and overtopping will be a function of wave height and 
freeboard only.  Therefore, for large vales of h/HS0, overtopping discharges will 
approach a constant value for a given dimensionless freeboard, R</Hso. 

5 Further work 

A fieldwork deployment, designed to measure overtopping discharges at prototype 
sites, has been completed on the North Wales coast.  This work is being analysed 
and compared with results from physical model tests.  Furthermore measured 
discharges are being compared with present guidance on allowable overtopping 
with particular reference to vehicular and pedestrian safety. 

Work is presently being undertaken to assess the performance of a wide range of 
sea wall cross-sections under oblique wave attack.  The structure cross-sections, 
which are being physical model tested using both long and short crested waves, 
include simply sloping sea walls with and without recurved walls, bermed sea 
walls and vertical walls. 

A design manual is being planned which will describe and detail the overtopping 
performance of sea walls and the standards to which they should be designed.  It 
is anticipated that draft copies of this manual will be available in the latter part of 
1995. 
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CHAPTER 83 

Stability of High-specific Gravity Armor Blocks 

Masahiro Ito1, Yuichi Iwagaki1, Hiroshi Murakami2 

Kenji Nemoto3, Masato Yamamoto3 and Minoru Hanzawa3 

Abstract 

The stability coefficient of the well-known the Hudson formula, KD, has been 
established by many laboratory tests for various types of armor blocks with a range 
of specific gravity 2.16-2.47 representative of normal concrete. Design manuals for 
coastal structures do not describe the adoption of high-specific gravity armor 
blocks for use in field construction. To examine the effect of specific gravity on 
stability of Tetrapods, then a laboratory test was conducted by using Tetrapod 
models of different weights which are composed of five values of specific gravities. 
Temporal changes of damage ratio arranged test conditions that satisfy the Hudson 
formula do not coincide among each other, depending on wave period and specific 
gravity. The effect of the specific gravity on their stability is discussed. As a result, 
it is found that the relationship between the stability and the specific gravity is 
considerably affected by the surf similarity parameter and Reynolds number. 

Introduction 

The stable weight of armor units which are used in the cover layer of groins, 
breakwaters and wave absorbing works is evaluated by the Hudson formula (1959). 
The Hudson's stability coefficient of armor blocks made from a normal concrete 
with specific gravity of about 2.30, such as Tetrapod and Dolos, have been 
determined on the basis of laboratory tests. These tests have been performed using 
a wide range of experimental conditions for wave height, wave period, and structure 
slope, using regular waves. As for the use of the armor blocks on beaches and coast 
lines, there arc the following problems and needs: 

Professor, Department of Civil Engineering, Meijo University, Shiogamaguchi 1-501, Tempaku-ku, 
Nagoya 468, JAPAN. 

2 Doctor Course, Department of Civil Engineering, Meijo University. 
3 Nippon Tetrapod Co. Ltd. 
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armor blocks, that is to say, the maximum weight of Tetrapod as a armor 
block is 784 kN (80 tf) at the present time, but this weight becomes unstable 
for wave heights over 9 m for seaward slopes of 1 on 4/3 of typical 
breakwaters. 

(2) When large scale construction equipment such as floating cranes or derrick 
barges are difficult to move the place such a far detached-island, then small 
size and more stable armor blocks have to be used. 

(3) Construction site with limited storage space for armor blocks. 
(4) Armor blocks in a corner or head of breakwaters, groins or wave absorbing 

works receive the complex wave action due to the combined wave-flow 
induced due to waves. Then, thus parts a weak point in armor blocks and are 
easily broken. 

(5) To hold the natural beauty of beaches, coastlines, and harbors, smaller and 
stable armor blocks are required. 

For these problems and needs, high-specific gravity armor blocks are considered 
more suitable. These armor blocks are smaller than the same weight units made 
from normal concrete. They are more stable against waves. Also it is possible to 
reduce structure size by using these armor blocks. 

A manufacturing method for producing high specific gravity armor blocks is 
made possible by mixing a heavy stone, or crushed or grained iron ore such as 
pyrite into the concrete. The "heavy stone" concrete reaches specific gravity of 
about 2.7-2.8. In the iron ore concrete mixture, the specific gravity becomes greater 
than 3.0. Such high-specific gravity armor blocks have been already put to a 
practical use in Japan. 

Previous investigation of the high-specific gravity armor blocks, Zwamborn 
(1978) discussed the effect of specific gravity as the ratio of armor unit volume to 
wave height based on the past laboratory data that had been performed using 
rubble- stones of different specific gravity by Kydland and Sodefjed, and dolosse 
of different specific gravity by Gravesen and S(j)rensen. Zwanborn reported that by 
rearranging some test data with dolosse of different specific gravities (2.4, 2.75 and 
3.05), the dimensionless wave height, (V/H3)cot6, based on block volume, V, wave 
height, H, and slope angle of armor layer, 8, is proportional to the specific gravity 
in water to -3.0, -3.0 and -4.0 power for 1, 2, and 5 per cent damage, respectively. 
But in the Hudson formula, its exponent value is constant (-3rd power) and well 
accepted. The authors (1992a, 1992b, 1994) have been carrying out the laboratory 
study using Tetrapod models of various sizes and specific gravities in order to 
investigate the effect of specific gravity on the stability for waves. On the basis of 
the tests results, this paper discusses the effect of specific gravity, surf similarity 
parameter, and Reynolds number as a function of the block-size and wave 
characteristic. Recently, Takeda et al. (1993) discussed the relationship between 
stability and specific gravity, based on the laboratory tests using high-specific 
gravity armor blocks. He pointed out that the wave period considerably affects the 
stability-specific gravity relationship. 
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Thus, investigations on the stability of high-specific gravity armor blocks 
have been not insufficient up until the present time. Design manuals for coastal 
structures do not describe the adoption of high-specific gravity armor blocks for 
use in field construction. The effect of the specific gravity on armor unit stability, 
therefore, must be further investigated. 

Advantages of high-specific gravity armor blocks 

The effect of the specific gravity on the resistance against wave action is 
possible to be calculated using the Hudson formula. Assuming that the Hudson's 
stability coefficient KD is a constant for Tetrapod (8.3), the slope angle of armored 
structure is a constant, the unit weight of normal concrete wc is 22.54 kN/m3 (2.3 
tf/m3), and the unit weight of water wc is 9.8 kN/m3 (1 tf/m3), then, we can obtain 
the ratio of the design wave height for high-specific gravity armor block, H/Hc to 
the change of the relative specific gravity against the normal concrete, Sr (=w/ww), 
from the Hudson formula assuming that both blocks are the same size (lB=const.). 
Where wr, wcand ww are the unit weight of any specific gravity armor units, normal 
concrete, and water, respectively. The effect of St on H/Hc, the resistance against 
wave action is shown with a solid curve in Fig. 1. The results show the relative 
block weight W/Wc of high-specific gravity to normal concrete, which is also 
shown with a broken line curve in Fig. 1. Here H and Hc are the design wave 
height of any specific gravity and normal concrete, respectively. It can be seen from 
this figure that H in the armor blocks of specific gravity Sr=3.0 is possible to resist 
about 1.5 times wave height, Hc, for the normal concrete of the same size. 
However, this finding holds only when KD-values are the constant though the 
specific gravity ranges. 

Laboratory test 

To examine the effect of 
specific gravity on stability of 
Tetrapod, models of different weight 
were used, composed of five 
different values of specific gravities 
(1.82, 2.30, 2.77, 3.40, 4.27). A total 
of 21 different Tetrapod models 
were used. The range of Tetrapod 
models used varied between a 
vertical height of 1B=3.29~16.6 cm 
and a weight of W=0.27~22.85 N 
(27.7-2329.6 gf). The sizes and 
weights of Tetrapod models used in 
the laboratory tests are listed in 
Table 1. Model weights on each row 
(A, B, C, D, and E) within this table 
are obtained for each specific gravity 

sr/src 
10 

H/H0 

W/Wc 

0.1 

: I   I l     I     l     l     l     l     l     I     I     |   . 

- 
H/Hs_—= 

- ^^-——          -* 
^^~~""~   w /wc 

J-/^ ; 
Kp: const     ; 

- I B: const 
- Src=2.3t/m3  - 

I    !     I i    i    i    I   i    i    i   i   I    i   ,    i 
2 3 4 

Specific gravity of armor unit Sr 

Fig. 1.  Effect of specific gravity on 
stability of armor blocks for waves 



1146 COASTAL ENGINEERING 1994 

Table 1. Specific gravities, sizes and weights of Tetrapod models 

Marks 

of 

model 

Class Nos. 

of specific 

gravi ty 
" 4 3 2 1 

Design 

tfave height 

at I?o-damege 

W./Kw 1.82 2.30 2.77 3.40 4.27 H(cni) 

A 
S .    (cm) 7. 16 4.52 3.29 

8.6 
W     Csf) 186.4 58.9 27.7 

B 
! •    (cm) 9.04 5.68 4.14 

10.8 
W     (gf) 372.7 117.8 55.4 

C 
(! »    (cm) 12.24 7.72 5.68 4. 14 3.08 

14.7 
W     (gf) 931.8 294.4 141.8 68.0 34.2 

D 
1! .    (cm) 16.62 10.48 7.72 5.68 4.14 

19.9 
W     (gf) 2329.6 736.0 354.6 174. i 85.4 

E 
5.   (cm) 

W     (gf) 

14.15 10.48 7.72 5.68 
26.9 

1811.0 886.4 435.2 218.6 

F 
8 »    (cm) 8.28 

15.7 
W     (gf) 368.0 

I 1 Wave generator 

^~ 
BE: Si 

-_,1330 L 
sooo 

Unit in mm 
Scale 1/100 

Fig. 2.  Wave flumes to minimize the multiple wave reflection 

Fig. 3.  Breakwater model armored 
with Tetrapods of two-layer 
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Table 2. Experimental conditions 

Waves 

Water depth (cm) 50,60 
Wave height (cm) 5-40 
Period (sec) 1-3 
Wave steepness Ho/Lo -0. 14 

Tetrapods 

Specific gravity w,/w» 
1.82.2.30.2.77 

3.40,4.27 
Weight (gf) 34. 2-2329. 0 

Vertical height (cm) 3.08-16.6.0 

Breakwater Front slope of cover layer 1:4/3 
Slope      of       Sea-floor horizon 

Wave operation time 
(lave numbers t/T) 

(min) 50-70 

(80-2000) 

by giving KD=8.3 (in 0<Damagc ratiosl%), cot6=4/3, ww=9.8 kN/m3 (1 tf/m3), and 
given a constant Hudson formula design wave height. The design wave height of 
the models in each row of Table 1, becomes nearly equal, despite difference in 
specific gravity. 

As shown in Fig. 2 the wave basin was divided into the seven flumes, each 
having a free water zone of 2.5 m in front of the wave paddle. Model breakwaters 
used in the stability test were constructed within every other flume. The control 
flumes had wave absorbing net-mats, which were set on a slope of 1 on 10 used 
to minimize the multiple wave reflection which takes place between wave paddle 
and breakwater model in normal flumes. In the laboratory test, regular waves were 
generated continuously on the Tetrapod model for a total of about 1,500 waves 
under no-overtopping conditions. The 1,500 waves are equivalent to prototype 
wave action of about 4 hours for a wave period of 10 sec. Wave flume B was 
constructed with a geometry to increase wave height. Each Tetrapod model was 
constructed randomly in two layers, on a slope of 1 on 4/3 as shown in Fig. 3. 
Laboratory test conditions are summarized in Table 2. The damage progression of 
Tetrapod models was observed continuously by a 8 mm Video-camera. The 
damage rate, defined as the ratio of the number of blocks that moved to the total 
number of armor blocks in the two layers, was measured with a display playing 
back the Video. 

Test results 

A temporal damage change of Tetrapod models attributed to the difference 
of specific gravity based on test data, is shown in Fig. 4. The damage to the 
Tetrapod models of each different specific gravities should be similar to each other. 
These Tetrapod models (A-3, A-4, A-5) arc listed the same row of Table 1. The 
design wave height of these armor units is nearly equal. However, these damage 
curves differ due to specific gravity. As to a reason for the difference, 
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D(%) 

4   k 

Harks 
of 

Block 
VI./W. 

T 

(s) 

H 

(cm) 

KP D 

(%) Marks 

A-3 
A:4 
A-5~ 

2.77 
2.30 
f 82 

1.0 10.0 13 
7.3 
5.3 
0.4 

 o  

Fig. 4. Temporal damage clianges due lo the difference of specific gravity 

D(%) 

Run 
No.   1 

W./ff. 
H 

(cm) 
T 

(sec) 
Marks 

<H 2. 30 16.0 
3.0 
2.5 
2.6 

 o.__ 

Fig. 5. Temporal damage clianges due to the difference of wave period 

Table 3.  Damages of detached breakwaters, groins, 
and seawall with Tetrapods due to storm waves in Japan 

Locations 
of port and 

harbour 
in Japan 

W 

(tf) 

T 

(s) 

Damage 
ratio 

«) 

H,„ 

(in) 

KE, R. f Remarks 

llamana 3 13 50 5.6 64.6 6.7E+06 4.3 Typhoon 7219 

llamada 20 13 50 8.0 23.6 1.6E+07 3.6 Depression. 
Jan.   1971 

Simoda 8 J 12 30 5.0 14.4 9.315406 4.2 Typhoon 7010 

Simoda QfTj 12 30 5.0 7.2 1.2E+07 4.2 Typhoon 7020 

Nobeoka 13 14 50 4.0 \~LT~ 9.6Et06 5.4 Typhoon 7123 

Miyazaki 1     8 14 50 4.0 7.4 8.3E+06 5.4 Typhoon 7119 

lliyazaki 5 14 50 4.0 11.8 7.1EJ06 5.4 Typhoon 7119 
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considerations must be given to the fact that stability is affected by the specific 
gravity. Selecting identical wave heights from the test data in the same size 
Tetrapod model, a temporal damage change is shown for each wave period in Fig. 
5. Damage curves, generally, must be similar to each other regardless of the 
difference in wave periods. Hudson's (1959) stability coefficient is independent of 
wave period. But from Fig. 5 it is recognized that stability becomes a function of 
the wave period. 

From field data, we can investigate damage ratio, significant wave height, and 
block weight of Tetrapod. The technical report by Takeyama and Nakayama (1975) 
reported on damage of failure of coastal structures by large waves in Japan. These 
field data are listed in Table 3. The field data includes the effects of oblique 
incident waves, deflection waves, and scour in or around the toe of breakwater 
slope. The damage ratios shown in this table, then, are considerable large (range 
from 30% to 50%). Hudson's stability coefficient in this table is obtained by 
converting wave height to equivalent significant wave height. Regular waves were 
converted based on the equation, H= 1.5H1/3. This equation follows the equations 
proposed by Fan et al. (1983) and  Tanimoto (1985) as 

H=1.4H 1/3 
H=(l .5*0.37)^ 

(Fan et al.) 
(Tanimoto et al.) 

(1) 
(2) 

The evaluated surf similarity parameter ^ and Reynolds number Re are also listed 
in Table 3. 

2    3    4    5    6 

W./W,, 

(a) Rocking only     (b) Damage ratio, D=0~1% 

Fig. 6. The relationship between KD-values and 
specific gravity in two types of damages 
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Effect of specific gravity on stability 

The rocking only (no-damage) and the 0-1 % damage are selected from the 
laboratory test data. Fig. 6 shows these data which show the relationship between 
Hudson's stability coefficient, KD, and the specific gravity in water, Sr-1. In this 
figure, the KD-values scatter wildly for the difference in the specific gravity in 
water. The effect of the specific gravity on stability (rocking only and 0-1% 
damage) can not be clearly established from this figure. In the Hudson formula, the 
stability coefficient KD should be constant because it should considerably depend 
on the shape of armor units. Therefore, the stability coefficient must be independent 
of the change of specific gravity. But KD-values scatter wildly for the different Sr- 
1 values as shown in Fig. 6. Then the Hudson formula may not satisfy the test data. 

Theoretical discussion 

As above discussed, the effect of the specific gravity on the stability disagrees 
with the Hudson formula. As this reason it is considered that many factors affect 
Hudson's stability coefficient, including effects due to wave steepness, relative 
depth, Reynolds number, drag coefficient, acceleration of wave motion etc. as 
described by Hudson (1959). 

Reviewing the Hudson formula, the stability coefficient KD is expressed by; 

wH3 

g = <_  
°   W(Sr-l)

3cot0 (3) 

where, W is the weight of armor unit, wr is the unit weight of armor unit, H is the 
design wave height, Sr (=w/ww) is the specific gravity of armor unit, wr is the unit 
weight of armor unit, ww is the unit weight of water, 6 is the angle of structure 
slope measured from horizontal in degrees, and KD is the stability coefficient 
varying primarily with the shape of the armor units, degree of interlocking, damage 
rate, etc. 

The behaviors of armor units is affected by slope angle, wave breaking, wave 
runup, and rundown, and is sensitive to the surf similarity parameter "E,, 

$=J?5l (4) 

where L0 is the wave length in deep water. 

Hudson (1959), Dai and Camel (1969), and Sakakiyama and Kajima (1990) 
have pointed out that the stability of armor units is affected by the Reynolds 
number related the scale of laboratory tests. The Reynolds number is expressed 
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using the velocity of wave motion and a characteristics length of the armor block 
as 

« = 
fgH{Wlwr)

1'3 

(5) 

where v is the kinematic viscosity, g is the acceleration due to gravity.  Rewriting 
Eq. (3) using Eqs. (4) and (5), the stability coefficient KD is expressed as follows: 

AT„= 
K 

D m-D3 * 
(6) 

where 

=-=—(—^)3tans6 
g    w (7) 

From Eq. (6), it is shown that the stability coefficient KD is proportional to the -3rd 
power of the specific gravity in water, the -4th power of the surf similarity 
parameter, and the 2nd power of the Reynolds number. 

Stability and Surf similarity parameter 

Fig. 7 shows the relationship between KD-values and the surf similarity 
parameter for the test data and the field data listed Table 3. In this Figure, the KD- 

0    2    4-    6    8    1012141618 20 

Fig. 7.  The relationship between KD-values and 
surf similarity parameter of test data and field data 
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KD S 

Fig. 9.  The relationship between KD-values 
aiifl surf similarity parameter due to the 
difference of specific gravity 

6     8   10 

Specific gravity in water Sr-1 

Fig. 10.  The relationship between Kp-values 
and specific gravity in water due to the 
difference of surf similarity parameter 

KDs 

: 
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4-. 
CO 

T3 

\r> 
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• 

i     iiin.i 1     1   1 1 LUl 

10 10 10    „   10 10 10 
Re 

Fig. 11.  Effect of Reynolds number on KD-values 

values agrees well with the solid curve expressing the relationship of KDoci;-4in Eq. 
(6). The relationship between the KD-values and the surf similarity parameter for 
each specific gravity are shown in Fig. 8(a)-(e), respectively. From these figures, 
the relationship between the KD-values and the surf similarity parameter agrees 
well the solid line indicating the relationship of KDa^"4. Fig. 9 shows the relation 
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of J= to KD arranged together from Fig. 8(a) to Fig.8(e) using the specific gravity 
as a parameter. Fig. 10 shows the relationship between the stability coefficient and 
specific gravity in water. This figure was obtained by rearranging Fig. 9 taking the 
surf similarity parameter as a parameter. From Fig. 10, it can be seen that the 
stability coefficient decreases with increasing specific gravity in water dependent 
on KD<x(Sr-l)"

3, as indicated in Eq. (6). From Fig. 10, stability is affected by the 
surf similarity parameter, and increases with decreasing the surf similarity 
parameter. 

Sawaragi et al. (1983) pointed out that Iribarren's number reaches a minimum 
value around the surf similarity parameter of §=3 dtie to the occurrence of wave- 
armor unit resonance on the basis of the laboratory tests of rubble mound 
breakwaters. Losada (1990) discussed the effect of the surf similarity parameter on 
the stability function, qp=l/(KDcot9), by rearranging laboratory test data for various 
armor units. Then he pointed out that the stability function increases inversely 
proportional to decreasing surf similarity parameter. These findings are contrary to 
authors results as above discussed. The discrepancy between the authors and Losada 
may cause the reason that the range of the surf similarity parameter used and the 
size of armor unit model is not in agreement. 

Stability and Reynolds number 

It can be considered from Eq. (6) that the stability coefficient KD is affected 
by the Reynolds number. Then, the relationship between the Reynolds number and 
the KD-values of the zero damage test data and the field data listed in Table 3, is 
plotted in Fig. 11. This figure is also plotted with the dark circle indicating 
Tetrapods only from the paper by Simada ct al. (1986), who investigated the 
stability of Tetrapods, Dolosse, and Koken-blocks. Theses armor units are made 
from normal concrete (wo/ww=2.30). The armor blocks had a weight range of 
W=0.16-484 kN (16 gf~49.39 kgf), and were tested in the medium and large wave 
tanks. It is shown from Fig. 11 that the KD-values increase rapidly with increasing 
Reynolds number, up to Re=105 which corresponds to small and medium test scales 
in the range of Reynolds number Re=8xl03~105. Over this value the KD-values 
gradually reach a constant. The KD-values fit well with the solid line indicating the 
relation of KDocRe

2. The KD-values beyond Re=105 deviates from the trend depicted 
by the solid line. Such changes in KD-values may be caused by scale effects. This 
has been indicated by Dai and Camel (1969) and Shimada et al. (1986). A wider 
range of scales and numerous test data are needed to further the understanding of 
the affects of specific gravity and the surf similarity parameter as they related to 
KD-values and the Reynolds number. 

Conclusions 

The effect of the specific gravity on the hydraulic stability of Tetrapod is 
examined on the basis of numerous laboratory test data. These data were obtained 
using the total of 21 different models composed five values of specific gravity; 
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1.82, 2.30, 2.77, 3.40, and 4.27. The discussion includes test and field data reported 
by another researchers. Conclusions drawn from the results obtained in this study 
are as follows: 
(1) Hudson's formula does not include the effect of wave period. Then Hudson's 

stability coefficient must be independent of wave period. But this coefficient 
is considerably influenced by weave period. 

(2) Trends arc not seen for the relationship between KD-values and specific 
gravity. But by arranging the relationship as a function of the surf similarity 
parameter, it is found that the KD-values decrease with increasing surf 
similarity parameter, where KD«^-4. 

(3) The relationship between the KD-values and the specific gravity in water is 
shown by the relation, KD<x(Sr-l)~

3, when the surf similarity parameter is 
taken into account. The KD-values decrease with increasing specific gravity. 

(4) KD-values from the test data correspond well to the 2nd power of the 
Reynolds number within a range of Reynolds number between Re=8xl0~ 
3~105. In Re^105, the KD-values gradually reach a constant as Reynolds 
number increases. Therefore the stability of high-specific gravity armor 
blocks, is affected significantly by scale effects. 

It should be remarked that the conclusions of (1), (2), and (3) are results that are 
discussed on the basis of the data of small and medium test scale included the scale 
effects. 
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CHAPTER 84 

Rock armoured beach control structures on steep beaches 

Jones R.J.1 & Allsop N.W.H.2 

ABSTRACT 

This paper presents the results of a research study to quantify the stability of rock 
armoured groynes on steep shingle beaches. The research was needed to identify why 
significant numbers of rock revetments and groynes have suffered greater damage than 
would be predicted by conventional design methods. The paper describes the design and 
execution of tests in a large wave basin, at notional scales of 1:10-20, on four types of 
typical beach control structures. The test structures were constructed on a model shingle 
beach of slope 1:7, and were subjected to random waves of steepnesses sm=0.02 or 0.04. 

The tests confirmed that armour damage may be substantially greater than predicted by 
existing methods, even on simple slopes under normal wave attack. The results of the 
damage analysis have been used to suggest modified coefficients to van der Meer's 
plunging wave formulae. 

1. INTRODUCTION 

The use of shingle beaches in a coastal defences increasingly requires control structures 
to maintain and retain the beach. A variety of structures are in use (Fig 1), including rock 
groynes and/or breakwaters, and revetments. The main structure types in use, not 
necessarily in the UK, may be summarised: 

a) near-shore, detached, breakwaters; 
b) low-crest or reef breakwaters; 
c) submerged breakwaters or sills; 
d) rock groynes, bastion or inclined; 
e) rubble revetments. 

Studies at Wallingford on the influence of the control structures on the beach response to 
wave action, reported by Coates (1994, suggest that rubble groynes are often the most 
cost-effective of these structures in controlling movements of shingle beaches, and 
significant research is underway to describe the effect of structure plan configuration and 
geometry on the plan re-shaping of the beach. As shingle beaches may become depleted 
without re-nourishment, or may be locally denuded by strong oblique wave attack, back- 
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beach rubble revetments may also be required to form a stronger rear defence. 

iber/co crete 
Sheel 

piled   w •11 

T C^ r 
Shorvlt/ne 

C°) (b) Co) 

to   solid bastion   (dotted 
structure 

bastion) 

^N^9 

(d) 
Fishtail 
groyne 

Shoreline 
(.••> 

Offshore 
breakwater 

with   low—crest 

connection 

Offshore 
breakwater 

Figure 1       Beach control structures 

The main parameter set by structural considerations on all armoured control structures is 
the median armour size. The armour slope angle chosen interacts with the armour size 
needed for a given stability level, but is also set by consideration of wave reflections and 
overtopping. Many other dimensions, and aspects of construction practice, relate closely 
to the unit armour size.  If under-sized, rock armour will move excessively, leading to 
deterioration of the armour, and/or erosion of fill. Structural changes to the groyne will in 
turn lead to higher wave overtopping, and/or beach erosion.  It is important therefore to 
ensure that any damage to the structure remains below acceptable limits. Various 
methods may be used to calculate the armour size, but are only fully valid for normal 
attack on simple cross-sections. Allsop et al (1995) present evidence where some 
structures have experienced more damage than expected by their designers, and/or 
deemed acceptable by their owners. 

The problem of increased damage armour appears to have been most severe on steep 
shingle beaches, typically in the UK at slopes between 1:5 to 1:10, with the average near 
to 1:7.  It is likely that such steep slopes have significant influences on the form and 
strength of wave breaking onto any structure constructed on the beach, thus modifying the 
waves from the form of deep or intermediate depth waves for which most design methods 
have been derived.  Most of this paper therefore describes hydraulic model studies 
conducted to measure armour damage on beach control structures on steep beaches, and 
the analysis then conducted to devise appropriate design methods. 

2 METHODS TO CALCULATE ARMOUR STABILITY 

Design methods for rock armour focus on calculation of the median armour unit mass, 
M60; or the nominal median diameter Dn50 defined in terms of the median unit mass and 
rock density pr: Dn50 = (M60/pr)

1'3. The most common calculation methods are the Hudson 
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formula given in the Shore Protection Manual by CERC (1984); or equations by Van der 
Meer (1988).  Hudson developed a simple expression for the minimum armour weight for 
regular waves which may be written in terms of the median armour unit mass, M50, and 
wave height, H: 

M50 = prH
3 / (KD cota A3) (1) 

where pr is the density of rock armour (Kg/m3); pw is the density of (sea) water; A is the 
buoyant density of rock, = (p/pj-1; a is the slope of angle of the structure face; and KD is 
a stability coefficient to take account of the other variables. Values of KD corresponded to 
the wave height giving least stability in tests with regular waves on permeable cross- 
sections subject to little overtopping.  Slight re-shaping of armour was expected, and 
values of KD correspond to "no damage" where 0-5% of the armour was displaced. 

An alternative method was derived by Van de Meer (1988) who included model data by 
Thompson & Shuttler at Wallingford, extended this by further tests at Delft, and derived 
new formulae for armour damage which include the effects of random waves, range of 
core / underlayer permeabilities, and distinguish between plunging and surging wave 
conditions respectively: 

Hs/ADn50 = 6.2 P018 (S/VNZ)02 $m°'5 (2a) 

Hs/ADn50 = 1.0 P'0'13 (S/VNZ)0'2 Vcotoc %m
e (2b) 

where the parameters not previously defined are: 
P notional permeability factor 
S design damage number = Ae/Dn60

2, and Ae is erosion area 
Nz number of waves 
\m Iribarren number = tana/sm°-5 

sm        wave steepness = 27iHs/gTm
2, and Tm is the mean period; 

and the transition from plunging to surging is given by a critical value of £m: 

^m = (6.2 P0-31 (tana)0'5 )1/(p+0'5) (2c) 

Damage to armour on a range of core / underlayer configurations were analysed. Values 
of P given by Van de Meer vary from 0.1 for armour on underlayer over an impermeable 
slope, to 0.6 for a homogeneous mound of armour, with intermediate values of 0.4 and 
0.5 also described. These formulae were derived for normal wave attack, and do not 
include corrections for roundheads or junctions. 

3. DESIGN OF MODEL STUDIES 

3.1       Test structures and facility 

The objective of the physical model tests was to quantify the stability of rock armour on 
four typical rock armoured structures on a 1:7 beach slope: 

a) a breakwater or groyne roundhead, Type 2, (Fig 2); 
b) an L-shaped groyne, formed from a) above; 
c) an inclined groyne, Type 1, (Fig 3); and 
d) a simple 1:2 rubble sea wall slope. 

The 1:2 sea wall section was tested primarily as a control structure, damage to which 
could be compared directly with predictions by the existing design formulae. 
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Figure 2       Type 2 roundhead groyne 

Figure 3       Type 1 groyne 

Early in the research, a review of prototype structures suggested that the crest level 
should allow overtopping, and often fell between significant and 2% run up levels. The 
2% run-up level was calculated using empirical prediction methods in CIRIA (1991). The 
principal test parameters may be summarised: 

Water and bed levels 
Target wave height 
Mean sea steepnesses 
Test duration 
Armour and core size 
Side slope angles 
Toe and crest levels 

0.0m; -0.7m 
Hs = 0.13m,  (IVADn50=1.7) 
sm = 0.02 and 0.04 
Nz = 1000 and 3000 waves 
Dn50 = 0.045m; Dn60 = 0.024m 
Cot a = 2.0 
-0.36m, (-8Dn50); +0.22m, (+5Dn50) 
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Figure 4      Roundhead Basin test facility 

The structures were constructed and tested in a large wave basin which measured 40m 
by 27m (Fig 4). The models were not to a particular scale, so analysis of measurements 
used dimensionless terms, but the structures may be viewed as modelled at ratios of 
between 1:10 and 1:20. Two structures were tested at one time. Type 1 and 2 groynes 
were tested in the first series. The Type 1 groyne was then replaced by the sea wall, and 
the Type 2 groyne was modified to the "L" shape (Fig 5). 

Figure 5       Plan of L-shaped groyne 

The 1:2 slope sea wall section was 1.0m wide (equivalent to 22 Dn60). The toe 
was set at the same level as the toe of the "L" shaped and roundhead groynes. 

The low level groyne. Type 1. was 4.7m long (105 Dn50), 0.94m (21 Dn50) wide at 
the base, and reached a height of 0.2m (4.4 Dn50) above the beach. The armour 
was laid to a thickness ta=2Dn50, slopes of 1:2, and crest width of 3Dn50. 
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The high level roundhead groyne, Type 2, was shorter and wider than the Type 1 
groyne at 2.95m (66 Dn60) long and 1.38m (31 Dn50) wide at the widest part of the 
roundhead. The crest was 0.31 m (6.9 Dn50) above the beach at the seaward end. 

The "L" shaped groyne was formed by extending from the roundhead of the Type 
2 groyne. The groyne was 2.96m (66 Dn50) long, with a side limb of 2.38m (53 
Dn60). A straight section of 1.0m (22 Dn50) formed the "L" shape. 

Three 5m random wave paddles produced normal wave attack for these tests. The 1:7 
slope beach used by Coates (1994) measured 12.5m by 8m, and this area was covered 
by an automatic three-axis bed profiler.  Profile measurements of the structures were 
recorded on a personal computer, allowing armour displacements to be quantified by 
comparing profile lines over selected areas of each model. The measured damage was 
compared with damage predicted by the Van der Meer method for simple sections. 

3.2 Test conditions 

These tests were designed to give useful data over a wide range of structural and 
environmental variables. The experiments were intended to give intermediate armour 
damage at wave heights less than the maximum possible in the basin, equivalent to 
Hs/ADn60=2.6 for armour of Dn50=0.045m. The "target" wave height was equivalent to 
Hs/ADn60=1.7, and this wave height was used in the design of the model structures. 

Around European coastlines, storm wave conditions are generally steep and narrow- 
banded, often described well by the JONSWAP spectra. Storm waves are relatively 
steep, but armour damage also depends upon sea steepness. These tests used two 
steepnesses, sm=0.02 and 0.04 to explore the possible effects of longer waves.  Each test 
was planned to be run for N=1000 and 3000 waves duration. 
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Figure 6       Sea wall damage, sm=0.04, P=0.5 

3.3       Test procedures 

The first part of each test used 100 waves, during which close observations were made of 
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the structures.  If no movement was seen in these 100 waves, the test was stopped.  If 
any damage (including rocking) was observed, then the test continued to 1000 waves 
when each profile line was re-surveyed. The test then continued for a further 2000 
waves. After each test the structures were re-surveyed and photographed.  If they had 
been damaged such that repair was necessary, the armour was re-built around the zones 
damaged. Testing was stopped when the structures needed re-building. 

Profiling covered set lines over each of the groynes under test. The profiler incorporated 
a touch-sensitive foot of diameter equivalent to 0.8Dn50, and took observations at 0.5Dn50 

intervals along each profile line. The profile results were used to calculate the area of 
erosion on each profile line, Ae, and hence the damage parameter S defined in section 2. 

4. TEST RESULTS 

4.1        Simple slopes 

The test results were initially very surprising, as virtually all of the profiles showed 
significantly more damage than predicted by conventional formulae (Fig 6). Some local 
increases in damage had been expected, but not the consistently greater damage found 
here. Analysis attention was focused first on the 1:2 sea wall slope, and equivalent 
section on the L-shaped groyne, but even these simple cases showed significantly greater 
damage than predicted by the Van der Meer equations.  During the analysis period, 
additional data on the performance of armoured groynes on two bed slopes became 
available from tests at CEPYC in Madrid.  Initial analysis of these had been presented by 
Baonza & Berenguer (1992), and their test data were further analyzed by Allsop & Franco 
(1992) as part of the EC MAST project G6-S. These data also indicated that the sea bed 
slope might be significant in increasing armour damage. 
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Figure 7       Sea wall and front face of "L" shaped groyne 

Damage results for the sea wall section alone are summarised in Figure 6, using axes 
based on equation (2a) that allow results for each wave steepness and test duration to be 
presented together. The standard Van der Meer equation for plunging waves is shown, 
together with a version of the equation with a revised coefficient: 
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Hs/ADn60 = 4.8 P• (S//N2f
2 &» 

The fit of the data to this modified equation is good over the area of main interest. 
Further support for the revised equation is given by the comparison of damage on the 
front face of the "L" shaped groyne with the sea wall, shown in Figure 7. 
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Figure 8       Damage to curved parts of "L" shaped groyne 
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Figure 9       Damage to curved parts of "L" shaped groyne 

The first result from this analysis was therefore the conclusion that damage is significantly 
increased by steep (local) beach slopes, even for simple slopes subject to normal wave 
attack. A modification to the Van der Meer equation for plunging waves is given in 
equation (3a), and a similar increase for surging waves would be given by: 

Hs/ADn50 = 0.77 P'0-13 (SAfNz)
02 /cotcc ^ (3b) 
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4.2 Roundhead and "L" shaped groynes 

Once the effect of the steep beach slope had been accounted for, the test results suggest 
that some sections of the more complex 3-dimensional structures experience greater 
damage than the simple slopes under normal wave attack, but that the spread of damage 
spatially is somewhat variable. This is shown in Figures 8 and 9 where damage on the 
opposing sides of the "L" shaped groyne are contrasted with the new equation (3a).  For 
most positions, the modified prediction method in eqn (3a) gives a reasonable estimate of 
the damage, but for the zones shown in Figure 8, damage at larger wave heights is still 
greater than would be predicted by the new method.  In itself, this is not surprising, as it is 
well known that breakwater roundheads require larger armour units, and/or shallower 
slopes for the same stability as trunk sections. 

4.3 Inclined, Type 1, groyne 

Damage to the inclined groyne, Type 1, varied along its length, with the location of 
greatest damage depending on wave height and period. The mean level of damage taken 
over the active length of the groyne, and derived by averaging the erosion areas from 
each profile, fits the general prediction given by eqn (3a), and is summarised in Figure 10. 
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Figure 10     Summary of Type 1 groyne results 

Peak values of (local) damage along the length of the groyne however often reached 
twice the mean, often at the wave run-up and run-down limits along the groyne, and this is 
illustrated in Figures 11-13 which show local levels of damage plotted against position 
along the groyne from the landward end for increasing relative wave heights.  For Hs/ADn50 

up to 1.72 (Figures 11-13), damage only exceeds S=5 at 1000 waves over small regions. 
For Hs/ADn60=2.16 (Fig 14) however, damage over most of the length of the structure has 
exceeded this criterion. 

8 CONCLUSIONS 

These tests have shown that the stability of armour on beach control structures depends 
critically on the local sea bed slope.  Results from tests using a beach of 1:7 were used to 
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develop a modified coefficient for use in the Van der Meer equation. The changes to the 
coefficients are equivalent to increasing the mean armour mass by a factor of 2.2 to 
maintain armour stability. 
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Figure 13     Type 1 groyne, sm=0.04, HJADnS0=\ .72 
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Figure 14     Type 1 groyne, sm=0.04, HJADnSO=2A6 

This study has identified some unusual effects, and some unexpected conclusions. The 
tests suggest that steep beach slopes may change the form of wave breaking such that 
the performance of structures in or behind steep (beach) slopes should be reviewed to 
identify whether a more general effect may lead to problems. 
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CHAPTER 85 

Effect on Roughness to Irregular Wave Run-up 

Jea-Tzyy Juang* 

ABSTRACT 

A study of the irregular wave runup and rundown phenomenon on 
rough impermeable slope is conducted in order to investigate the 
effects of various surface roughness to the wave runup-rundown ac- 
tivities based on various kind of dyke and incident wave conditions. 
The roughness of dyke surface was defined as fr which is functions 
of shape of the slender rectangular obstacles and its displacement 
distance. Results shows that the correlation between the relative 
significant runup height (RUs/Hs) and the incident wave steepness 
(Hs/L) have the same tendency either in regular or in irregular 
waves. The relative runup height has its maximum value when the 
dyke slope (cot#) near 2. Next, the runup characteristics in re- 
gular wave was agree well with the Rayleigh distribution but it is 
a little bit smaller than that the Rayleigh's in irregular wave. 
Besides, the strong correlation between the wave runup and the surf 
similarity parameter f was found. The decrease of the relative run- 
up height with the increase of the surface roughness was got also. 
It may be useful to applied into the design work of the seawall. 

INTRODUCTION 

Wave run-up on coastal structures such as seawalls, dykes and 
so forth, is an important factor in the design of the height of the 
structures; therefore, many studies on the wave runup phenomenon 
and its characteristics have been carried out. However, the studies 
of the effect of roughness on the dyke to the run-up height are 
still scarce to find. Therefore, a study of the irregular wave run- 
up and run-down phenomenon on rough impermeable slope was conducted 
here in order to investigate the effect of various surface rough- 
ness to the wave runup-rundown activities based on the different 
kind of the dyke and the incident wave conditions. 

* Deputy Director, Institute of Harbour & Marine Technology 
Wu-Chi, Taichung Hsien, Taiwan, ROC. 
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ANALYTICAL CONSIDERATION 

Based on the concept of control volume, the correlation among 
the incident wave energy, the reflected wave energy and the energy 
dissipation during the wave run-up and overtopping (as shown in Fig. 
1) can be written as (Cross, 1972) 

Fig.l  Definition sketch of runup and overtopping 

Li * Cg 
Eo 

T 

PE 

T 
(1) 

where Ei 
Er 
Cg 
Eo 
PE 
Ki 
T 

Incident wave energy density 
Reflected wave energy density 
Group velocity 
Overtopping energy 
Potential energy of the entire runup wedge above SWL 
Rundown energy loss coefficient 
Wave period 

By condition of no overtopping, the above equation can be sim- 
plified as 

PE 
Ei -Cg - Er -Cg = —-Ki (2) 

The potential energy PE can be computed (Juang, 1992) by the 
following equation with all notations was shown in Fig. 2. 
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PE = pg 

1 
-0 

2 I 2n+l 

+ A2(X2 - Xi) 

Fig.2  The shape of runup wedge 

X2 Y2    R3 
— dx - — 

Xi 2    6« 

U2 2-MA 
_(X22n + l - Xi2n + 1) -  -(X2

n + 1 - Xin + 1) 
n+1 

R3 

3* 
(3) 

in which Y is the water surface elevation above the still water 
level at maximum runup. Its corresponding equation is 

Y = M-X (4) 

where X is the distance from the trough shoreward; A is the ampli- 
tude at the trough and M, n the coefficients that was function of 
surf parameter f (=tan#//H7E) as shown in Table 1. 

By using the linear wave theory, the wave height in front of 
the inclining dyke becomes 

Table 1  Values of M and n 

cote 0.5 1.0 2.0 3.0 

M 54.228?"3'5 5.993 e -3-68 1.7486 -4-67 0.437?-3-19 

n 1.0075 f o•19 0.608? °'59 0.858? °-64 o.873?°-59 
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H = Hi + Hr = Hid 
+ Kr) (5) 

where Hi 
Hr 
Kr 

incident wave height 
reflected wave height 
reflection coefficient 

Due to the wave energy was proportional to the wave height, 
therefore we can have 

Er=Kr2-Ei (6) 

Substitute eq.(6) into eq.(2), the equation becomes 

Ei(l - Kr
2) -Cg -T = PE-Ki 

1 - Kr2 

or PE = Ei -Cg -T 
Ki 

DEFINITION OF ROUGHNESS COEFFICIENT 

The roughness of the dike surface in this experiment study was 
made of small rectangle slender obstacles on the dyke as shown in 
Fig.3. The idea of that frame was come from the stream flow. Because 
the roughness coefficient at the bottom of the river was proportion- 
al to the diameter of the bed particles. Therefore, the roughness 
coefficient fr in this study was defined by the following step. 

(1) frocD; the higher the height of the slender obstacle, the rough- 
er the roughness coefficient. 

(2) frocl/W; the wider the width of the slender obstacle, the smoo- 
ther the roughness coefficient. 

(3) frocAr=BD/Dai(B+Wn)); the bigger the ratio of the effective cross 
section Ar to the maximum cross section, the rougher the rough- 
ness coefficient. 

n n n n nir >ra 
|wl,p| 
r  H 1 

D„ 
W/, Il» 

Fig.3  Definition diagram of the roughness coefficient 
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To view the whole situation that metioned above, we can defined 
the roughness coefficient as follow 

fr = 
).(B + W.) 

Various roughness coefficient (include fr=0) with different 
ratio of D/B and W/B was shown in Table 2. 

Table 2  Contrast table among D/B, W/B and fr 

D/B 0 0.25 0.25 0.25 0.5 1.0 1.0 1.0 

W/B 0 4.5 3.0 1.5 1.5 4.5 3.0 1.5 

fr 0 0.0025 0.0038 0.0076 0.0303 0.0404 0.0606 0.1212 

EXPERIMENT STUDY 

A series of tests was carried out in a 100m long, 1.5m wide and 
2m height wave flume. A random wave generator of servo-controlled 
electro-hydraulic system that was made by Danish Hydraulic Insti- 
tute in Denmark is installed at one end. Artificial dyke model of 
various rough surface (include smooth) with four different kind of 
dyke slopes (cot^ = 0.5, 1, 2, 3) were installed at the other end 
where was 45m from the wave generator. The flume was divided into 
two sections. One equal 100 cm and the other 40 cm. The later ( 
smaller) channel was used for measure the incident wave which will 
not to interfere by the reflected wave. All the experimental ap- 
paratus is shown in Fig.4. 

Several wave gauge (ch.l to 5) of capacitance type was used for 
measured the incident waves (Ch.l to 4) and the run-up (Ch.5). The 
experiment was complete in conditions on fixed water depth (40cra) 
and incident wave period (1.2sec). The incident significant wave 
height are approximate to 3.5, 5.8, 6.8, 7.5, 8.0 and 8.8cm sepa- 
rately. The random waves used for tests were simulated to have 
Pierson-Moskowitz type spectra. Both of water surface variations of 
incident wave and run-up height were recorded simultaneously by an 
analog data recorder. The recorders were digitized by an A-D con- 
verter at a sampling interval of 0.025 sec. The measuring duration 
is about 100 sec. 



1174 COASTAL ENGINEERING 1994 

MOM. 
M 

ch.3/ch.2• .OlllllllDsh^/. 
7ch, 5 [_ 

•ch.4 

runup gage       wa</e rmter 

ch.5 ch.l  & 4   

0 

0 ^V       JL6 

irregular 
v wave 
\.    generator 

/" 

3465 
-237   1 

Fig.4  Layout of the test flume 

For data analysis, at the begining, there have two ways to ana- 
lyze the characteristics of incident and run-up waves. One is the 
statistics method to count out the significant wave. The other is 
the spectra analysis method to calculate the spectra energy then 
the significant wave height. Due to wave height and period are very 
important factors in wave structure interaction such as wave run-up. 
Therefore, the dimensionless distribution of relative wave height 
(H/Hm) to wave period (T/Tm) of the experimental waves was compared 
as shown in Fig.5. In the figure, it can be seen that the relative 
wave period (T/Tm) increases with the increase of wave height in 
the smaller waves (H<1.3HB), but wave periods are distributed around 
T/T«=1.3 in the wave field higher than arbitrary critical value (H> 
1.3Hm). Meanwhile, from the data shown in the figure, we have 

Hi/io - 1.97 H. 
H1/3 = 1.56 H. 
Tl/3  = T1/10 = Tmax " 1.3 TB 

It is identified from the above results that the joint distri- 
bution of wave height and period has a good agreement with the 
analyzed results of field data by Goda (1985). In other words, it 
can be stated that the simulated irregular waves used in model tests 
represent random ocean waves fairly well. 
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--&-W—- 
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Fig.5  Joint distribution of wave height and wave period 

In order to investigate the distribution status of the run-up 
waves of the irregular wave. The computational method of statistical 
significant wave height was used for counting the significant runup 
height (RUs) also. Part of the results (fr=0 k fr=0.1212) was shown 
in Fig.6 and Fig.7 respectively. From those figures, we can find 
the distribution of irregular wave runup heights (Rus to Rum) pro- 
vides a good approximation to the Rayleigh distribution on the 
smooth surface dyke. But it will be overestimated when the dyke 
slope milder than 1 to 2 in rough surface (fr=0.1212) test. 

Secondly, all the experiment data which shows the relationship 
between the significant relative run-up and run-down height with the 
surf parameter was shown in Fig.8. In the figure, the envelope lines 
(1) and (2) indicate the extreme value of the relative run-up and 
run-down height respectively. Which was got from the experiment re- 
sult by Xue (1991) in condition of smooth dyke slope. 

As to the effect of roughness to irregular wave runup, the re- 
lation diagram between the significant relative runup height and 
the surf similarity parameter in different kind of the surface 
roughness (fr^ 0-^-0.1212) was shown in Fig.9. From those figures, 
we can find that the effect of roughness to the relative runup 
height was certainly. If we sum up those correlation curves toge- 
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Fig.8  Relationship between run-up-down height and surf parameter 

ther, we can find the rougher the surface of the dyke slope, the 
lower the relative runup height decreased as shown in Fig.10. When 
the roughness coefficient approach to 0.1212, the corretation curve 
between the relative runup and the surf parameter was very similar 
with those results which was presented by Ryu in 1990 in rubble 
mound experiment. 

At last, the normalized relationship between the relative run- 
up and rundown height and the surf parameter was shown in Fig.11 
and 12 respectively. The meaning of normalized stand for the ratio 
of relative run-up(down) height in rough dyke compared with those 
in smooth dyke. From the figures, we can see that when the surf 
parameter becomes bigger, that means the dyke slope approach to ver- 
tical, the influence of roughness to wave run-up-down height will 
vanished. 

CONCLUSIONS 

1.The distribution of the irregular wave runup heights provides a 
good approximation to the Rayleigh distribution on the smooth sur- 
face dyke. But it will be overestimated when the dyke slope mil- 
der than 1 to 2 in rough surface test. 

2.The effect of roughness to the relative runup height was certain- 
ly and the rougher the surface of the dyke slope, the lower the 
relative runup height will decreased. 

3.When the roughness coefficient approach to 0.1212, the relation 
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curve between the relative runup height and the surf parameter 
was quite similar with those results in rubble mound experiment. 

4.When the surf parameter becomes bigger, that's the dyke slope ap- 
proach to vertical, the influence of roughness to wave run-up-down 
height wi11 vanished. 
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CHAPTER 86 

Wave Overtopping of Breakwaters under Oblique Waves 

Jorgen JUHL1 and Peter SLOTH1 

Abstract 

A series of hydraulic model tests has been carried out in a wave basin with the 
aim of studying the effect of oblique waves on the wave overtopping of tradi- 
tional rubble mound breakwaters without superstructure. The model tests con- 
centrated on measuring the mean overtopping discharge for wave attacks varying 
from 0° (perpendicular to the structure) up to 50°. Analyses of the overtopping 
results were made with respect to the significant wave height, wave steepness, 
crest free board, crest width and angle of wave attack. The paper describes the 
influence of these parameters on the mean overtopping discharge for a traditional 
rubble mound breakwaters with an armour layer slope of 1:2.0. 

Introduction 

Wave overtopping of coastal structures is influenced by a large number of para- 
meters related to breakwater geometry, construction materials, and hydrographic 
data.   Some of the main parameters are listed below: 

Geometrical parameters: 
free board, crest configuration and width, slope of armour layer (irregular 
slope), and water depth 

Construction material parameters: 
porosity, stone shape and diameter (artificial blocks) 

Hydrographic parameters: 
wave height, wave period, angle of wave attack, wave steepness, spread- 
ing, wave sequences, wind conditions, and water level 

Danish Hydraulic Institute, Agern Alle 5, DK-2970 Htorsholm, Denmark 
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Wave overtopping is normally studied under perpendicular wave attack in wave 
flumes. Jensen and Juhl (1987) have shown overtopping data from model testing 
of rubble mound breakwaters and sea dikes. The paper mainly concentrates on 
mean overtopping discharges, but also includes a description of the horizontal 
distribution of the overtopping behind a breakwater, individual wave overtop- 
pings and the influence of wind on wave overtopping, and a comparison to 
prototype measurements. 

Franco et al (1994) have established a formula for the mean overtopping dis- 
charge for vertical breakwaters exposed to perpendicular wave attack. The influ- 
ence of various geometrical types of breakwaters is taken into account using 
influence factors in connection with the general formula for a fully vertical 
breakwater. Further, a prediction formula for the probability distribution of 
individual overtopping volumes is presented. The effect of overtopping volumes 
on persons and cars behind a crown wall of a vertical breakwater was assessed 
by Franco (1993), and a set of critical overtopping discharges were proposed 
(safety criteria). 

Only a little research has been made to study the influence of the angle of wave 
attack on the amount of overtopping water. De Wall and Van der Meer (1992) 
have carried out tests on the influence on wave run-up and overtopping on 
smooth slopes. The angle of wave attack, (3, was varied from 0° up to 80°, and 
tests were performed with both long-crested and short-crested waves. For long- 
crested waves, a few tests showed larger run-up for angles between 10° and 30° 
than for perpendicular waves, but on average no increase was found. This also 
applies to the average measured overtopping discharges. For perpendicular wave 
attack, no difference in wave overtopping was measured between tests with long- 
crested and short-crested waves, whereas for oblique waves the influence of the 
angle of wave attack was less for short-crested waves. A reduction in the mean 
overtopping discharge of about 40 per cent was found for long-crested waves 
with an angle of 50° and of about 15 per cent for short-crested waves. 

Galland (1994) has measured the number of waves overtopping rubble mound 
breakwaters exposed to oblique wave attack. The model tests were made with 
four different types of armour units, ie quarry stones, accropodes, antifer cubes 
and tetrapodes. In the case with quarry stones, the test results for long-crested 
waves showed a significant decrease in the percentage of waves overtopping the 
crest by increasing the angle of wave attack. For a dimensionless free board, 
RJUS, higher than 2.0, no overtopping waves were measured, and for Rc/Hs = 
1.0 the percentage of overtopping waves was about ten per cent for perpendicu- 
lar waves which was reduced to no overtopping waves for an angle of 75°. 
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Model Set-up and Test Programme 

Physical model tests have been carried out in a wave basin at the Danish 
Hydraulic Institute with the aim of measuring mean overtopping discharges 
defined as the volumes of wave overtopping per unit length of the breakwater 
per unit time. The basin was equipped with a movable wave generator in order 
to study the effect for different angles of wave attack, see Fig 1. The tests were 
carried out using long-crested irregular waves generated on basis of a Pierson- 
Moskowitz spectrum. 

BREAKWATER 

~  1   OVERTOPPING TRAY 

Fig. 1   Model plan for the basin tests showing the set-up for perpendicular and 
20° wave attack. 

The modelled structure had a total length of about seven metres and was con- 
structed as a traditional rubble mound breakwater with a core, filter layer and 
armour layer of quarry stones, see Fig. 2. The size of the armour stones was 
selected not to allow for significant damage during testing, ie a nominal diam- 
eter, Dn 50, of about 0.04 m. The model consisted of a horizontal seabed which 
together with the use of a fixed breakwater height of 0.45 m means that vari- 
ations in the crest free board were obtained by changes in the water level. 

The wave conditions in the model were measured by seven resistance type wave 
gauges located in front of the breakwater. For perpendicular wave attack, the 
incident wave conditions and the reflection coefficients have been calculated 
using a multi-gauge technique. The significant wave height was calculated as 
4 x Vmo, where mo is the zeroth moment of the spectral energy density func- 
tion. 

The overtopping water was collected in a 0.6 m wide tray located immediately 
behind the breakwater in a level corresponding to the crest elevation of the 
breakwater. This means that the recorded wave overtopping refer to water 
passing the rear edge of the breakwater crest.   By measuring the total amount 
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of overtopping water after each test with a duration of 600 to 1800 seconds, the 
mean overtopping discharge, q, was calculated. 

SEA SIDE „.._ 0.16-0.26 REAR  SIDE 

////////////////////////////////////////////////////////// 
NOTE: 

ALL MEASURES IN  METRES 

Fig. 2   Typical cross-section of breakwater used in the overtopping tests. 

The following ranges of parameters were tested in the model study (all measures 
are in model measures): 

Significant wave height, Hs: 0.05 to 0.11 m 
Peak wave period, Tp: 0.8 to 2.0 s 
Wave steepness, s^: 0,018, 0,025, 0,030 and 0,045 
Crest free board, Rc: 0.050, 0.075 and 0.100 m 
Width of crest, B: 0.16 (4-D^o), 0.21 and 0.26 m 
Slope angle, cota: 2.0 
Angle of wave attack, 0: 0° to 50° in steps of 10° 

The wave steepness is given by the ratio between the significant wave height and 
the deep water wave length calculated on basis of the peak wave period: 

s0p = Hs/L0p = 27r/g • Hs/Tp
2 

A parameter often used in the research on coastal structures is the surf similarity 
parameter given as: 

£op = tana/sqrtCs,,,,) 

The model tests were run in test series with fixed wave steepness, ie a fixed 
ratio between the significant wave height and the deep water wave length. Thus 
all tests were made with a surf similarity parameter larger than 2 (two), which 
means that the wave conditions can be characterised as non-breaking waves. 

The dimensionless free board, defined as R<./Hs, varied between 0.5 and 2.0, 
which means that the tests covered both low and high crested breakwaters. 
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Test Results 

This section includes analyses of the influence of the various tested parameters 
(wave height, wave steepness, crest free board, crest width and angle of wave 
attack) on the mean overtopping discharge. The influence of each of the para- 
meters is described in the following. 

Previous studies and the analysis of the test results showed that it is important 
to distinguish between situations with a large amount of water passing the break- 
water crest, 'green water', and situations with a small amount of water passing 
the crest, 'spray'. Observations in the model showed that a rule of thumb to 
distinguish the two types of wave overtoppings is the dimensionless free board, 
Rc/Hs. It was found that for Rc/Hs larger than unity, the major part of the wave 
overtopping will occur as spray, whereas for R,./Hs less than unity green water 
is dominant. 

Influence of Wave Height 

Previous research on wave overtopping has shown that the wave overtopping 
increases almost exponentially with the wave height, which is confirmed by the 
present model tests. An example of the influence of the significant wave height 
on the overtopping volume is shown in Fig. 3 for an angle of wave attack of 
40°. It should be noted that also the wave period changes due to the fixed wave 
steepnesses. It is observed that for perpendicular waves, the wave steepness has 
some influence on the overtopping. This influence became smaller for oblique 
waves, and for 40° no influence is found. 
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Fig. 3 Plot of the overtopping volume as function of the significant wave 
height, Hs. Crest free board, 1^=0.05 m. Crest width, B=0.16 m. 
Angle of wave attack, /3=40°. 
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Influence of Wave Steepness 

The influence of the wave steepness is shown in Fig. 4 for two crest free boards, 
ie a low-crested and a high-crested breakwater. From the results, it is found 
necessary to distinguish between two different cases, ie HS>RC and HS<R,.. 
There is a tendency for decreasing overtopping volumes by an increase in the 
wave steepness for the case of Hs > Rc, whereas there is a tendency for increas- 
ing overtopping volumes for the case of Hs < F^. The test results show that the 
influence of the wave steepness is decreasing for oblique waves, and generally 
no influence is found for an angle of wave attack of 30° as shown in Fig. 7. 
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0.040       0.045 

Fig. 4   Plots of the overtopping volume as function of the wave steepness, Sop. 
Crest width, B=0.16 m.   Angle of wave attack, /3=0°. 
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Influence of Crest Free Board 

Tests were made with three different crest free boards, which resulted in a 
dimensionless freeboard, Rc/Hs, ranging from 0.5 up to 2.0. The crest freeboard 
together with the significant wave height are the major parameters governing the 
amount of water overtopping a breakwater. Examples of the influence of the 
crest free board are shown in Fig. 5. Comparison of the result for perpendicular 
wave attack and for an angle of 20° shows that the influence of an increase of 
the crest free board is larger for the latter case, which is due to an increased 
distance from the intersection of the still water level with the main armour layer 
to the rear side of the crest (the location of the measuring tray). 

Beta = 0 deg 

0.01 
0.050 

100 
Beta = 20 deg 

0.100 0.100 

Sop=0.018 Sop = 0.025 Sop=0.030 Sop=0.045 

Fig. 5   Plots of the overtopping volume as function of the crest free board, R<.. 
Hs=0.075 m.  Crest width, B=0.16 m. 

Influence of Crest Width 

Three crest widths were studied for perpendicular wave attack. Generally, it 
was found that the overtopping volume is decreasing with increasing crest width. 
However, the influence is smaller than the influence of the significant wave 
height and the crest free board. An example of the test results is presented in 
Fig. 6. 
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Hs= 0.075m,Sop- =0.018 

Hs= 0.100m,Sop =0.018 

Hs= 0.075m,Sop =0.030 

Hs= doom,Sop =0.030 

Fig. 6   Plots of the overtopping volume as function of the crest width, B. 
Crest free board, 1^=0.10 m.  Angle of wave attack, |3=0°. 

Influence of Angle of Wave Attack 

Test were carried out with angles of wave attack varying from 0° (perpendicular 
waves) up to 50° in steps of 10°. Typical examples of the influence of the angle 
are shown in Fig. 7, which includes the dependency of the wave steepness (it 
should be noted that the overtopping volumes are plotted in a linear scale). A 
pronounced characteristic in some of the cases is a maximum in the amount of 
wave overtopping for an angle of 10°. 

In order to study in more details the influence of the angle of wave attack, 
dimensionless plots of the test data are shown in Fig. 8. These plots present the 
ratio between the overtopping volume for oblique waves and for perpendicular 
waves as function of the angle of wave attack for each of the three tested crest 
free boards. This ratio corresponds to a reduction factor taking into account 
wave obliquity. The plots show some scatter, but general trends can be 
recognised. 

In the case with the smallest tested free board (Rc=0.05 m), the average of the 
tests shows a maximum in the mean overtopping discharge for an angle of 10°. 
A pronounced decrease in the overtopping is found increasing the angle of wave 
attack to 20° and 30°. For an angle of about 50°, the amount of overtopping 
water is on average reduced by 90 per cent compared to perpendicular wave 
attack, ie a reduction factor of 0.1. This reduction in the wave overtopping for 
an angle of wave attack of 50° is significantly higher than the reduction of about 
40 per cent found for smooth slopes in De Wall and Van der Meer (1992). 
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Re = 0.05 m and Hs = 0.075 m 

20 30 
Beta (deg) 

Re = 0.10 m and Hs = 0.075 m 

-•- 

Sop = = 0.018 

Sop = > 0.025 
-*±- 

Sop = = 0.030 

Sop = = 0.045 

Fig. 7 Plots of the overtopping volume as function of the angle of wave attack, 
/3. The plots include the influence of the wave steepness, s^. Crest 
width, B=0.16m. 

For the cases with higher free boards, only a few tests show a maximum in the 
overtopping for an angle of 10°, and on average a decrease is found. Compar- 
ing the three plots, it is found that the influence of the angle is getting more 
pronounced for the cases with the higher free boards. For the highest tested free 
board (R,.=0.10 m), a reduction factor of about 0.2 is found for an angle of 20°. 
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Fig. 8 Plots of the ratio between the overtopping discharge for oblique waves, 
qa, and for perpendicular waves, q0, as function of the angle of wave 
attack. 
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The overtopping volumes in De Wall and Van der Meer (1992) refer to the 
amount of water passing the crest of a slope, which is a relevant measure in the 
case of an impermeable slope. In the case of a permeable rubble mound break- 
water, the amount of overtopping water will be dependant on the location of the 
measurement, ie the volume will be different when measuring at the front side 
edge or rear side edge of the crest due to the porous crest of the breakwater. 
The difference in the reference location of the overtopping measurements will 
have an effect on the influence of the angle of wave attack, as the distance from 
the front edge to the rear edge of the breakwater will increase with the angle of 
wave attack. Further, in the case of a rubble mound breakwater, the permeable 
layers will result in a faster decrease of the overtopping volume than for an 
impermeable slope. 

Dimensionless Presentations 

Through the years, overtopping results have been presented in numerous ways, 
including dimensionless plots. The most used dimensionless parameters are the 
dimensionless overtopping discharge, Q=q/sqrt(g-Hs

3), and the dimensionless 
free board, R=RC/HS. 

Examples of dimensionless plots of the test results obtained for perpendicular 
waves and for waves with an angle of 50° are shown in Fig. 9. The plots show 
that the test data for dimensionless free boards less than about 1.5 can be fitted 
to a straight line, ie Q can be described by an exponential function of Rc/Hj. 

The model tests carried out with different crest widths showed that this parame- 
ter has an influence on the overtopping, and it is found that a combination of the 
crest free board and width can be used for describing the combined influence of 
these two parameters. For a fixed wave steepness, the dimensionless mean 
overtopping discharge can be fitted to an exponential function using 
(2RC+0.35B)/HS as parameter. 

The test results show that the influence of the wave steepness is small compared 
to the influence of the other tested parameters, and that it is decreasing for 
oblique waves. A dimensionless plot excluding the influence of the wave steep- 
ness is presented in Fig. 10 for all the tests made with perpendicular waves. 
The overtopping data are found to fit reasonable to the dimensionless parameter, 
(2RC+0.35B)/HS, ranging between about 1.5 and 4.0. 

Dividing the dimensionless overtopping discharge with average reduction factors 
for wave obliquity (see the plots presented in Fig. 8), all the overtopping data 
are presented in a dimensionless plot in Fig. 11. The figure presents the 
dimensionless overtopping discharge divided by the influence factor as function 
of the established dimensionless parameter, (2RC+0.35B)/HS, taking into account 
both the crest free board and width. It is concluded that the influence of oblique 
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waves on the wave overtopping discharge can be described by an influence factor 
for wave obliquity. A slight increase in the scatter is found including the data 
for oblique waves, see Figs. 10 and 11. 
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Fig. 9   Dimensionless overtopping discharge, Q, as function of dimensionless 
free board, Rc/Hs.  Crest width, B=0.16 m. 
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Conclusions 

A wide range of parameters influence wave overtopping of coastal structures. 
The present research study on overtopping of a traditional rubble mound break- 
waters with an armour layer slope of 1:2.0 has concentrated on the angle of 
wave attack, the crest free board, crest width, and the general wave parameters 
(Hs, Tp, and s^). 

Model tests were carried out in a wave basin for measuring the mean overtop- 
ping discharge, q (m3/m/s), and covered angles of wave attack ranging from 0° 
(perpendicular waves) up to 50° in step of 10°. 

The significant wave height and the crest free board are the most important 
parameters with respect to wave overtopping. The crest width is found to have 
some smaller influence. 

Testing with four wave steepnesses show that this parameter has an influence on 
the wave overtopping for perpendicular waves, whereas the influence is decreas- 
ing for oblique waves. However, the influence is small compared to the influ- 
ence of the other tested parameters. 

From analyses of the test results, it can be concluded that the reduction factor 
for wave obliquity (described by the ratio between the overtopping for oblique 
waves and perpendicular waves) is dependent on the crest free board. In case 
of a low-crested breakwater, the average of the tests show a maximum in the 
mean overtopping discharge for an angle of 10°. A pronounced decrease is 
found increasing the angle to 20° and 30°. For an angle of 50°, an average 
reduction factor of 0.1 is estimated. For breakwaters with a higher crest free 
board, the influence of the angle is larger, eg for the high-crested breakwater a 
reduction factor of about 0.2 is found for 20°. 

The dimensionless overtopping discharge data for perpendicular waves (including 
all four wave steepnesses) show to fit well when plotted against a dimensionless 
parameter combining the influence of the crest free board and width 
(2RC+0.35B)/HS. Dividing the dimensionless overtopping discharges with aver- 
age reduction factors for wave obliquity, it is found that the same dimensionless 
parameter gives a reasonable fit also for oblique waves. This means that for 
rubble mound breakwaters with a slope of 1:2.0, the dimensionless overtopping 
discharge including a reduction factor for wave obliquity can be described by an 
exponential function of (2RC+0.35B)/HS. 

In order to establish a general overtopping formula for rubble mound break- 
waters, it will be required to include the influence of, for instance, alternative 
breakwater geometries, water depth, artificial armour units, and superstructures. 
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CHAPTER 87 

Construction of Offshore Fishing  Port 
for Prevention of Coastal Erosion 

T. Kawaguchi1, O. Hashimoto1, T. Mizumoto2, A. Kamata2 

Abstract 

When constructing a small fishing port along sandy beach, the most important 
considerations are how to prevent sand deposition at the port entrance and beach 
erosion along the down-drift side of the port. To solve these problems, an offshore 
fishing port connected to the shore by a bridge was planned at Kunnui, Hokkaido 
Prefecture. The port was designed to allow littoral drift to pass between the port and 
the shore. The appropriate shape and offshore distance of the port to restrict the 
development of tombolo was determined by hydraulic model tests and numerical 
simulations of wave-induced current near the port. Bottom sounding was carried out 
in parallel with the construction work. As a result, development of tombolo was 
restricted to some extent and no serious beach erosion occurred. This port seems to 
have generated unexpected strong cell-like circular currents on both sides, and sand 
deposits deposited by these currents. There are, however, no problems at present 
concerning the shape, offshore distance and location of the port entrance. 

Introduction 

In planning a small fishing port along sandy beach, the most important points to 
be taken into consideration are how to prevent shoaling of the port entrance by drift 
sand and how to eliminate adverse effects of the structures on coastal topography 
such as down stream erosion and excessive accretion at the updrift beach. Movement 
of sea bottom materials is very active in the littoral zone, and even a small sized 
fishing port must be designed to avoid littoral sand deposits at the port entrance. 
Extended breakwaters, however, act as a dam and intercept the flow of sediments, 
and accretion occurs at the updrift side. This creates in some cases deficiency in 
material supply to the down coast, where erosion occurs. Out of about 3,000 fishing 
ports in Japan, seventy five percent are in the category of type I according to 
Japanese classification, which is small scale, used only by fishermen from several 
adjoining fishing communities and serving an average of 100 boats less than 3 Gross 
Tonnages. 

Construction Div., Fisheries Agencies, Ministry of Agriculture, Forestry and 
Fisheries. 1-2-1, Kasumigaseki, Chiyoda-Ku, Tokyo 100, JAPAN. 

Fishing Port Div., Fisheries Dept., Hokkaido Prefecture, 
7, Kita-Sanjyo-Nishi, Chuo-Ku, Sapporo, Hokkaido 060, JAPAN. 
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Shizukar 

The offshore fishing port discussed here was constructed with its entrance out of 
the surfzone, and thus free of sediment deposition, and connected by a bridge so as 
to allow littoral drift to pass behind. In case of such a small port, it is not necessary 
to locate the port very far from the coast, and construction costs are reasonable. The 
problem is to determine the offshore distance needed to restrict development of 
tombolo to the extent to allow the passage of drift sand. From this standpoint, this 
offshore fishing port was planned at Kunnui, in Uchiura Bay, southern part of 
Hokkaido in 1985 and completed in 1994. This report represents the characteristics 
of drift sand in the Bay of Uchiura, several investigations to determine the layout 
of the port, and changes in the bathymetry of the site during the construction. 

Outline of The Project Site Conditions 

Topography 
Kunnui fishing port is located at the head of Uchiura Bay along the eastern side 

of the Oshima Peninsula. As shown in Fig. 1, the bay is almost a circle, 50 km in 
diameter and 150 km in length along the coastline. The entrance is open to Pacific 
Ocean at the southeast side and the width of this entrance is 28 km. The bay is 
roughly divided into three sections from the viewpoint of the geographical, 
meteorological and oceanographical conditions such as wind, wave and littoral 
current. 

® Northeast Coast 
This section is 

between Muroran 
and Shizukari, 
consisting of coastal 
cliff made of 
igneous rock which 
has strong resistance 
against erosion and 
narrow coastline 
between the cliff and 
sea. The coastline is 
generally monoto- 
nous and slightly 
concave or bow- 
shaped. 

© Northwest Coast 
This section, 

between Shizukari 
and Yakumo, is 
located in front of 
the bay entrance. 
The coast is 
monotonous, 
bow-shaped and of 
sand. The particle 
diameter of sand at 
the foreshore is 
almost uniform. This 
coast is topographi- 
cally   of   emergent, 
caused by land upheaval.  Especially between Shizukari and Kunnui, there is a flat 
coastal plain.   Kunnui fishing port is located at around the middle of this coast. 

© Southwest Coast 

water depth [unit:m] 

N 
Abuta ,1 

Fig.l   Uchiura Bay 
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This region, between 
Yakumo and Mori, has 
eroding beaches approached 
by hills. Sandy coast is 
limited with, one to two 
kilometers sandy beaches 
between capes that exist at 
intervals. Capes are made of 
sedimentary rock and 
considerably eroded. 
Recently, the construction of a 
coastal seawall is serving to 
protect and preserve this 
coast. 
Sea Waves 

In this bay, there is hardly 
any seasonable change in 
waves, but there are occasion- 
al higher waves caused by 
typhoons in autumn, and low 
atmospheric pressures passing 
through the Sea of Japan in 
winter. 
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Fig.2  Non-exceedance Probability of Waves 
(Nakanosawa Observation Point) 

Along the northwest coast, where Kunnui fishing port is located, principal wave 
direction is ENE~SE, and mostly at a right angle to the coastline. Wave observation 
is conducted at Nakanosawa, located 5 kilometers north-north-east of Kunnui. 
Probability of non-exceedance on wave height and period from 1968 to 1981 are 
shown in Fig. 2. Waves less than 0.5 m account for 90 percent. Frequency distribu- 
tion of waves is shown in Fig. 3. This figure indicates predominant wave periods are 
around 5 sec. and over 9 sec. This shows two types of waves, one generated in the 
bay and the other from the Pacific Ocean. As shown in Table 1, incident waves range 
from ENE to SSE, but predominant wave direction is from ESE to SE, and is almost 
at a right angle to the coastline. 

a z 

i i 1 1 I I i 1 1 iH!nnr-fr:-T 

Table 1  Wave Height [H] Distribution 
by Directions 
(1968-1981, at Nakanosawa) 

Wave Period T(sec) 

Fig.3   Frequency Distribution 
of Observed Waves 
(1968-1981, at Nakanosawa) 

Wave Height 
H(m) 

Direction 
Total ENE E ESE S E SSE 

0.0-0.5 — 39 2157 1889 30 4115 
0.5-1.0 - 1 682 736 - 1419 
1.0-1.5 70 - 33 11 2 116 
1.5-2.0 - - 3 - - 3 
2.0-2.5 - — 3 - - 3 
2. 5< - — - - - 0 
Total 70 40 2878 2636 32 5656 

% 1.24 0.71 50.88 46.60 0.57 100. 00 

by 

Average wave height is 0.4 meters, and average wave period is 7.5 sec. 
According to the significant design wave investigations for the port conducted 

Hokkaido prefecture, maximum yearly wave height is for storm wave coming from 
the Pacific Ocean, and wave heights with some return periods were obtained by 
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Table 2 Wave Height with a Return Period of N years 

Direction Return Period of N years 1 year 3 years 5 years 10 years 20 years 
E S E Wave Height H(m) 2.1 3.7 4.5 5.6 6.8 

Period      T(sec) 6.4 7.8 8.5 9.4 10.4 
S E Wave Height H(rn) 2.9 5.0 5.9 7.0 8.0 

Period     T(sec) 7.1 8.9 9.6 10.6 11.4 

Table 3  Equivarent Deepwater Wave 

Condition Direction Deep Sea Wave Equivarent Deepwater 
Wave Height H„'(m) 

Direction Breaker Depth 
h„ (m) H,(») To(sec) 

Ordinal Storm 
(in 1 year; 

E S E 2.1 6.0 1.3 ESE 2.15 
S E 2.9 8.0 1.7 ESE 2.89 

Storm 
(in 20 years) 

E S E 6.8 10.0 3.5 E S E 5.67 
S E 8.0 11.0 4.1 E S E 6.64 

Kunnui 

statistical  analysis  on 20 waves each for ESE and SE,  applying the Weibull 
Distribution Method.  The result is as per Table 2. 

Deep sea significant design wave was decided as wave height of 8.0 m and wave 
period of 11.4 sec with return period of 20 years. The bay entrance is not very wide, 
so equivalent deepwater wave height is calculated based on angular spreading of 
wave energy and refraction coefficient. For these effects, equivalent deep sea wave 
height of design wave 4.1 m and breaker depth is 6.6 m from ESE, as per Table 3. 
Tidal and Littoral Current 

Highest water level on record is +2.00 
meters, mean monthly-highest water level is 
1.4 meters, mean water level is 0.5 meters and 
mean monthly-lowest water level is 0.0 meters 
above datum level. As for littoral and tidal 
currents, field investigations conducted by Civil 
Laboratory of Hokkaido Development Bureau, 
for 2 years 1963 to 1965, were available, as per 
Fig. 4.   Characteristics are as follows: 

® Tidal current in the bay becomes a loop 
current, clockwise in summer and counter 
clockwise   in   winter,   influenced   by   ocean 
currents outside the bay. 

® Correlation between direction of littoral 
current and incident wave direction is high, and 
the dominant direction of littoral current 
corresponds to prevailing direction of incident wave. 

® In normal weather, littoral current in the bay depends on season. Along northeast 
and southwest coasts, direction is towards the head of bay in summer, and from head 
forward the entrance in winter. But along the northwest coast, direction is opposite 
on the Shizukari side and Yakumo side, with the neighborhood of Oshamanbe as a 
border. 

@ Velocity of tidal current is about 16 cm/sec. 
Bottom Slope 

Contour lines are almost parallel to coastline. Bottom slope is approx. 1/90 as 
far as -7.0 meters. Depending on season, a step is formed, in some cases at water 
depth of 2 to 3 meters. 
Bottom Materials 

Sinter 

Fig.4  Currents in Uchiura Bay 
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Table 4  Median Grain Diameter[d5Q] 
and Sorting Coefficient[S0] by Water Depth 

Date 
Offshore Distance (m) - 60 + 60 +300 +500 +700 
Water Depth (m) +1.0 -1.0 -4.5 -7.0 -8.5 

Nov.,1984 d 50 (mm) 0.25 0.21 0.17 0.15 0.08 
So=(d75/d25)^

2 1.48 1.43 1.21 1.38 1.42 
Jul.,1985 d 50 (mm) 0.29 0.22 0.16 0.15 0.14 

S.=(d,s/d!5)
1/! 1.19 1.23 1.21 1.20 1.33 

This coast is 
emergent, and the 
existing coastline is 
assumed to have 
been deposited at 
about -20 m sea 
bottom. Particle 
diameter of sand is 
less than 0.22 mm, 
and well sorted. 
Median   grain   size 
(d0) has a smaller value depending on water depth toward offshore.   Median grain 
size and coefficient of screening by water depth is shown in Table 4. 

Drift Sand 
• Changes of Coastline 

According to field interviews, the shoreline around Kunnui fishing port retreated 
about 25 m during the 40 years from 1925 to 1965, and yearly average retreat was 
0.6 m/year. Further, according to the coastal deformation map based on topographi- 
cal maps (1/50,000) made by the Geographical Survey Institute from 1896 to 1975 
at Oshamanbe,10 km from the port, shoreline retreat continued up to around 1969 
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Fig.5   Changes of Shoreline from a Reference Line (at Nakanosawa) 

but there was little retreat afterwards. Today, a balanced situation is maintained, but 
considerable seasonal changes seem to be occurring. Fig. 5 shows the investigation 
results on change of coastline at Nakanosawa from June 1963, to June 1965. 
Distances to coastline measured from 21 key piles installed at 50 meters intervals are 
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plotted monthly. Average distance is shown by a dotted line and the total trend by 
a solid line. The trend is forwards coastline advance in summer and retreat in winter. 
For those 2 years, the coastline retreated by about 20 meters on an average but 
seasonal change was also substantial, from 10 to 15 meters. From this figure the 
following features are recognized; 

(D Throughout the year, accretion and erosion repeat alternately and a seasonal 
cycle is observed. 

® Erosion trend is observed from October to February and deposition from March 
to September, though there exist some variations depending on the annual wave 
conditions. 

® Retreat of shoreline is, in most cases, sudden rather than gradual. It is assumed 
that coastal erosion is caused by waves generated by typhoon around autumn and 
cyclones passing through the Sea of Japan in winter, and that in such cases erosion 
is not completely recovered even after a long period of calm sea. 

Relation among Wave Energy, Average Length to Coastline and Foreshore Sand 
Volume 

Assuming that Eh is wave 
energy transmitted across a plane of 
unit width perpendicular to the 
direction of wave advance at water 
depth h; and Eb is wave energy at 
breaker position; Eb = (bn/b„)Eh: 
and Ea is energy passing through 
unit width parallel to coastline per 
unit time, • - - 
a • Cosa. 
b„/bbissq. 
and a is 
shoreline 

70 

60 
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therefore Ea 
In   these   equations 

of refraction coefficient 
wave crest angle with 
at breaker position. 

Assuming that at water depth h, H 
is wave height, L is wave length 
and T is wave period, from Small 
Amplitude Waves Theory, Eh = n H 
L7/8T, and 7 is unit weight of 
sea water and n is ratio between 
wave velocity and group velocity. 
Therefore, incident angle is divided 
to +a and -a, if right angle 
direction against coastal line is set 
as 0. Assuming that EL is the 
energy of waves come in from left 
hand side and ER from right hand 
side. Fig. 6 shows change of length 
and foreshore sand volume up to 
coastline from key pile and the 
relation with IE, as well as 2ER 
and also (2EL - 2ER ). For calcu- 
lation of HE, it was assumed that 
the measured waves at noon 
continued until the following noon, 
and the energies from the both sides are added up separately for each month. 
Shoreline advance occurred when (IEL - 2 ER ) is within the range of ER, and shore- 
line retreated when this is within the EL range. As a result of this survey, it was 
concluded that in this area, onshore-offshore sand transport is dominant under usual 
wave occurrence, and under unusual weather conditions, longshore littoral transport 

'1963 1964 1965 
Jun. AUK. Oct. Dec. Feb. Apr. Jun. Aug. Oct. Dec. Feb. Apr. Jun. 

Fig.6  Relationship between Average 
Shoreline, Sand Volume and 
Wave Energy(at Nakanosawa) 
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Fig.7  Shoreline Changes at Yakumo Fishing Port 

parallel to the coast is predominant. The coastline thus advances when ER surpasses 
EL, and vice-versa. Direction of predominant littoral transport is from right to left. 

Coastal Changes of the Adjoining Fishing Port and Coastal structures 

Yakumo Fishing Port 
Yakumo fishing 

port is located at 23 km 
from Kunnui. Con- 
struction work began in 
1951. Fig. 7 shows the 
coastal changes of this 
port. Due to drift sand 
moving from right to 
left, sand was deposited 
along the upstream 
shore, and it became 
difficult to maintain 
water depth at the port 
entrance. Consid- 
ering the smallness of 
particle diameter at this 
coast, and the changing 
direction of dominant 
longshore current 
depending on season, 
an offshore breakwater 
as shown in this figure was installed. Sand accumulates at the back of the offshore 
breakwater in summer and when wave and flow change direction in winter, flushing 
of sand by natural forces acts as a counter-measure. Consequently, this counter- 
measure succeeded in preventing excessive sedimentation at the port entrance. 

However, as water depth at the port entrance had already been reduced to 3 
meters, and onshore drift sand is flowing in from the port entrance,   maintenance 
dredging is still carried out every year. 
Offshore Breakwaters for Shellfish Propagation Ground at Yakumo 

From 1976 to 1981, three offshore breakwaters had been constructed with the 
purpose of "Sakhalin surf-cram" propagation grounds about 13 km from Kunnui. 
The specifications of these offshore breakwaters are; 200 m in length, 50 m between 
successive breakwaters, 200 m of offshore distance and -3.0 m as site depth. As this 
area is very near and topographically similar to Kunnui, bottom materials and slope 
are similar to that at Kunnui. Fig. 8 shows coastal changes caused by the construction 
of these offshore breakwaters. The type of the breakwater is of permeable riprapping 
tetrapod with crown height of D.L.+3.0 m. 

As shown in Fig. 8, as the construction work progressed, extensive tombolo 
developed behind the breakwaters and the coastline advanced by about 100 m at low 
water level. The adjoining coast was eroded, and at the left-hand coast even the 
foundation of the existing seawall was eroded. Accretion was remarkable and three 
tombolo were connected to each other. Fig. 9 shows bathymetry in August of 1984. 
As the development of the right-side tombolo is greater and coastal erosion is greater 
than on the left side, the dominant direction of drift sand is supposed to be from right 
to left. 

Plan of the Fishing Port 

In the past, before Kunnui fishing port was developed, fishing boats were hauled 
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Fig.8   Changes of Shoreline behind Offshore Breakwater 
at Yakumo 

Fig.9  Bathymetry of Yakumo Shell-Fish Propagation Ground 
(Aug., 1984; Two and Half Years after the Completion 
of Offshore Breakwater) 

up on the foreshore, much man power and time was needed for lifting and launching 
fishing boats. Major catches are scallop, flatfish, salmon and tuna. The fisheries are 
managed under stable conditions with gillnet, small setnet and salmon large setnet 
fisheries, and shallow water aquaculture of scallop. Kunnui fishing port was designed 
to serve as a vessel mooring area and a base for prepparing and managing fishery 
operation. 
Shape of the Port 

Merits and demerits of detached fishing ports are discussed by Sakai. In case of 
small-scale ports, a large area for port facilities is not required, but if a plan be 
conducted only directing our attention to the scale of a plane layout, or the port 
design is concentrated only on facility layout, ignoring the presence of littoral drift, 
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and the port entrance is set inside the breaker zone where drift sand movement is 
heavy, then the function of the port may be impaired. On the other hand, if the port 
layout is determined from a viewpoint of preventing sedimentation at the port 
entrance, a rather large-scale port design is indispensable in order to set the port 
entrance far offshore side beyond the breaker zone. In this respect, however, a port 
constructed at a properly selected offshore site as a kind of man-made island may 
not require higher total costs than a conventional port. 

Several    draft    plans 
Plan(l) 

^ 

Plan(2) 

X, 
Plan(3) 

Fig. 10  Layout Plan of Kunnui Fishing Port 

were examined, consider- 
ing the influence on 
adjoining coast, sediment- 
ation at port entrance, ease 
of construction and const- 
ruction cost. Two basic 
cofigurations were consid- 
ered; one was a con- 
ventional type extending 
offshore; and the other 
was a detached island 
type. Further, two 
detached types were 
considered; one with a 
curved shape to decrease 
wave dumping effect by 
the port, and the other with an angular form. Fig. 10 shows these types; ® Plan 1 
: Conventional type of port © Plan 2 : Island type of port with angular lines (D 
Plan 3 : Island type with curved breakwater to produce rough waves behind the 
sheltered area. Although Kunnui is a small port, if the port was constructed based 
on the conventional method of installing shore-connected breakwaters, it was 
assumed that longshore transport would be interrupted and beach accretion up-coast 
as well as erosion down-coast would occur. Further, if the port entrance was set in 
the surf zone, there was a risk of sedimentation at the port entrance. In fact, these 
troubles occurred at Yakumo port, as already mentioned. In order to prevent the 
influence of drift sand as much as possible, an offshore island type fishing port was 
adopted. 

From a standpoint of coastal structure, an island fishing port is considered to be 
very similar to an offshore breakwater. In this case, the point was how to balance 
the need to prevent development of tombolo with construction costs. The longer the 
offshore distance, the smaller the development of tombolo, but the higher the 
construction cost.  Therefore, the following conditions are key for determination; 

(D Water depth at the port entrance is deep enough to prevent being blocked by 
drift sand under adverse wave conditions. © Port is designed such as to decrease 
formation of tombolo. © Offshore distance has to be great enough to prevent the 
port from being connected to shore by developmenMjf tombolo. ® Reasonable 
construction cost based on comparison with costs estimated for conventional port, 
including relation between offshore distance, maintenance and management cost if 
longshore drift transport were  totally interrupted and beach erosion occurred. 

Offshore distance was initially set at around 200 m, and investigations were 
carried out for several different distances. 
Scale of the Fishing Port 

Port scale was planned according to the forecasted number of fishing boats which 
would utilize the port, as per Table 5. Pursuant to Fishing Port Planning Criteria, the 
facilities and scale are as per Table 6. 

• Entrance Water Depth 
If a port is constructed offshore, the risk for sedimentation at the entrance 
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The Grade of 
Fishing Boats 

1983 (Results) after Completion(Forecast) 
The Number of 
Fishing Boats Total G.T. 

The Number of 
Fishing Boats Total G.T. 

< 3 G. T. 32 67 6 67 
3~ 5 G.T. 7 24 46 161 
5-10 G.T. 0 0 4 28 
Total 39 91 56 256 

IteeSrLceTater Table 5 Usa8e of Kunnui Fishing Port[G.T.: gross tonnage] 
depth gets deeper, 
but cost increases. 
For deciding the 
depth of the port 
entrance, critical 
depth for 
sediment 
movement     is 
adopted as a yardstick. This critical 
depth is classified into two types; 
critical water depth for surface 
sediment movement and critical 
water depth for complete sediment 
movement. The former concerns 
mass movement of surface sand at 
the bottom along wave direction; and 
the latter indicates movement which can cause change of waterdepth. According to 
the formula developed by Sato and Tanaka, these depths are expressed as follows; 

(Surface Sediment Movement) 

Table 6  Necessary Facilities 

Facilities Length or Area 
Mooring 
Faci lities 

Quay Wall -3.0m 100 m 
Boat Yard[Shipway~ 80 m 

Land for 
Facilities 

Land for 
Facilities +3. Om 12.100 m2 

-2.= 1.35 — 3  sinh—-^ 

(Complete Sediment Movement) 

Hn 2.4 — P   sinh 
2nh, 

Where, 
Affix o : offshore wave 
hj : Critical water depth for surface sediment movement 
hc : Critical water depth for complete sediment movement 

As a result of bottom survey, median diameter of bottom sand is d50 = 0.08-0.26. 
During investigation period, H0 = 2.2 m and T = 12.3 sec were observed. After 
storm wave subsided, recognized isobath was up to -6.5 m, with d50 of 0.26 mm. 
The calculated values were hj = 6.6 m and hc = 3.1 m. For wave with return period 
of one year, equivalent deep water wave height H,,' is 1.7 m, with h;= 7.7 m-12.5 m 
and hc=3.7 m-5.7 m. According to these results, the entrance depth was determined 
to be deeper than D.L-5.7 m. 

These factors were established based on the analysis of existing materials, site 
investigations and simulations, and thus may not represent in full the actual site 
conditions.   Consequently, an hydraulic model test was conducted, and the results 
were compared. 
Layout of the port 

• Model Test 
To compare the angular and curved offshore fishing ports, a hydraulic model test 

was carried out. As bottom slope is gentle, the distorted model was applied through 
trial and error. Mode Scale was 1/100 in horizontal and 1/70 in vertical. Tests were 
carried out for the angular type (Plan 2) and the curved type (Plan 3) with waterdepth 
-5.5 m, -6.5 m, -7.0 m. Offshore distance was initially set at 200 m and tests were 
conducted for several distances around this figure.   Sand used in the tests has a 
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Fig. 11   Example of Sea Bottom Change 
by Hydraulic Model Test[Plan(2)] 

median grain size of 0.22 mm. The purpose of the tests was qualitative comparison 
of tombolo development. 

Test Waves were 
for waves with 
return period of 1 
year and 20 years, 
and wave direction 
was ESE and SE. 
As a verification 
method, sand move- 
ment by tracer in the 
Model was arranged 
to correspond to the 
move of fluorescent 
sand at the site. 
As it is difficult to 
reproduce actual site 
conditions in the 
model, only qualita- 
tive comparisons 
ware conducted. 

A total of 24 
hydraulic model tests 
were performed for 
various wave 
conditions and 
offshore    distances. 
As a qualitative comparison between angular type and circle type, tests showed no 
tombolo protruding from water surface for the circle type, because of higher wave 
height and rougher water behind the port compared to the angular type. Two 
examples of the results of the tests are shown in Fig. 11 and Fig. 12. 

In this case of the angular type, conspicuous tombolo was observed, while no 
tombolo appeared in the circle type even though incident wave was a little higher. 
A long and slender shoal, however, elevation of which was the same as the water 
surface, was formed along the center line behind the port, where waves from both 
sides collided with each other. Another characteristic was local scouring along and 
at the corners of breakwaters in the angular type, in contrast to that deposition area 
appeared along breakwaters up to water depth of -5.0 m to - 6.0 m in the circle 
type. This phenomena seemed to be caused by strong return flow along the 
structures. 

• Numerical Simulation of Wave Induced Current 
For Plan 3, numerical calculation of wave induced offshore current was 

conducted to confirm the speed of return flow. The result of the computation is 
shown in Fig. 13. 

The wave conditions in this case are; wave direction ESE, equivalent deep water 
wave height is 2.2 m (at depth of -6.0 m it is about 2.0 m), and wave period 8.0 sec. 
The range of computation is 1,000 m, along the coast and offshore. Mesh interval 
is 20 m. In this case, a circular current with velocity 10 to 30 cm/sec developed 
behind the port. Part of this current flows offshore along outlying facilities as return 
flow. This flow might result in sediment transport and deposition along port outlying 
facilities as seen in the model test. If the -2 m isobath reaches the port entrance, the 
entrance may not be maintained. In the hydraulic model test, this phenomenon 
occurred until initial water depth of -3.5 m. 

These qualitative tests, however, were unable to confirm what would occur at the 
actual site. Furthermore, although conspicuous tombolo was not formed in the model 
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test, a considerable 
size of tombolo was 
assumed to develop 
from this calculation. 
Putting all these 
various results 
together, along with 
last but not least, 
consideration of total 
cost, layout shown 
in Fig. 14 was 
adopted. 

Topographic 
Changes During 
Construction 

The construction 
work commenced in 
1988, and proceeded 
in the following 
order: ©Road bridge 
©West side seawall 
©Bridge    approach Fig. 12  Example of Sea Bottom Change 

by Hydraulic Model Test[Plan(3)] 

Fig. 13  Nearshore Current by Numerical Simulation 
[H0=3.6m, T=8.0sec: H=2.0m at h=-6.0m] 

©Southern seawall ©Southern breakwater ©Eastern breakwater ©Northern seawall 
§ Northern breakwater 

Mooring facilities ©Reclamation of land for facilities. During the construction, 
sounding survey was conducted every year around August and September. The 
coastal configuration at each stage of work was compared against with the base 
survey conducted in August, 1985. As was predicted, a tombolo was formed at the 
rear of the port.   Fig. 15 shows changes of coastline (development of tombolo) at 
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Fig.14  Final Plan of Kunnui Fishing Port 

M.W.L. (D.L.+0.5 m). The tip of the tombolo advances seaward with the progress 
of the construction work. But maximum length of advancement is only about 60 m 
and the size is not so great. Fig. 16 illustrates the changes of shoreline at L.W.L. 
(D.L.+O.O m). The seaward tip of the coastline is long and sharp but changes its 
shape adapting to imposed wave conditions much like a kind of cuspate spit, and 
almost touches the port in recent years. Fig. 17 shows bathymetric changes. Since 
this port consists of impermeable breakwater and a coastal structure 300 m long and 
200 m wide, bathymetric change is, in general, different from that of a conventional 
offshore breakwater shown in Fig. 9, which is of permeable type with low crown 
height. In the case of common offshore breakwaters, local scouring is generally 
observed at both ends, but in the case of an offshore fishing port, there exists no 
scouring because of the smooth linear change in the line of the structure. Due to 
influence of return flow, sand deposition occurs as far as -6 m on the right-side and 
-5 m on the left-side along the port and shape of the isobath becomes convex near 
the port. 

At the planning stage of this port, we considered only the similarities with an 
offshore breakwater, but in reality, coastal changes adjoining the port also show 
similarities with the changes usually caused by a long jetty. 

Bathymetric changes since 1992 hint at the existence of large scale and strong 
cell-like circular currents on both sides of the port. Along this current, scouring of 
sea bottom occurs in the onshore direction and deposition in the offshore direction. 
The width of this circular current is approximately 400 m, and this results in the start 
of tombolo 300 m - 350 m on both sides from the center line of the port. Retreat of 
the coastline is 30 m at right and 10 m at left and stable. In comparison with yearly 
shoreline changes by attacking waves before the construction of the port, this retreat 
is small and stable and thus there are no problems concerning coastal erosion, even 
though there is no seawall at this beach. Over a distance of 400 m from the center 
line, no particular change can be seen in the coast except for seasonal changes. 

The point is whether we have obtained the desired results or not. At this coast, 
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Changes of +0.5m Contour line tith 
the Progress of Construction at tui 
"' •        Port     [l.L.I.L. = +0.5m] 

Fig.15  Change of +0.5m Contour line with       Fig 16  changes of Shoreline with the 
the Progress of Construction at Progress of Construction at Kunnui 
Kunnui Fishing Port[M.L,W.L.=+0.5m] Fishing Port[at L.W.L.=±0.0m] 

Fig.17   Changes of Contours with the Progress 
of Construction at Kunnui Fishing Port 
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onshore-offshore sand drift dominates under normal conditions and longshore sand 
drift during high waves, but except for low water, there remains a channel at the rear, 
and we thus think it stands to reason that littoral current flows behind the port. It is 
only 3 years, however, since the port took shape, and we are thus going to continue 
field observations and make a final decision in the future. 

Conclusion 

Our research focused on how to prevent beach erosion and sand deposition at 
the port entrance. For the time being, this purpose seems to be satisfied at Kunnui 
fishing port, but careful examination of bathymetric charts conducted in parallel with 
the construction work indicated that there occurred large scale cell-like circular 
currents at both side of the port. This current transports sand onshore and scours the 
sea-bottom en-route and deposits sand behind and along the port when it is flowing 
in the offshore direction. In this sense, the location of port entrance at the depth of 
-6.5 m, and over 400 m offshore from the coastline is supposed to be adequate in 
this case. We learned that it is important not only to restrict tombolo generation but 
also to predict the scale and strength of cell-like circular currents in planning this 
type of fishing port. 
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CHAPTER 88 

Topographical Change around Multiple Large 
Cylindrical Structures under Wave Actions 

Chang-Je KIM1, Koichiro IWATA2, Yoshihito MIYAIKE3 and Hong-Sun YU4 

Abstract 

This paper is aimed to investigate theoretically and experimentally the to- 
pographical change and the local scouring around multiple large cylindrical 
structures under wave actions. It is revealed from laboratory experiments that 
the bottom configuration, the local scouring area and its depth around the 
cylindrical structures are changed largely according to the number of cylindrical 
structures, the structure's diameter, the incident wave angle and the sediment 
size. The theoretical model which developed newly is shown to predict well the 
topographical change around the structures. 

1. Introduction 

Cylindrical structures are one type of the widely-used coastal and offshore 
structures such as large volumed gravity platforms or water intake towers for 
power plants. Very recently, multiple large cylindrical structures have been 
constructed in shallow water depth and have been reported to suffer from local 
scouring around the cylindrical structures under wave actions in Japan. It goes 
without saying that the prediction of topographical change and the evaluation 
of local scouring area and depth around structures are indispensable for safety 
design of the structures. The accumulated knowledge of bottom topographical 
change around multiple large cylinders is, however, little compared with that 
of one large cylinder or small cylinders. 

1Lecturer, Korea Maritime University, Busan, 606-791, KOREA 
2Professor, Nagoya University, Nagoya 464-01, JAPAN 
3General Manager, Chubu Electric Power Co. Ltd., Nagoya 461, JAPAN 
4Professor, Korea Maritime University, Busan, 606-791, KOREA 
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This paper is to discuss theoretically and experimentally the bottom to- 
pographical change and local scouring around the two or three large cylinders 
under wave actions. First, the theoretical model is newly developed to evaluate 
the topographical change and to predict the scouring area and depth. Next, 
elaborate laboratory experiments are conducted to investigate the change of 
bottom configuration due to changes of the number of the large cylinders, their 
diameters, the incident wave and angle, and the sediment size. Comparing with 
laboratory experiments, the theoretical model proposed in this paper is shown 
to be very useful to evaluate the bottom topographical change and the local 
scouring around multiple large cylindrical structures. 

2. Theoretical model 

2.1 Diffraction theory 

The diffraction theory is applied to evaluate the wave kinematics and wave 
deformation around the circular cylinders, since the ratio of the cylinder's di- 
ameter to the wavelength (diffraction parameter), D/L is more than 0.2. The 
source distribution function method using a vertical line wave source Green's 
function(Issacson, 1978) is employed in this paper under the assumptions of 
inviscid and incompressible fluid, and irrotational wave motion. The water 
particle velocities can be described with velocity potential $(= $j + $5; <J>j 
is the incident velocity potential, $5 the scattered velocity potential), which 
satisfies Laplace equation. $, $/, and $5 are all functions of x, y, z, and t, and 
(x, y, z) are the Cartesian coordinates of a point in the fluid field at which the 
potentials(<I>, $/, and $5) are calculated at time t. When it is assumed that 
the wave height is sufficiently small for linear wave theory to apply, the incident 
wave velocity potential $7 is a known value, and the scattered wave velocity 
potential $5 is obtained from the source distribution function method(see, Kim 
and Iwata, 1993). 

The wave height H around structures is given as 

1(7 

H = 2\-{Mx,y) + 4>s(x,y)}\ (i) 
g 

where i = \J — 1, a denotes the wave angular frequency, g the gravitational 
acceleration, cjij the complex amplitude of the incident velocity potential <&/, 
(f>s the complex amplitude of the scattered velocity potential $5, and | | the 
absolute value. 
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The water particle velocities Ui,(x,y,t), V[,(x,y;t) in the x-, y- directions 
near bottom around structures are as follows, respectively. 

Ub = Real[— \z=-h] = Real[U0(x, y) exp(-iat)] (2) 

Vb = Real[— \z=_h] = Realms, y) exp(-iat)] (3) 

in which Real denotes the real part of the expression following, h the still water 
depth, U0 and Vo are *ne complex amplitudes of Uf, and V5, respectively. 

It has been reported that the wave height and the bottom velocity evaluated 
with the source distribution function method using a vertical line wave source 
Green's function, were in good agreement with those by experiments(Kim and 
Iwata, 1993, Kim et al., 1994). 

2.2 Mass transport velocity 

Taking constant viscosity into account, Lagrangian mass transport velocities 
UL, VZ in the x-, y- directions in the bottom boundary layer combined Stokes' 
mean drift with Eulerian mean drift are given as(Carter et al.,1973) 

UL 

where * means the complex conjugate, F$, F6 and Fj are expressed as 

Fb   =   -8iexp{-(l-«')£} +3(1+ i)exp{-2f}-3+5i (6) 

F6   =   -4iexp{-(l-i)0 + (l + 2i)exp{-2f}-l + 2i (7) 

F7   =   F5-F6 (8) 

where £ = Zi/S, Z\ is the distance away from the bottom and points normally 

into the inviscid region, S(= J2u/<j; v is the kinematic viscosity) the thickness 
of the boundary layer. 

With the known expressions of U0, V0 or UQ, V£ in Eqs.(2) and (3), La- 
gragian mass transport velocities uZ, vj, in the bottom boundary layer in 
Eqs.(4)and(5) can be evaluated. 
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2.3 The sediment transport rate model 

From the sediment transport field, the development of the topographical 
change or the local scouring around structures is calcurated by the continuity 
equation for the sediment given as 

dh(x,y ;t) _ \dqx(x,y;t)  |  dqy(x,y;t)\ 

\       dx dy       j at 

in which h is the above-mentioned still water depth, qx and qy are the sediment 
transport rates in volume of material per unit time and width in the x~ and 

y- directions, respectively. 

Consider the sediment transported in the s- direction by mass transport 
V(= y/uZ2 + vt2), as shown in Fig. 1. The sediment transport model qs 

proposed by Watanabe(1981) is widely used in and out the surf zone. 

?» = 
AiWf 

(1 - \o)s0gVSogdso 
(W« - «»cH (10) 

in which Ai represents dimensionless parameter, Wf the sediment settling ve- 
locity, A0 the porosity of the bed material, s0 the specific weight of the sediment 
in water, c4o the median diameter of the sediment, u, the friction velocity and 
M»C the critical shear velocity. 

liSSiiSiSiii 

is cos e' 

Ax 

Fig. 1 Simplified model of the sediment transport rate 



1216 COASTAL ENGINEERING 1994 

The sediment transport rate of Eq. (10) is generally based on the sediment 
transported by breaking wave over the slope bed. Therefore, Eq. (10) is ap- 
plied to the sediment transport over the plane bed like the present study, the 
sediment transport rate may be overestimated. Consequently, the new model 
for the sediment transport applicable to the cases that the spatial change of 
the wave height is dominant, is proposed on the approximation described in 
the following. 

Equation (10) can be approximated by 

H3 

q> ~ <l9 ~ VLj9 ~ gT3sinh^ (11) 

where V^a* = \/(U? + V?)\      , T is the period of the incident wave, k the 
V max 

wave number. 

Similarily, the mass transport velocity V can also be approximated as fol- 
lows. 

lv   dV^ IP 
a   °'  ds       gT3 sinh3 kh 

where U0s indicates the water particle velocity in the s-direction near the bed. 

V-Z^^-Z^-TJTZ (12) 

The following Eq. (13) is obtained by combining Eq. (11) with (12). 

q. ~ VH (13) 

Equation (13) means that the sediment transport rate is proportional to VH. 
The wave height H in the vicinity of large scale structures changes largely 
in space due to the scattered wave superimposed on the incident wave, and 
since the wave height H corresponds to the dynamic pressure, its magnatude 
represents the extent of the sediment suspension. From this point of view, it 
seems to be more reasonal that the wave height H is explicitely included in 
the sediment transport rate. In the present study, consequently, the sediment 
transport rate qs at an equilibrium state is given as 

q. = r^r-(*• - ^-)VH (14) 1 — AQ 

where A indicates the dimensionless parameter, \PTO(= fwVbnax/fisogdso)', fw is 
the wave friction factor) the Shields parameter, ^c the critical Shields param- 
eter. 

In calculating Eq.  (14), the wave height H is evaluated with Eq.  (1), the 
water particle velocities UQ and V0 are evaluated with Eqs.  (2) and (3) using 
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the source distribution function method, and the mass transport velocities u£ 
and vZ are also evaluated with the values(J70, V0, Ug and VQ) by means of Eqs. 
(4) and (5). 

2.4 Topographical change at an equilibrium state 

It is assumed that the wave field has little change after the bottom profile 
change, that is, the sediment transport rates at the equilibrium condition can 
be evaluated with those qx(x,y;0), qy(x,y;0) at t=0, and the acting time Tc 

of wave when the bottom topography reaches an equilibrium state is deter- 
mined from the experimental results, since the present study aims to establish 
the simple method that is able to predict the topographical change, the local 
scouring depth around structures. 

From Eq. (9), 

Ahc(x,y)   =    /    |^£^+^m^U; 
ftc idqx(x,y;t)      dqy{x,y;t)) ^ 

Jo   \       dx dy       J 

(x,y;0)   |  dqy(x,y;0)\ y 

dx dy 

d(q,cos8')   |   d{qssin6')\      y 

dx dy     /,=„ 
in which, Ahc(x, y) repesents the change of the still water depth, and Ahc > 0, 
A/ic < 0 and Ahc = 0 correspond to, respectively, the scouring, the doposition 
and no-change. Eq. (14) is applied to Eq. (15) to evaluate Ahc, The pattern 
of the bottom configuration around structures is divided into three parts such 
as the scouring area(A/ic > 0), the deposition area(A/jc < 0) and no change 
area(A/ic = 0). 

2.5 Numerical computation 

In Eq. (14), the values of the dimensionless parameter A, the porosity of 
the bed material A0, the specific weight of the sediment in water s0, and the 
critical Shields parameter \I>C, respectively, were taken as 0.02~0.05, 0.4, 1.65, 
and 0.08 for the relatively fine sand(dso=0.015cm) and 0.07 for the relatively 
coarse sand(d50=0.038cm). Then, the mass transport velocity V at a midle 
point(£=l/2) within the boundary layer were used. In the case of the wave 
friction factor fw, Eq. (16) presented by Swart(1974) was applied. 

fw = exp{-5.977 + 5.213(am/A:s)-
0194} (16) 
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in which am is the amplitude of the orbital motion at the bottom, ks the bed 
roughness and took the median diameter d50 of sand. 

In calculating Eq.    (15), Tc=5200xTT was chosen from the experimental 
results as will be mentioned later. 

3 Laboratory experiments 

3.1 Dimensional anaysis 

Taking the structures installed in a line with the same diameters into con- 
sideration, the non-dimensional bottom configuration change Ahc/Hj around 
the three large cylindrical structures at an equilibrium state is mainly governed 
by the following 9 parameters. 

D ei e2 Ei h dso 
L '£>' D' 

a, 
L' • L' L 

(17) 

where r is the radial distance, 9 the clockwised angle along the structures 
measured from the first point of the structures where the incident wave contacts, 
ei the distance between structures I(the right one from the incident wave) and 
II(the center one), e2 the distance between structures II and III(the left one) 
and a the incident wave angle. E2/D = oo corresponds to the case of two 
structures and e\/D = e2/D = oo does to one structure. In the present paper, 
the effects of the following 6 parameters on the topographical change are mainly 
discussed. 

A/ic      ,   f r       D  ex       d&0\ .    . 
-H7 = <t>2\D>e'I>D'a>Tj (18) 

3.2 Experimental equipments and conditions 

Laboratory experiments were carried out in a wave basin(28m in length, 
11m in width and 0.8m in depth) with a flat bottom. A piston-type wave gen- 
erator was installed at one end and the wave dissipating sandy beach with the 
slope of 1/10 was constructed at the other end. And the wave absorbing filters 
were set up on the both sides of the basin to diminish wave reflection from side 
walls as small as possible. The surface piercing cylindrical structures with the 
same diameters, were installed in a line on a sandy bed(400cm in length 500cm 
in width and 7cm in depth). Test conditions for the movable bed are listed in 
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Table 1 Test conditions for the topographical change 

D(cm) dso (cm) A (cm) T(s) 16 (cm) a (cleg.) 

47.2 

0.015 

0.038 

20 1.4 5.7 

22.5 

45 

67.5 

90 

22.5 

45 

67.5 

90 

ei/D 

1.0 

2.0 

3.0 

1.0 

1.0 

2.0 

To" 

ez/D 

90 

0.015 

0.038 

45 

45 

1.0 

47.2 

47.2 

90 

0.015 

0.038 

0.015 

0.038 

0.015 

0.038 

45 

45 

1.0 
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Table 1, in which n means the number of structures. The experimental waves 
satisfied with the live bed state for all the cases, were continuously generated 
until the bottom topographical change seemed to close to an equilibrium state. 
The bottom topographical changes were carefully measured with point gauges 
at all the 2cm~interval mesh points within the sandy bed. The water parti- 
cle velocities near the bottom and water surface profiles around the structures 
were measured with electromagnetic type velocity meters and capacitance-type 
wave gauges, respectively, for the same conditions as the movable bed ones to 
examine the validity of the employed theory regarding the wave kinematics and 
the wave heights. 

4 Results and discussion 

4.1 Topographical change around structures 

Figure 2 represents the time evolution t/T of the non-dimensional topo- 
graphical change A/i/#7 at four locations where the comparatively larger scour- 
ing depth occurred. In Fig. 2, x' is the offshoreward distance measured from 
the structure surface. As shown in Fig. 2, it can be judged that the number 
t/T of waves reached the equilibrium state is approximately more than 5000, 

0.0 

-0.2 

Ah/Hi 

-0.4 

-0.6 

t/T 
4000 8000 12000 

M  M   i i            i            i            i 

- 

. \ ^""^n          n —-—— _ 

\JO -O O 

o-o 
•—• 
D-D 
•—• 

t 

<?=85°  ,   r/D=0.53,  d^L =0.00008 
9=85°  ,   r/D  =0.53,   ds(/L =0.00021 
x' /L =1/8,   d g/L =0.00008 
x' /L=l/8,  dsg/L =0.00021 

i                i                i                i 

- 

Fig. 2 Time evolution of the topographical change 
(D/L = 0.26, ex/D = 1.0, Ei/L = 0.03, h/L = 0.11, a = 0°) 
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regardless of the places and the sediment sizes. This result is almost the same 
as that of Xie(1981) in front of breakwarer, or of Katsui and Toue(1992) around 
one large cylinder. In the present paper, the topographical change at t/T=5200 
is taken to be the equilibrium state, and the experimental results at t/T=52Q0 
are compared with the computed ones(Eq. (15) with Tc=5200xT). 

0. 4 

0. 2 

0. 0 
y/L 

-0. 2 

-0. 6 

-0. 2 
x/L 

0. 0 0. 2 

Fig. 3(a) Topographical change around two structures 
(D/L = 0.26, ei/D = 1.0, Hj/L = 0.03, h/L = 0.11, a = 45° o/I = 0.00008) 
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In general, the bottom configuration, the local scouring area and its depth 
around cylindrical structure are changed according to the number of structures, 
the structure's diameter, the incident wave angle and the sediment size. 

Fig. 3(b) Topographical change around two structures(computed) 
(D/L = 0.26, ei/D = 1.0, Hi/L = 0.03, h/L = 0.11, a = 45°, d50/L = 0.00008) 
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Figure 3(a) and (b), respectively, show the experiment result and the com- 
puted one of the bottom configuration Ahc around the two structures in the 
case of a = 45°, e^D =1.0 and £>/I=0.26. In Fig. 3(a) and (b), the dig- 
its indicate the values of the topographical change A/ic, and the signs of - 
and +, respectively, indicate the scouring(black area in Fig. 3(a))and the de- 
position white area in Fig. 3(a))). Experiments with the sediment size of 
d50=Q.038cm in place of dso—0.015cm were also conducted and their results 
were reported by Kim and Iwata(1993). In the case of the relatevely fine sed- 
iment(this study), the scouring depth and its area are larger and wider than 
those of the case of the relatevely coarse one(Kim and Iwata, 1993). In the 
cases of obliquely incident waves like a = 45°, since the onshore structure II 
is located at the sheltered area of the offshore strucure I, a little change or no 
change is generally found around onshore structure I. Comparing the experi- 
mental result with the computed one, it is seen that the bottom configuration 
around structures can be well estimated with the present theory. 

4.2 Topographical change along structures 

Figure 4 illustrates the non-dimensional topographical change Ahc/Hj at 
r/D = 0.53 along the structures with parameter of e\/D. In Fig. 4, the solid 
line represents the experimental result and the dashed line the computed one. 
The maximum scouring depth takes place at d = 45° ~ 135° (see Fig. 4 and 
5) and in Fig. 4, the maximum scouring depth becomes smaller in order of 

ei/D=1.0(Fig. 4(a)), ei/£>=3.0(Fig. 4(b)) and ex/D = oo(Fig. 4(c)). It is 
inferred that the influence of diffracted wave from one structure on the other 
one can not be neglected for e\/D = 3.0. It is also seen that theoretically 
estimated values are in good agreement with experiments. 

Figure 5 shows the effect of the sediment size on the non-dimensional to- 
pographical change Ahc/Hj for the case of D/L=0A9. When the sediment 
size is smaller(see Fig. 5(a)), the scouring depth and its area are larger and 
wider, as mentioned above. And the maximum scouring depth for the case 
of larger diffraction parameter D/L=0A9(see Fig. 5(a)) is larger than that of 
smaller one D/i=0.26(see Fig. 4(a)). The reason for this is inferred as follows. 
When the D/L becomes large, the spatial difference of the wave height H also 
becomes large. As explained before, the sediment is easy to be suspended and 
to be transported due to mass transport velocity and its large change in space 
caused by the large difference of the wave height H in space. Consequently, 
the scouring depth for the case of larger diffraction parameter becomes larger. 
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Fig. 4 Topographical change along structures 
(D/L = 0.26, Hj/L = 0.03, ty£ = 0.11, a = 0°, d50/i = 0.00008, r/D = 0.53) 
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EXP. 

  CAL. 

o.o- 

-0.7-1 

\j/ ^ \ /'/ ^v \'\     ^~-'J>—i 

9o\\/<'/    180     ^'270        360 
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(b) dw/L = 0.00021 

Fig. 5 Topographical change along two structures 
(D/L = 0.49, Cl/£> = 1.0, Hj/L = 0.03, A/i = 0.11, a = 0°, r/7? = 0.53) 

5 Concluding remarks 

The bottom configuration changes around cylindrical structures under wave 
actions have been discussed. Main conclusions obtained in the present study 
are summarized as follows. 
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(1) The bottom configuration, the local scouring area and its depth around 
cylindrical structure are changed according to the number of structures, the 
structure's diameter, the incident wave angle and the sediment size. 

(2) The bottom topographical change around structures can be well eval- 
uated with the present theory. 

(3) Under the obliquely incident wave, the scouring depth along the offshore 
structure I is larger than that along the onshore structure I. 

(4) With increasing of the diffraction parameter D/L, the scouring depth 
becomes larger. 
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CHAPTER 89 

Stability of Rubble Mound Foundations of Composite Breakwaters 
under Oblique Wave Attack 

Katsutoshi KIMURA1 

Shigeo TAKAHASHI2 

Katsutoshi TANIMOTO3 

ABSTRACT 

The armor stability of composite breakwaters has been investigated by large 
3-D model experiments using oblique irregular waves. The characteristics of 
wave-induced flow near the mound, which directly affect the armor stability, are 
disclosed theoretically and numerically. The stability number of armor units in 
breakwater trunk, head and tail sections is formulated for oblique wave angles less 
than 60°. The applicability of the proposed methods is confirmed by prototype 
failure data, and the analyses of case studies are shown for some practical 
conditions. 

INTRODUCTION 

Rubble mounds of composite breakwaters are usually covered with armor 
units heavy enough to withstand severe wave actions. Methods to calculate the 
minimum weight due to irregular waves have been proposed by Tanimoto et al. 
(1982) and by Wu et al. (1983). However, these techniques apply only for 2-D 
conditions, such as armor unit stability in breakwater trunks for normal 
incident waves. 

The scouring of rubble mound foundations caused by neglect of the 3-D effects 
has been one major reason for composite breakwater failures in Japan. According 
to the 3-D model test data for irregular waves, Ito et al. (1966) suggested that 
armor damage increases rapidly under oblique wave attack. 

Civil Engineering Research Institute, Hokkaido Development Bureau, 1-3 
Hiragishi Sapporo, 062 Japan. 

2 Port and Harbor Research Institute, Ministry   of Transport, Yokosuka, 
Japan 
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Caissons at breakwater heads and tails were sometimes tilted by the scouring 
of rubble mound foundations. Conventional design procedures recommend that 
armor units at breakwater heads be 1.5 times heavier than those in breakwater 
trunks. However, the effect of incident wave angle and the extent of heavy 
armoring required are not obvious. 

In  this   paper,   the minimum weight of armor  units required to withstand 
oblique incident waves is formulated for breakwater trunk, head and tail sections, 
based  on stability tests,   considering peak values of wave-induced water particle 
velocity on the mound. 

ARMOR STABILITY AND WAVE-INDUCED FLOW NEAR MOUND 

Stability Number of Armor Units 
Figure 1 shows a standard cross section of a composite breakwater with a 

vertical wall and a rubble mound foundation. Wave forces acting on the vertical 
wall can be calculated for the breakwater's trunk, head and tail considering wave 
directions. 

Rubble mound foundations have been however designed on the basis of 
engineer's experience, according to the following formula: 

W=- 
ydH 1/3 

Ni(Sr-lf 
(1) 

where W is the stable weight of armor units (tf); yd the unit weight of armor 
units; Sr the specific gravity of armor units in sea water; f/1/3 the wave height 
used in design (m); and Ns the stability number determined by wave factors, 
mound forms and characteristics of armor units. Equation (1) was developed by 
Hudson (1959) and has been in general use since Brebner and Donnelly (1962) 
modified it to estimate the stable weight of rubble mound foundation for vertical 
walls. Based on experimental results with irregular waves, Tanimoto et al. 
(1982) proposed  the formula below to estimate the  stability number of armor 

lOffshore Side|      1    BM _L 
v .. Upright 

Section 

he 

A' Armor Unit 
\ 

\ 

h 

C$gr^   Rubble   Foundation             ^%^X 

Figure 1      Standard Cross-Section of Composite Breakwater 
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units (two-layered  settlement)  against normal incident waves in breakwater 
trunks: 

Ns = max • 1.8,1.3^J-#- + 1.8exp[-1.5il^jf-]   ,.       (2) 
K1/3    #1/3 KVi     Hyz 

where K    is non-dimensional flow speed.     Peak   horizontal speed   of   water 
particle motion U    near the bottom is defined as; 

where, H is incident wave height, h' is water depth above the rubble mound 
foundation and g is gravitational acceleration. As for wave forces on armor 
units, it is assumed that drag forces predominate over inertial forces. For the 3-D 

conditions, K is formulated considering peak flow of water particle motions as 
described below. 

In breakwater trunk sections for oblique wave attack, K is defined by the small 
amplitude wave theory as follows: 

K = KI»(K2)B (4) 

2kh' ,,. 
smh2/f/7' 

(K2)B = max{assin2pcos2(/c/cos|3), cos2|3sin2(/f/cos(J)} (6) 

where p* is the incident wave angle defined as the angle between the wave 
direction and the normal line of the breakwater alignment, k is wave number 

(= 2TK.IL
1
 : L1 is wave length for depth h'), and / is the distance from the vertical 

wall, Ki is the parameter of relative depth, and (K2)B expresses the effect of 
mound shape and wave direction. The first and second terms of (K2)B 

correspond to the peak flows, components parallel and orthogonal to the 
alignment, respectively. The slope factor as is determined to be 0.45 from the 
measured data and is multiplied only by the first term of Eq.(6), as the slope effect 
does not exist along the breakwater alignment. 

Figure 2 shows the relationship between (K2)B and l/L' for three wave 
directions; p=0°, 45° and 60°. For |3 = 0°, (K2)B is determined by the second 
term of Eq.(6), and armor units with wider berm mounds become more unstable. 
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Figure 2 Non-Dimensional Flow Speed in Breakwater Trunk 

For oblique incident 60° conditions, (K2)B is determined by the first term of Eq.(6) 
and slightly decreases away from the vertical wall. 

Formulae for Breakwater Head and Tail 
For breakwater head and tail sections, K is formulated from the flow speed at 

the bottom using the small amplitude wave theory as follows; 

Kiasx 
(7) 

T   i   n   p~i   i   i   i   i   i—i—r—i—j—i—i—i—i—|—i—i—r~r 

fls =0.45~ 

LJ i  i  i  I  i  i  i i 

0      0.05     0.10    0.15    0.20   0.25 
•h'/L' 

Figure 3 Non-dimensional Flow Speed at Breakwater Head and Tail 
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Figure 4  Flow Patterns at Breakwater Head and Tail 

where x is the correction factor for local rapid flow around corners. Figure 3 
shows the relationship between K and the relative water depth ///fusing x as a 
parameter. For longer period conditions with smaller relative depth, flow speed 
becomes larger. 

Figure 4 shows numerical results of the mild slope equations. Flow 
pattern is analyzed for flat bottom conditions with h= 30 cm. The length of 
breakwater is three times that of incident wave length. The wave condition is T 
=3.0 s and /7=10 cm. The peak speed of rapid flow U is divided by t/p0, the 
peak water particle velocity at bottom in progressive wave conditions without 
breakwaters. Rapid flow occurs locally around the offshore- and onshore-corners 
for normal incident conditions.   The  oblique  60° incidence  leads  to remarkable 
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0/// 
Figure 5   Rapid Flow Area 
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local flow around corners projecting towards the wave direction at breakwater 
tails as the standing wave height increases along the breakwater for the wave 
direction. 

Wave-induced flow on the rubble mound is measured by electromagnetic 
current meters for regular wave conditions. The curved lines in Fig. 5 show the 
limit of rapid flow areas. Since the stability tests proved that the area to be 
protected is within the range of 1.0 H from the corner, x =1.4 can be used for [3 
=0° and (5=45° conditions, and T=2.5 can be used for p =60° conditions 

STABILITY TESTS 

Experimental Setup 
The tests were carried out in a 50m-long, 20m-wide 3-D wave basin. The 

basin bottom slopes at a gradient of 1/50, as shown in the lower part of Fig. 6 (d). 
The incident wave angles P were 0°, 45° and 60°, varied by changing the layout of 
the breakwater model as shown in Fig. 6 (a) ~ (c). The length of the breakwater 
alignment is more than 2.5 times the wave length for oblique incident conditions. 

The standard cross section of the model breakwater was a relatively low 
mound condition. Water depth h was 65 cm, mound depth h' was 45 cm and 
mound berm width BM was 40 cm. 

Stability tests of armor units were carried out under irregular wave 
conditions. The wave range was limited to the non-breaking conditions, Hy$/h is 
less than 0.35. Three types of wave period ( 7"i/3 =1.64, 2.19 and 2.92 s) were 
prepared, and the relative depth h/L was varied from 0,08 to 0.15. The spectrum 
of the irregular waves was the modified Bretschneider-Mitsuyasu type, and the 
wave number was about 150 for each experiment. 

Standing wave heights in front of vertical wall vary along the breakwater 
alignment due to diffraction waves. Armor stabilities in the breakwater trunk were 
examined in front of caissons No. 10 ~ 12 ( Fig. 6(a): p=0°), No. 12-14 ( Fig. 6 
(b): p=45°) and No.9 ( Fig.6 (c): p=60°) , where the standing wave height is 
approximately twice the incident wave height. 

Four types of stones with mean weights of 15, 30, 60 and 100 gf were used 
as a model of armor units. Physical characteristics of armor stones are shown in 
Table 1. The wave height was gradually increased without changing the 
arrangement of armor units. 

The inspection area was divided into a 20-cm-square grid, and differently 
colored armor stones were placed in each square. The number of stones moving 
out of the grid was counted by visual observation. The damage rate defined as the 
ratio of moved stones to the total, and maximum damage ratios are used in the 
following analyses. 

Armor Stability at Breakwater Trunk 
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Figure 6 Model Breakwaters in a Three-Dimensional Wave Basin 

Table 1     Model Armor Stones 

Grade Weight (gf) 

Average      Standard Div. 
Density 

(gf/cm3) 

I 15.0 2.05 2.60 
II 29.9 3.51 2.59 

III 57.3 5.99 2.62 
IV 105.5 12.5 2.75 
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3 . -$s 

Photo 1     Damage Pattern: Oblique 60° Condition 

Photo 1 shows damage patterns for the oblique 60° condition in breakwater 
trunk.    The left part shows the armor conditions before wave action, the right 

shows them after the wave action of ' 1/3 = 2.92 s and H^= 23.0 cm. Armor 
units of 15 gf were heavily scoured near the vertical wall by the wave-induced rapid 
flow along the breakwaters. 

Figure 7 shows damage ratio, with the incident wave height on the 
abscissa. The results for normal and 45° oblique waves are very similar, and the 
damage does not extend with the increase in the wave height. However, when 

the wave angle p =0°, the damage starts at small wave heights, and then increases 

remarkably. This is because the non-dimensional flow speed (K2)B for p =60° is 

larger than that for p=0° and p=45° when    l/L' s 0.07 as   shown in Fig. 2. 
Figure 8 shows the relationship between wave heights and the minimum 

weights for three wave  directions,  when  7"i/3   = 2.92 s.    The circles show the 

i oo 
D 

(%) 

50 

7~i/3 = 2.92 s Trunk 

$ 
.    0° 
*   45° 
"   60" 

/ / / 

sS - 

'0*5 io 20 „     ,      ,25 H\/i (cm) 

Figure 7 Relationship between Damage and Wave Height 
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W1/3 (cm) 

Figure 8   Minimum Armor Weight (Trunk) 

limits of damage, with the short, solid horizontal lines indicating the 5% damage 
range. The curved lines are calculated by the proposed method and agree well 
with the experimental values. This results confirm the applicability of formulating 
the wave-induced flow based on the small amplitude wave theory. 

Armor Stability at Breakwater Head and Tail 
Figure 9 shows scouring patterns at the breakwater head and tail for each of 

the wave directions with 7~i/3= 2.92 s. For the normal incident waves, the 
damage is larger at the shoreward corner of the caisson. For oblique waves, the 
scouring   occurs at projecting corners   of the   breakwater tail.     These damage 
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Figure 9   Scouring at Breakwater Head and Tail 
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Figure 11     Minimum Armor Weight ( Head and Tail) 

patterns agree well with the positions where the wave-induced flow speed near the 
mound is larger as shown in Fig. 4. 

Figure 10 shows the damage ratio for breakwater head and tail sections under 
waves with 7~i/3 = 2.92 s. The results for the normal and 45° oblique waves are 
very similar. With the 60° oblique waves, the damage begins to occur at small wave 
heights and then increases remarkably. 

Figure 11 shows the relationship between the wave height and the minimum 
armor weight for each wave direction, when Ty3 is 2.19 sand 2.92 s. No armor 
damage was recorded for the wave condition of 7"v3 =1.64 s.   Armor units for 
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Figure 12    Comparison with Prototype Failures 

longer wave periods become more unstable and should be made heavier than those 
used for shorter wave period. 

The curved lines are calculated by the proposed method and agree well with 
the experimental values. It is shown that the effect of incident wave angles can be 
expressed by the correction factor t in the calculation of minimum armor weights. 

Comparison with Prototype Failures 
Figure 12 compares the prototype armor failures (1965 ~ 1990) and the 

proposed methods. Thex-axis represents the ratio of the mean weight of armor 
units W to the weight calculated by the proposed method Wc, and the y-axis 
represents the damage percent of the prototype armor units De. 

When WIWc<\, damage is expected, and the applicability of the proposed 
calculation method is confirmed by the above comparisons. 

EXAMPLE OF ARMOR DESIGN 

Design Conditions 
A composite breakwater, in Fig. 13, is used for the case studies. Design 

conditions are as follows; 

Depth: h = 13.0m, h1 =9.0m 
Wave Conditions : /V1/3=5.0m,   7~i/3=13.0s 

BM =8.0m 
(J=0°and 60° 

Armor units : Two layers of stones, Yrf= 2.65 tf/m3 

Armor Units for Breakwater Trunk 
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Figure 13 Design Conditions 

(1) Normal incident condition 
Substituting h'/U =0.076 forEq.(5),   Ki  is calculated as follows; 

2x2x3.14x0.076 
K1  = 

sinh(2x2x 3.14x0.076) 
• 0.863 

For normal  incident conditions, the mound shoulder becomes critical for the 
stability of armor units. 

Substituting / = BM for Eq.(6), 

,    ,        .   2/,2x3.14x8.0'\     „ ,_, 
(K2)s=        { 118 j 

K-Ki »(K2)B-0.863x0.171=0.148 

Using Eqs.(l) and (2),    the   stability  number and the necessary minimum 
weight are calculated as follows: 

.,      , „    1-0.148 9.0    „ 0       r „ r-    (1 -0.148)2    9.0,      „ 7n A/s-1-3*     ,     x —+ 1.8exp[-1.5x    Q ^^    x—]   =3.79 

W = 

0.148173       5.0 

2.65 x5.03 

3.793x (2.65/1.03-1); 
= 1.56 (tf) 

(2) Oblique 60° Condition 
Armor stability should be checked; at the outside of foot protection blocks (/ 

= 4.0 m), 

LA[;   •   2cn        ^2x3.14x4.0^ 2«n   •   2^2x3.14x4.0^ 
(K2)R = max 0.45sin 60cos———   ,cos^60sm    ———  B I V        118        / \        118        / 

= max {0.322, 0.011 } =0.322 
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K , Ns and W are calculated as follows: 

K = 0.278, Ns- 2.80, W- 3.88 (tf) 

For the breakwater trunk, the necessary weight of armor units for oblique 60° 
waves is 2.5 times that for normal incident conditions. 

Armor Units for Breakwater Head and Tail 
(1) Normal incident condition 

Substituting Ki =0.863 and T = 1.4 forEq.(7), T is calculated as follows: 

K = 0.863 x °-45x1-4   = 0.190 
4 

Using Eqs.C1) and (2), the stability number and the necessary minimum 
weight are calculated as follows: 

Ns =3.38, H/ = 2.20(tf) 

(2) Oblique 60° Condition 

Substituting   T=2.5 for Eq.(7),   K,   Ns  and W are calculated for  break- 
water tails as follows: 

K=0.607, A/s=2.19, 1^=8.11 (tf) 

At the breakwater tail, the necessary weight for oblique 60° waves becomes 3.7 
times than that for normal incident waves. Under oblique 60° conditions, the tail 
section requires armor units two times heavier than the trunk section does. 

CONCLUSIONS 

The characteristics of the wave-induced flow near the mound of composite 
breakwaters, which directly affect the armor stability, were investigated for 3-D 
conditions. The results of numerical analyses and physical model tests confirmed 
that armor damages in prototype failures occurred in the rapid flow areas. 

The stability number can be calculated by Eq.(2) for oblique wave conditions 
of non-dimensional flow speed K. For breakwater trunk sections, K is 
formulated by Eqs.(4) through (6). For breakwater head and tail sections, K is 
formulated by Eq.(7), and the area to be heavily protected is within the range of 
1.0 H from the corner of caissons. The applicability of proposed methods was 
confirmed by stability model tests and prototype failure analyses. 
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CHAPTER 90 

ANALYSIS OF NONLINEAR COEFFICIENTS OF REFLECTION 

AND TRANSMISSION OF WAVES PROPAGATING 

OVER A RECTANGULAR STEP 

Wudhipong Kittitanasuan1 and Yoshimi Goda2 

Abstract 

A mathematical model for nonlinear wave propagation over a rectan- 
gular step is formulated based on the boundary element method. The wa,ve 
profile computed by this model gives a more realistic wave profile than that 
of linear wave theory. The calculation of the height of nonlinear waves is 
studied, and as a results of the study the reflection and transmission coef- 
ficients are computed based on the technique which considerd the higher 
harmonic components in the computation of wave height. The solutions of 
these coefficients are presented and compared with laboratory experiments. 

1    Introduction 
A land reclamation has been recommended to provide an artificial shallow 

ledge around its periphery in order to mitigate adverse effects on the environ- 
ment. This shallow ledge can be considered as a rectangular step placed in finite 
depth water. A breakthrough of knowledge of the transformations of waves on 
this marine structure is necessary so that we can design and construct all related 
structures properly. Transformations of waves on a rectangular step were origi- 
nally studied by Lamb (1932), who solved this kind of problem by applying basic 
continuity requirements at the point of discontinuity. Up to now, Bartolomeusz 
(1958), Newman (1965), Mei and Black (1969), Ijima (1971), etc., have proposed 
various solutions for the prediction of wave reflection and transmission coeffi- 
cients.   Most of these solutions were derived based on linear wave theory.   In 

1 D. Eng., Lecturer, Department of Water Resources Engineering, Chulalongkorn Univer- 
sity, Phayathai Rd., Bangkok 10330, Thailand 

2 D. Eng., Professor, Department of Civil Engineering, Yokohama National University, 
Hodogaya-ku, Yokohama 240, Japan 
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many applications, however, it is the waves of large amplitude which are of pri- 
mary importance. It is because the large amplitude waves exercise vast influence 
on the aquatic environment, owing to their strong movements of water particle. 

As illustrated by Ohyama and Nadaoka (1991) and Kittitanasuan et al. (1993) 
waves on the step exhibit highly nonlinear behavior exemplified by the enhance- 
ment of the higher harmonic components, and therefore, the effect of these non- 
linear components should be considered in the computation of the coefficients of 
wave reflection and transmission of rectangular step. In this study, an attempt 
is made to provide the solutions of wave reflection and transmission coefficients 
based on the nonlinear computation. 

2    Mathematical Formulation 

2.1     Governing Equation 

The nonlinear boundary value problem based on the velocity potential theory 
is formulated by assuming that the fluid is inviscid and incompressible, and the 
fluid motion is irrotational. The two-dimensional continuity equation in the fluid 
domain ft can be written as follows : 

d2cj>      d2(j> 
0     (in    ft) (1) 

where (j> is the velocity potential, x is the horizontal axis, and z is the vertical 
axis taken upward the mean water level. 

Figure 1: Definition sketch 

2.2    Boundary Conditions 

Along the solid boundaries,   Sh,   S„, and Sv sketched in Fig. 1, the boundary 
conditions are formulated as shown below. 

= 0      (on    Sh) (2) 
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^ = 0     (on    S,) (3) 
oz 

^ = 0      (on    S„) (4) 
ox 

For the incident boundary, Sa, at the left-hand side of Fig. 1, the velocity 
normal to this boundary is equal to the moving velocity of a wave paddle. 

dcj>     d(j> 

~Yn=TX
=U     (°n    Ss) (5) 

where U is the moving velocity of a wave paddle, which is calculated according 
to the wave maker theory for a given wave height and period. It should be noted 
that the depth-dependent velocity computed from the orbital velocity of water 
particle can also be utilized as the velocity U. 

Two free-surface boundary conditions must be satisfied; the first condition 
is the kinematic boundary condition Eq. (6), and the second condition is the 
Bernoulli equation Eq. (7) with the assumption of constant pressure everywhere 
on the free surfao e. 

~-r)cos/3    (on    5/) (6) 

• + U(iE)  +(ir)  \+9V = 0   (on   Sf) (7) 2 [ydn'      yds 

where 77 = drj/dt, <f> = d<j)/dt, g is the acceleration of gravity, n and s show the 
directions of normal and tangent vectors respectively, and /5 is the angle between 
the normal vector and the vertical axis. 

Both of the free surface boundary conditions are nonlinear and are applied on 
the free surface, the elevation of which is not known a priori. 

In order to simulate wave motions for a long duration, an appropriate bound- 
ary condition has to be introduced at the vertical boundary Se, at the right-hand 
side of Fig. 1 so that the waves can pass through the boundary without undergo- 
ing significant distortion and without influencing the interior solution. A variety 
of methods have been developed to achieve the non-reflectivity at the boundary 
for wave propagation problems. Among various methods proposed, use of the 
Sornmerfeld boundary condition appears most appropriate. In this study, we 
shall utilize the Sornmerfeld boundary condition at the boundary Se; therefore, 
the boundary condition at Se can be defined as : 

^ ld(f> I <M ^ 
di = ~cm     (on 5e) (8) 

where C is the phase speed of the wave, and is approximated with that derived 
by the linear wave theory. 
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3    Numerical Results 

3.1 Propagating Wave Profile 

A study of wave deformation on the step was made through the numerical 
analysis by the present model and experiment. A numerical flume composed 
of 105 elements on the free surface and 63 elements on the bottom and lateral 
boundaries was created. The water depth was set at 0.376 m in front of the step 
and 0.113 m on the step, the step height of 26.3 cm was utilized. A wave period 
of 1.74 s was utilized in the computation. On the free surface, the element size 
of 20 cm was used in the deep water region and 10 cm was used in the shallow 
water region; these element sizes were equal to i/15.3 and i/17.9, respectively. 
A time step of T/16 were utilized in the computation. The spatial profile of wave 
propagation is computed by the present model and is plotted in Fig. 2. We can 
see from this figure that when waves enter into the shallow zone, the wave height 
increases, and the wave crest becomes much sharper than the wave trough, and 
the secondary crest is developed. The location of this secondary crest on the wave 
profile changes gradually as the wave propagates into the shallow water zone. 

3.2 Comparison of Numerical and Experimental Results 

In order to verify the results of the present model, a laboratory experiment 
was conducted in a 17 m long wave flume, equipped with a computer controlled 
piston-type wave generator. A rectangular step of the same height 26.3 cm as 
used in the numerical computation was installed in this flume. At the end of the 
flume, a flat plate of 2.0 m long was installed with a slope of 1/10. On the top 
of this plate, a wave absorber was placed to reduce wave reflection at the end 
of the flume. A wave period of 1.74 s was utilized for this experiment. A single 
wave gage was used to measure time-history wave profiles at 4 measuring points, 
at the distances of 1.0 m offshoreward from the tip of the step, and 1.0 m, 2.0 m, 
and 3.0 m inshoreward from the tip of the step. 

The wave profiles computed by the present model are compared with the 
experimental results for four different locations as mentioned above. The com- 
parisons are shown in Figs. 3. In the comparisons of wave profiles about 20 wave 
cycles were employed in order to have stable wave profiles. The profile of waves 
computed by the present model illustrates similar wave profiles in the both re- 
gions, in front of the step and on the step. The secondary wave crest is also well 
simulated having a similar shape compared with the experiments. Therefore, it 
is clear that the present model can accurately predict the wave profile of wave 
propagation over the rectangular step. 

Both results have indicated that the wave profile on the rectangular step is 
different from that of sinusoidal waves; i.e., the wave crest is much sharper than 
the wave trough, and a secondary crest is developed. 

3.3 Higher Harmonic Components 

The effect of finite amplitude on the amount of energy transferred to higher 
harmonic components of waves on the step was numerically and experimentally 
investigated. For this analysis, the water depth was set at 0.376 m in front of 
the step and 0.113 m on the step.   The wave height was varied at three levels, 
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while the wave period was fixed at 1.74 s. From the results of wave profiles by 
numerical model and experiment, the FFT analyis are made to computed the 
amplitudes of all frequency components. In order to seperate the transmitted 
waves from the reflected waves at the end of the flume, the resolution technique 
introduced by Goda and Suzuki (1976) is employed. Then, the potential energy 
of the first, second and third harmonics are computed. In Fig. 4, the ratios of 
maximum energy of the second and third harmonics to that of the first harmonic 
are plotted against the relative wave height, the ratio of the height of incident 
waves Rin to the water depth on the step h2. The relative energy is found to be 
0.2~0.4 for the second harmonic and 0.01~0.09 for the third harmonic. Therefore, 
the energy tranferred to higher harmonic components is very significant compared 
with that of the first harmonic. 
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Figure 4: Relative energy of higher harmonic components 

4    Analysis of the Height of Nonlinear Waves 

4.1     Conventional Methods 
The reflection of water waves is known to associate with every problem of wave 

and structure interaction. In order to estimate wave heights of incident and re- 
flected waves, we need to have an information of reflection coefficient, or the ratio 
of reflected to incident wave heights. Up to now, many techniques have been pro- 
posed by various researchers, Healy(1953), Thornton and Calhoun (1972), Goda 
and Suzuki (1976), Morden et al, (1976), Mansard and Funke(1980), and others 
for the estimation of wave reflection. The method introduced by Healy is based 
on a measurement of wave profile with a single wave gage which is traversed over a 
distance of more than a half wave length. The methods of Thornton and Calhoun, 
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Goda and Suzuki, and Morden et al. are based on a simultaneous measurement 
of wa.ve profile at two positions on a line parrallel to the direction of wave prop- 
agation. Meanwhile, the method by Mansard and Funke employs three-points 
measurements of the wave profile. 

The first method to be described herein is based on the assumption that the 
total energy is equal to the summation of the energies of incident and reflected 
waves. The method is later referred as the method (a) in the calculation of wave 
height of experiments. The formulation of this method can be summarized as 
follow : 

i^h + Er, = \pg(Hl H2
r.) = (1 + K}}) -pgHi (9) 

where the subscripts "in" and "r/" refer to the incident and reflected waves 
respectively, and Krj is the reflection coefficient. This reflection coefficient is es- 
timated as the ratio of the amplitude of the foundamental component of reflected 
waves to that of incident waves which are computed by utilizing the resolution 
technique of Goda nd Suzuki (1976). 

From Eq. (9), the incident wave height can be computed as 

Hi, 

inhere 

8E 4(£i + E2) 

\\pg(l + K?f)      \\pg(l+K?f) 
-[{EJi + (E2),} (10) 

(Ei), 
F 1       n/2 

l+K rf 

(E,)i 
j? i        n/2 

l+K 7T>   E2 = -pgJ2(<il + bl) 
rf 

and E1 and E2 are the energy calculated from all fourier components of the 
first and second wave gages, respectively, a; and 6; are the amplitudes of sine 
and cosine terms obtained form the Fourier analysis of recorded wave profiles, 
respectively. The subscripts 1 and 2 represent the first and second wave gages, 
respectively. 

The second method, to be referred as the method (b), is the method intro- 
duced by Goda and Suzuki (1976) for the calculation of wave heights of incident 
and reflected waves of irregular waves. The method is based on two main assump- 
tions. The first one is that the energy of composite waves is represented with the 
sum of the energies of individual wave trains. The second one is that the propor- 
tionality of representative wave heights to the square root of wave energy holds 
for such composite wave too, regardless of the directions of individual wave trains. 
In general, the basic concept of the approach is similar to that the first method, 
except that the energy is estimated from the wave height of zero-crossing method. 
The wave height of incident waves of this method can be computed as 
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Hin =       • {Hi + H2) (11) 

where Hi and H2 are the average wave heights computed by the zero-downcrossing 
method of the first and second wave gages, respectively. 

4.2    Method by Kittitanasuan et al. (1993) 

In the calculation methods of wave heights of incident and reflected waves de- 
scribed above, the reflection of waves is treated as a single value of the reflection of 
fundamental component, but the harmonic components of incident and reflected 
waves are not given appropriate consideration. As illustrated by Kittitanasuan 
et al. (1993), the second and third harmonic components play an important role 
on waves propagating in the shallow water. Therefore, these harmonic compo- 
nents should be considered in the calculation of the height of waves exhibiting 
nonlinear behavior. In this study, the method proposed by Kittitanasuan et al. 
for the calculation of wave height when waves contain enhanced higher harmonic 
components will be reviewed. The basic concept of this method is the conserva- 
tion of energy density over a range of frequencies. The energy is considered to 
preserve within the range of major frequency components, i.e. the first, second 
and third harmonic components. In this method, the reflection of each harmonic 
component is treated individually. That means the energy density of incident 
and reflected waves are computed from the summation of energies of all resolved 
components of incident and reflected waves, respectively. In the resolution of in- 
cident and reflected components, the technique introduced by Goda and Suzuki 
(1976) is utilized. 

According to this method, the wave height is calculated by converting the 
energy of all resolved incident and reflected components as shown in the following. 

where 

^ = 2,/^    ;    H;, = 2xp± (12) 
v pg V pg 

l /„» ! /max 
Ein =  7.P9    Y,   (a•)?       ;        Erf  = ~pg    Y,   K/).? (13) 

Z i=/mi» Z i = /mi» 

in which (ain)t is the amplitude of a resolved component of incident waves and 
(arf)i is that of reflected waves. /mjn and /max are the minimum and maximum 
frequencies corresponding to the resolution technique. 

Use of the whole energy is made to minimize the effect of energy spread- 
ing around the harmonic frequencies by the FFT analysis. In fact, the energy 
of frequency components outside the three consecutive frequencies around the 
harmonics was less than 5% in the present analysis. 

By knowing these wave heights, the reflection coefficient can be calculated as 
follow : 
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(14) 

The transmission coefficient, Ktr, can also be calculated as the ratio of the 
representative incident wave height on the step to the representative incident 
wave height in front of the step. 
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Figure 5: The comparison of computed wave heights 

The three methods, methods (a), (b) and method by Kittitanasuan et al. (1993), 
were applied for the experimental data on the step. The water depths were set 
at 0.376 in in front of the step and 0.113 m on the step. A wave period of 1.74 s 
are utilized. The comparison of results of these three methods are illustrated in 
Fig. 5. The wave height computed by the method by Kittitanasuan et al. give a 
slight fluctuation of wave height along the shallow zone, and meanwhile the other 
two conventional methods give considerable fluctuations of wave heights. Among 
the three methods, it is evident that the method proposed by Kittitanasuan et 
al. yields the smallest fluctuation of the wave height on the step. Therefore, 
this method will be utilized for the computation of wave height through out the 
present study. 

If we compare the wave heights computed from the methods (a) and (b) with 
that of Kittitanasuan et al. (1993), the method (a) is seen to under-estimate, and 
the method (b) tends to over-estimate the wave height. In the partial standing 
wave system, the maximum and minimum vertical displacements are results of 
the superposition of the profiles of the incident and reflected waves. When the 
wave height is measured directly by these maximum and minimum displacements 
as in the zero-crossing method, there is a possibility of over-estimation of the 
wave height. 
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The fluctuation of the wave heights computed by the two conventional meth- 
ods was investigated. A relatively high reflection of waves from the wave absorber 
at the end of rectangular step is considered to be the reason of the fluctutation. 
The maximum wave reflection coefficient computed at all measuring points is 
found to be 0.26. The variation of wave height shown in Fig. 5 is considered to be 
corresponding to the wave height envelope in the partial standing wave system. 
Therefore, the wave length estimated by the wave height envelope was examined 
to comfirm the assumption. The estimated wave length is 1.80 m, and this length 
corresponds to the wave length computed from the dispersion relationship of lin- 
ear wave theory which is 1.79 m for this case. Therefore, we can conclude that the 
fluctuation of wave heights computed by the two conventional methods is caused 
by the reflection of waves at the end of rectangular step. 

5     Reflection and Transmission Coefficients 

5.1     Coefficients of Nonlinear Wave Reflection and Trans- 
mission 

The numerical model based on the boundary element method described ear- 
lier is used to compute the profile of wave propagating over a rectangular step. 
The free surface boundary was discretized into 104 elements, 36 elements in the 
deep water side and 68 elements in the shallow water side. Besides the free sur- 
face boundary, there were 63 elements on the bottom and lateral boundaries. 
The element size on the free surface is selected to include the first three major 
harmonic components in the resolution of reflected waves. This element size is 
ranged between L/18.1 to L/16.1. Three levels of water depth ratio q, the ratio 
of water depth on the step to the water depth in front of the step, were setup. 
The computations were conducted for 45 cases, 15 cases for each water depth 
ratio q. Three values of the relative wave depth on the step h2/L0, 0.025, 0.05 
and 0.1, are utilized in the computations. The incident wave height is varied 
from 1% of water depth on the step to 26% of water depth on the step for the 
maximum case. A time step of T/16 is used for all the computations. After ob- 
taining time-history displacement of all nodal points, the wave height of incident, 
reflected and transmitted waves are computed by using the technique proposed 
by Kittitanasuan at al. (1993). Because of the spatial variation of wave heights 
on the step, the reflection and transmission coefficients are computed based on 
their average values. 

The reflection coefficients of a rectangular step computed by the present model 
are illustrated in Fig. 6. The reflection coefficients computed by the analytical 
solutions derived by using Ijima's technique, are also included in these figures. 
The reflection coefficients computed by the present model give nearly the same 
values as those computed from the analytical solutions for g = 0.5 and 0.3. For 
q = 0.1, the reflection coefficients computed by the model give smaller values than 
those computed from the analytical solution for hi I'L0 less than 0.05. From these 
figures, it is seen that the incident wave height has a rather small effect on the 
reflection coefficients. 

The transmission coefficients of waves propagating over a rectangular step 
computed by the present model are exhibited in Fig. 7. The transmission co- 
efficients computed by the present model give nearly the same values as those 
computed by the analytical solution for the water depth ratio q of 0.5 and 0.3. 
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However, the coefficients by the present model yield lower values than those of 
the analytical solution for q = 0.l. From the results of these transmission co- 
efficients, the coefficients increase as the incident wave height increases for the 
relative depth h2fL0 less than 0.05. However, the effect of this wave height is 
quite small. 
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5.2     Comparison of Reflection and Transmission Coeffi- 
cients with Experimental Data 

Laboratory experiments were conducted to verify the reflection and transmis- 
sion coefficients computed by the present model. The wave flume installed with 
a rectangular step of 26.3 cm high was used in these experiments. The water 
depth was set at 0.376 in in front of the step and 0.113 m on the step, the water 
depth ratio q is equal to 0.3. Comparisons between the reflection and transmis- 
sion coefficients by the present model, fjima's solution, and the experiments were 
made for two different cases of wave period. For the first case, a wave period of 
1.74 s was utilized. In the comparison of the coefficients shown in Fig. 8, both 
fjima's solution and the present numerical model show an identical prediction of 
the reflection coefficient Krj which almost agree with the experimental results. 
For the transmission coefficient Ktr, the result from the present model gives a 
better agreement with the experimental result than that of fjima's solution. 

For the latter case, the water depths were 0.376 m offshoreward and O.f 13 m 
inshoreward from the tip of the step and the wave period was 1.3 s. In the com- 
parison of the reflection coefficient with fjima's solution and experiments shown 
in Fig. 9, the reflection coefficient computed from the present model and fjima's 
solution are almost the same. They are in agreement with the experimental data, 
with the exception of under-prediction for the wave height ratio, Hin/h2, less 
than 0.2. In the comparison of transmission coefficient with Ijima's solution and 
experiment, the result of the present model shows a better agreement with the 
experiment than that of Ijima's solution. 

6     Conclusions 
Analysis of the coefficients of nonlinear wave reflection and transmission has 

been made through the present numerical model and experiments, and major 
conclusions can be described as follows : 

1. The numerical model utilizing the boundary element method has been con- 
firmed to accurately predict the profiles of nonlinear waves propagating over 
a rectangular step, as demonstrated by comparison with experimental data. 

2. Waves propagating over a rectangular step are found to exhibit highly non- 
linear behavior exemplified by the enhancement of the energy of the second 
and third harmonic components. 

3. A representative wave height based on the assumption of the conservation 
of energy density is proposed for a situation in which higher harmonic com- 
ponents maintain a significant amount of wave energy. This definition pro- 
vides a consistent estimate of wave heights on a rectangular step, where the 
conventional definitions produce a considerable fluctuation of wave heights. 

4. The wave reflection and transmission coefficients computed by the model 
of nonlinear wave propagation over the step are close to the coefficients 
computed by the solution of Ijima (1971) with the exception of the water 
depth ratio q equal to 0.1. For this case of water depth ratio, the coefficients 
computed by the model yield smaller values than those of the analytical 
solutions. 
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5. The effect of finite amplitude on the reflection and transmission coefficients 
of wave propagation over the step is found small as long as the energies of 
higher harmonic components are taken into account. 
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CHAPTER 91 

Oscillatory Motions and Permanent Displacements of 

Caisson Breakwaters Subject to Impulsive Breaking Wave Loads 

P. Klammer1}; H. Oumeraci   ; H.-W. Partenscky3) 

Abstract 

Small-scale model tests were recently conducted in a wave flume at the 
University of Hannover in order to study in more detail the relationship between 
impulsive loading induced by waves breaking on a caisson breakwater and 
subsequent displacements of the latter. These experiments are briefly described and 
some first results are discussed. Thereby, particular emphasis is put on the 
relationships between (i) oscillatory motions and permanent displacements, (ii) 
wave loading and oscillatory motions and (iii) wave loading and permanent 
displacements. 

The findings presented in this paper are intended to improve the 
understanding of the stability of caisson breakwaters subject to impulsive breaking 
wave loads and to help developing proper tools for the dynamic analysis of such 
structures. 

Introduction 

When a monolithic breakwater is subject to a sequence of breaking wave 
loads, both oscillatory and permanent displacements develop. The peak amplitudes 
of the former may exceed the ultimate resistance of the foundation, thus resulting in 
relatively smaller but residual deformations. The latter cumulate, leading to large 
permanent displacements which may cause the structure to collapse. 
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In this respect, hydraulic model tests on the impulsive loading and dynamic 
response of caisson breakwaters using improved measuring techniques for the 
motions of the structure were conducted at the University of Hannover, SFB 
205/TP B3. These tests principally aim at establishing relationships as shown in 
Fig. 1, i.e. (i) between incident wave parameters and impulsive loading (TF1), (ii) 
between impulsive loading and dynamic response (TF2), and (iii) directly between 
incident wave parameters and dynamic response (TF3). 

Incident Wave 
Parameter 

-Water Depth d 
- Wave Height H 
. Wave Period    T 

TF1 

Impulsive Load 

- Pressure Distribution p   (z) 
- Horizontal Force FH(t) 
- Vertikal Force (Uplift) Fv(t) 
- Overturning Moment M(t) 
- Impulse of Horiz. Force I H 

- Impulse of Vert. Force Iv 

TF2 

TF3 

Dynamic Response 

-Displacement  w   (t) 
- Acceleration    a    (t) 
- Total Force      Fio! (t) 

Fig. 1- Definition of Relationships under Study 

With the present paper it is intended to discuss some of the results of these 
investigations, particularly the relationship between the oscillatory motions and the 
permanent displacements, as well as those between the loading and the response of 
the structure. 

Additional calculations of the safety factor against sliding and overturning 
and comparison with measurements of the permanent displacements are also 
presented. 

Experimental Set-Up. Measuring Techniques, Tests-Conditions and 
Procedures 

The tests were conducted in a wave flume with 110 m length, 2.2 m width 
and 2.0 m depth in which both regular and random waves with maximum wave 
heights up to 40 cm and periods up to 4 s can be generated. The caisson model 
consists of two distinct parts which can move independently of each other. The first 
part of the caisson model, for which a cross-section is shown in Fig. 2, is used for 
the measurement of the impact pressure on the front of the caisson, the uplift 
pressure on the caisson bottom, as well as the acceleration and displacements of the 
caisson. 
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For the pressure measurements piezo-electric pressure transducers of type 
PDCR 830 from Natec Schultheiss were used which a natural frequency of 
28 - 360 kHz and a pressure range from 0.35-5 bar. For the measurement of the 
acceleration of the caisson three high output accelerometers of type Seitner Model 
JA-5-M19 with a range of ± 1 g and fmax= 200 Hz are installed at the front top 
(one vertical) and at the rear top (one vertical and one horizontal) of the caisson. 

For the measurement of the caisson motions, a displacement meter of type 
W2 ATK from Hottinger Baldwin Mefitechnik with the range of + 2 mm and a 
failure of ± 0.2 %. The displacement transducer is able to record permanent and 
oscillatory motions of the caisson, while the accelerometers are intended to measure 
only the latter. 

SWL     +1.10 m 

8 Pressure cells 
.5    A   ,3 ,2 \1 

- Displacement   meter 

J Accelerometers Al, A2 (vertical) 
,_». Accelerometer A3 (horizontal) 

Load Cell (on the 2nd caisson part) 

Gravel 

II Sand 
(((ISfGEOTEXTiLE 

Fig. 2- Instrumented Model Caisson Breakwater 

On the second caisson part only total horizontal force measurements behind 
the structure were performed (shear forces). For this purpose two 20 kN force 
transducers of type U2 A from Hottinger Baldwin Mefitechnik were used. All these 
measurements (waves, pressure, total forces, accelerations and displacements), as 
well as video records were performed simultaneously. 

For three different water depths (0.90, 1.00 and 1.10 m) regular and 
irregular wave tests were conducted with wave heights ranging from 0.10 up to 0.3 
m and wave periods from 1.9 - 3.2 s. 

Experimental Results 

(a) Relationship Between Oscillatory Motion and Permanent Displacements 

A   typical   time   series   of   the   oscillatory   motions   and   permanent 
displacements of the model caisson breakwater induced by waves (Hj max 0.30 m, 
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T = 2.4 s, d = 1.00 m) plunging on the structure front is shown in Fig. 3. The 
related horizontal force FH and uplift force Fv which induce the permanent 
displacement ar and the oscillatory motion xt are shown in Fig. 4. 

"3. 
Q 

0.12-:- 

0.10-f 

0.08-j 

0.06^ 

0.04 

0.02- 

0.004- 

11II111 11 11111 11 1111111 1111111 11111111111 111 1111111 1111111111I 

z: 

oscillatory 
motion    "~ Xt 

~   I I I II     I I I I I     I I I IT   I I I I I     I I I l~l     I I I I I     I H I I     I I I I I     II I I I     M I I I     I I I 

0.0      0.3      0.6      0.9       1.2       1.5      1.8      2.1      2.4      2.7      3.0 

a _ permanent 

displacement 

Relative time t/T [-] 

Fig. 3- Oscillatory Motions and Permanent Displacements 
of the Caisson Breakwater 

"3s 
so 
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t£ 
a> 
u 
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11111   1111 1   1 1111   11111   11 111   11111   11111  11111   11111   11111  11r 
0.0      0.3      0.6      0.9       1.2       1.5      1.8      2.1      2.4      2.7      3.0 

Relative time t/T [-] 

Fig. 4- Horizontal Force FH and Uplift Force Fv Responsible for Caisson 
Motion in Fig. 3 
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In order to get an idea about the relations between xt and a,, the peak values of the 
oscillatory motions are plotted against the permanent displacements (Fig. 5). 

, , 0.08 
a o 
Cfl 0.07 
C 

p 0.06 
« <> 
t3 

9- 
0.05 

TJ 

la 
u 

0.04 

0.03 

<l> 
OH 0.02 

0.01 

0.05 0.1 0.15 0.2 0.25 0.3 

Oscillatory motions [cm] 

Fig. 5- Peak Values of Oscillatory Motions vs. Permanent Displacements 

It is seen from Fig. 5, that: 

for smaller peak amplitudes x^ of the oscillatory motions (generally 
xt < 0.1 mm), almost no permanent displacements ar occur; 
for   amplitudes   xt   >   0.1-0.15   cm,   relatively   larger   permanent 
displacements ar start to occur, suggesting that there is some threshold 
value of X£ for which a permanent displacement is initiated; 
despite the scatter of the recorded values, there is a clear tendency of 
the   amplitudes   ar   of  the   permanent   displacements   to   increase 
"exponentially" with increasing peak amplitudes x^. This relationship 
strongly depends on the weight of the caisson. 

(b) Relationship Between Wave Loading and Oscillatory Motions of Caisson 
Breakwater 

A typical result is given by Fig. 6 showing the horizontal impact force, the 
uplift force, the total overturning moment around the caisson heel and the resulting 
motions of the caisson in non-dimensional form (H = 0.30 m, T = 2.4 s, water depth 
d= 1.00 m) 
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-0.20   -0.10    0.00    0.10    0.20    0.30    0.40    0.50    0.60 

Relative time t/T [-] 

Fig. 6- Simultaneously Recorded Impact Loading and Motions of 
Caisson Breakwater 
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For the study of the relation between wave loading and the magnitude of the 
peak amplitude of the caisson motions xj, the horizontal impact force, the uplift 
force and the total overturning moment around the caisson heel are considered. 

Despite the large scatter of the measured values it is seen from Fig. 7 that 
the peak amplitude xt first increase at a higher than at a lower rate with increasing 
peak of the horizontal force Fornax- 

).0     0.3     0.6     0.9     1.2     l'.5     1'.8     2'.1     2'.4     2'.7 

Oscillatory motions [mm] 

Fig. 7- Peak Amplitude of Oscillatory Motions vs. Horizontal Impact Force 

4.2- 

S 

 Regular waves 

Test conditions 
H  =   0.10 to 0.20 m _E 
T   =   1.92 to 2.56 s 
d   =   1.00 m 

1.5      1'.8     2'.1      2'.4     2'.7 

Oscillatory motions [mm] 

Fig. 8- Peak Amplitude of Oscillatory Motions vs. Uplift Force 
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0.0     0.3     0.6     0.9     1.2     1.5     1.8     2.1     2.4     2.7 

Oscillatory motions [mm] 

Fig. 9- Peak of Oscillatory Motions vs. Peak of Total Overturning Moment 

Almost the same tendency is depicted in Fig. 8 for the relationship between 
the peak values of the oscillatory motions and the peak values of the uplift forces. 
The resulting effect of the uplift and the horizontal impact force is shown in Fig. 9 
as peak values of the total overturning moment vs. the peak amplitudes of the 
permanent displacements. 

(c) Relationship Between Wave Loading and Permanent Displacements 

For the study of the relationship between wave loading and permanent 
displacements ar, the horizontal impact force, the uplift force and the total 
overturning moment around the caisson heel are considered. 

The permanent displacements ar are plotted against the peak amplitudes of 
the horizontal impact force, the uplift force and the total overturning moment in 
Figs. 10, 11 and 12, respectively. 

As compared to Figs. 7, 8, and 9 for the oscillatory motion there is no clear 
relationship between the wave loading and the permanent displacements. A large 
scatter is present on the peak values of the critical loading at which a permanent 
displacement starts to occur, illustrating the fact other characteristics of the loading 
may also be determinant for the initiation and the magnitude of the permanent 
displacements. 
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Fig. 10- Permanent Displacements vs. Horizontal Impact Forces 
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Fig. 11- Permanent Displacements vs. Uplift Forces 
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Fig. 12- Permanent Displacements vs. Peak of Total Overturning Moment 

d) "Safety Factor" against Sliding 

A kind of "safety factor" against sliding r|s is defined as the ratio of FR/Fhmax 

in which the shear resistance or friction force is expressed as 

FR = H • (Wcai - Fv), 

where u. is a "dynamic" friction coefficient (u= 0.5), Wcai is the weight of 
the caisson (dry and submerged part) and Fv is the maximum uplift force (Fig. 13). 
The horizontal impact force F^ is obtained by integrating the pressure recorded 
on the front face of the caisson. 

Plotting the related time history of the measured caisson motions (scaled on the 
left y-axis) and the calculated safety factor ris (right y-axis) in Fig. 14 for one event, it 
can be seen that the displacement of the caisson is initiated for T|s < 1. 
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SWL 

Vmax 
Fig. 13- Definition Sketch 

Plotting the related time history of the measured caisson motions (scaled on the 
left y-axis) and the calculated safety factor r|s (right y-axis) in Fig. 14 for one event, it 
can be seen that the displacement of the caisson is initiated for r\s < I (test conditions: 
H= 0.30 m, T= 2.4 s, d= 1.0 m). 

Displacement [cm] Safety factor against sliding  "Hs 

0.56 

Relative time t/T [-] 

Fig. 14- Related Time History of Measured Displacement and 
Calculated "Safety Factor" r\s 

This result is confirmed by a set of more than 40 impacts caused by regular 
waves where the ratio of FR and Fhmax is plotted against the permanent displacement 
of the caisson (Fig. 15). It is seen that permanent displacement occurs only for 
r|s<l. 
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Fig. 15- "Safety Factor" vs. Permanent Displacement 

The ratio % = MR/Mtot is also considered in analogy to the safety coefficient 
against overturning, where MR is the resistive moment (due to the weight of the 
caisson) and Mtot the maximum overturning moment around the caisson heel induced 
by the horizontal peak force Fbnax and the maximum uplift force Fvmax. It can be seen 
from Fig. 16 that permanent displacement may occur even for values riR > 1. 

II 

/ nR=i 

r}y}><"LrM h—tr^h 
-0 1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 II 

Permanent displacements [cm] 

Fig. 16- "Safety Factor" r\R against vs. Permanent Displacements of the Caisson 
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e) Cumulative Effect of Permanent Displacements 

As already mentioned above the effect of the impulsive loading induced by 
waves breaking on the structure is not only limited to small amplitude oscillatory 
motions of the caisson breakwater. It also consists in incremental small permanent 
displacements which may cumulate and lead to the collapse of the structure. 

Fig. 17 shows the total overturning moments calculated from the horizontal 
and uplift forces on the caisson induced by a sequence of breaking wave loads and 
the resulting oscillatory motions and permanent displacements. 

Ml0/PgdH2[-] 
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Relative time t/T [-] 

Fig. 17- Cumulative Effect of Permanent Displacements Induced by a Sequence of 
Breaking Wave Loads (see Fig. 18) 
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The cumulative effect of permanent displacements may lead to a stepwise 
failure of the caisson (Fig. 18). This effect is very important and should be taken 
into account in future design methods, analysis and numerical modelling. 

ail   ar2     &r3 
-tt—TK 

Fig. 18- Stepwise Failure of Caisson Breakwaters Induced by a Sequence of 
Breaking Wave Loads (see Fig. 17) 

4. Concluding Remarks 

Although the analysis of the results of the hydraulic model tests is not yet 
completed they clearly show that the effect of the impulsive loading induced by 
waves breaking on the structure is not only limited to small amplitude oscillatory 
motions of the caisson breakwater. It also consists in incremental small permanent 
displacements which may cumulate and lead to the collapse of the structure. 

On the other hand, these first results show that future analysis and numerical 
models to be developed for the prediction of the stability of caisson breakwaters 
should also necessarily account for the stepwise failure resulting from the 
incremental residual displacements (plastic deformations) induced by successive 
breaking waves on the structure. 
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CHAPTER 92 

Hydraulic Characteristics and Field Experience of 
New Wave Dissipating Concrete Blocks (ACCROPODE) 

1 1 Masanori Kobayashi , Suraio Kaihatsu 

ABSTRACT 

More than 30,000 pcs. of the ACCROPODE blocks have been 
applied for the wave dissipator of the breakwaters and the 
revetments at the Hararaachi thermal power station where 
construction works of the harbor started about four years 
ago. 

Since the ACCROPODE has not been used in Japan before- 
hand, hydraulic model tests were needed to examine its 
characteristics and to confirm the feasibility to the 
project, although extensive tests have been made in the 
world. 

This paper describes the results of tests on the 
stability, reflection and transmission coefficients of the 
ACCROPODE blocks and the field experience at the Haramachi 
power station. Much reduction of the construction costs and 
good stability against storm waves attacked were obtained 
which showed its super usage as the wave dissipator. 

INTRODUCTION 

Tohoku Electric Power Company in Japan is now con- 
structing the Haramachi thermal power station. This power 
station has 2 units of 1,000 MW coal fired thermal power 
plants, and a port facility capable of mooring a 60,000 DWT 
class coal carrier ship (Fig.l). 

The total length of breakwaters and of revetments are 
3.0 kms and 2.5 kms respectively. For the breakwaters two 
types were employed, one is the rubble-mounded type of 0.7 
kms long for the coast shallower than 10 meters and the 
other is the caisson composite type of 2.3 kms long for the 

1. Civil Engineering Dept., Tohoku Electric Power Co., Inc. 
3-7-1 Ichiban-cho Aoba-ku Sendai 980, JAPAN 
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(T    Revetment      v ^^ 

Fig.l Plan View of The Haramachi Thermal Power Station 

deeper zone than 10 meters. Selection was made mainly by 
the reason of construction costs. 

Since 1984 until 1989 the staff members of the civil 
engineering department of Tohoku Electric Power Company had 
continued the contact with SOGREAH on the ACCR0P0DE blocks 
to be used for the mound of breakwaters and revetments 
because of the high stability, the financial benefit and the 
easy construction method. Final decision of employing the 
ACCR0P0DE was made through the hydraulic model tests 
conducted independently by the company itself which 
confirmed the preceding tests in the world with the detailed 
data of the reflection and transmission coefficients not 
supplied beforehand. 

This paper describes the results of the tests and the 
field experience of the Haramachi project exposed to the 
ocean storm waves up to date without any harm. 

DESCRIPTION OF TESTS 

ExperJmentaJ Equipment 

The wave flume in which the model tests were conducted, 
is shown in Fig. 2. It is a two dimensional wave flume, 34 
meters long, 5 meters wide, and 1.2 meter deep. The scale 
was 1:50, following the Froude similarity. The foreshore 
slope was uniform with 1:100, simulating the sea bottom of 
the Haramachi field. The tests were carried out by waves 
generated with the power spectra of the Bretschneider- 
Mitsuyasu type. 
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Fig.3    Cross  Section of Rubble-mound Breakwater Model 

Test Conditions 

The  cross   section  of  the  rubble-mound breakwater model 
is  shown  in Fig.3.     The  test  conditions  are shown  in Table  1. 
More   than  20   tests  were  conducted under various  combination 
of   these   conditions   which   are   probably   expected   in   the 
project  site. 
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Table 1 Test Conditions 

 Model Field  

WaartSPSructure  20 cm'30 cm'40 cm 10 ra'15 m'20 ra 

Wave period        1.2 sec, 1.7 sec 8.5 sec, 12.0 sec 
2.0 sec, 2.3 sec 14.1 sec, 16.3 sec 

Armour layer^^  74.0 g, 166.3 g 9.3 t, 20.8 t 

Filter layer 
(gravel) 20-30 g 3-4 t 
( y £  block)   32.8 g,  73.6 g     4.1 t,  9.2 t 

Core   (gravel) 0.5-4 g 50-500 kg 

The ACCROPODE blocks were installed in the armour layer, 
and two types of the ACCROPODE blocks, 74.0 g and 166.3 g, 
were used. 

In the filter layer, gravels and two types of the 7 & 
blocks 32.8 g and 73.6 g were used. The 7^block is the 
artificial concrete block, used in lieu of the large rubble 
stone. 

The core was made of gravels which weight was from 0.5 
g to 4 g equivalent to 50 kgs to 500 kgs in the field. 

The slope of armour face was fixed as 1:1.33 as shown 
in Fig. 3. Owing to the report by CSIR (Holtzhausen and 
Zwamborn, 1991, Ref.l), the 1:2 slope was more stable than 
the 1:1.33 slope and the 1:1.5 slope but the rocking dis- 
placement before the failure was more remarkable than the 
latters. On the other hand interlocking by the initial 
shake down causes units to pack more densely for the 1:1.33 
slope while units do not pack much closer during shifting on 
a flat slope. This was the main reason of this slope which 
was strongly recommended by SOGREAH. 

The tests were carried out with three types of the 
water depth at the structure, from 20 cm to 40 cm deep, and 
four types of the significant wave period, from 1.2 sec to 
2.3 sec. 

In the Haramachi project, design conditions are as 
follows that the maximum water depth at the breakwater is 10 
meters, equivalent to 20 cm in the model, and the design 
wave period for the significant wave is 16 sec, equivalent 
to 2.3 sec in the model. 

In each cases the crest height of the model above the 
sea level was 11 cm, equivalent to 5.5 meters in the field. 

Arrangement of the ACCNOPODE 

The arrangement of the ACCROPODE in the tests is shown 
in Fig.4. The centers of gravity of each block are plotted 
in white and black, where H is the height of the block. 

The horizontal spacing is 1.24H along horizontal lines, 
and the distance between each horizontal lines is 0.6H. The 
thickness of the armour layer is 0.9H. 
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Fig.4 Arrangement of The ACCROPODE 

Definition of damage 

In order to estimate the stability of the ACCROPODE, 
the damage ratio of the armour layer is defined as follows, 

D = (n/N)-100 (1) 

where, 
the damage ratio {%) 
the total number of blocks in the test area 
the actual number of blocks displaced more than 
the height of the block 

The definition of the test area is shown in Fig.5. The 
area, from 1.5Hs ( Hs:significant wave height ) below the 
still-water level to the crest of the model, and 1.0 meter 
wide, is the test area. In this test area from 200 pcs. to 
300 pcs. of the ACCROPODE blocks were included. 

According to this definition, 2% of the damage ratio is 
nearly equivalent to the condition of severe damage. 



1274 COASTAL ENGINEERING 1994 

AREA 

Fig.5 Test Area 

RESULTS OF TESTS 

KD and Ns  vaJues 

The damage ratio D versus KD and Ns values are plotted 
in Fig.6. The KD value is the Hudson stability factor. The 
Ns value is the stability number given by the following 
relation with the KD value. 

Ns = Hs/ADn = (KD-cota) 1/3 (2) 

where, 
Hs: significant wave height in front of the structure 
A: relative mass density of the unit 
Dn: nominal diameter of the unit 
a : slope angle of the structure 

In these figures the filter layer is composed of 
gravels. 

At 0% of the damage ratio, the KD value is estimated in 
the range of 30 to 50, from 3.5 to 4.0 equivalent in the Ns 
value. From these KD or Ns value, it can be said the 
initial stability of the ACCROPODE, in other words the 
stability against the start of damage is very high compared 
with the other artificial armour units. 

In the region under 2% or 3% of the damage ratio, the 
Ns value increases with the rate much higher than that of 
the damage ratio. But in the region over 2% or 3% of the 
damage ratio, the Ns value scarcely increases with the 
increase of the damage ratio. The Ns values at the 
condition of no damage and severe damage (or failure) are 
very close with each other. This means that the structure 
fails progressively after damage started. 
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D 

All the tests carried out under the design condition of 
water depth at the structure (20 cm in the model) in the 
Haramachi project, could be found no damage at all. 

Influence of the wave period 

The Iribarren number, or the surf similarity parameter 
Irz is defined as, 

fz = tana /(Hs/Lo) 
0.5 (3) 

where Lo is the deep water wave length derived by the wave 
period with zero up-crossing. Fig.7 shows the relation 
between the Ns values and the surf similarity parameter fz 
where the damage ratio is 0% or 2%. The filter layer is 
composed of gravels. In our tests, ifz was in the range of 
3 to 5. 

In case of 0% of the damage ratio, even though the data 
is scattered, the Ns value has a tendency to decrease with 
the increase of £z. And in case of 2% of the damage ratio, 
such tendency is not so remarkable in compare to the cases 
of 0% of the damage ratio. We could find the influence of 
the wave period in case of the gravel filter. 

In case of the y £ blocks used for the filter layer, the 
relation between £z and Ns is shown in Fig.8. From this 
figure, the influence of the wave period is not found. 
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Effect of the filter Jayer 's material 

From Fig. 7 and Fig. 8, it is found that the difference 
of the filter layer's material, gravels or the 7 6- blocks, 
has the influence on the stability of the armour layer. At 
the condition of no damage, the KD value will be estimated 
in the range of 30 to 50 in case of the gravel filter, 
showing higher stability than in case of the 7 & block's 
filter in which case the KD value will be at only 20. 

It could be estimated to choose the most favorable 
weight (or size) of the 7H blocks for the weight of the 
ACCROPODE units. However such relationship was not recog- 
nized since the uneveness of the filter setting seemed to be 
another origin of data scattering. 

Comparison of results with other investigations 

Fig.9 shows the comparison of results with other 
investigations, carried out by SOGREAH (Perdreau, 1983, 
Ref.4) and DELFT hydraulics laboratory (Van der Meer, 1987, 
Ref.2). Although the influence of wave period was found in 
case of the gravel filter, our present studies show similar 
results and tendency of the Ns value to other investigations. 

It should be noted that the difference of the stability 
number between no damage and severe damage is very much 
small where Ifz was 3 and increases with the increase of |fz. 
Holtzhausen and Zwamborn (Ref.l) gave caution that the time 
from start of damage to failure is shorter for steeper 
slopes. 
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Befiection coefficient 

The reflection coefficient KR , as a function of the 
wave steepness is shown in Fig.10. All the data are 
distributed in the range of 0.25 to 0.6 of the reflection 
coefficient. It is found that the reflection coefficient 
increases with the increase of the water depth and the wave 
period. This tendency is similar to the characteristics of 
the other artificial armour blocks. 

Transmission coefficient 

Fig.11 shows the wave height transmission coefficient 
KT , as a function of the wave steepness in case of 40 cm 
water depth at the structure. Under the same condition of 
the wave steepness, the transmission coefficient had a 
tendency to become larger when the wave period became longer. 
The transmission coefficient was highly affected by the wave 
overtopping. Under non-overtopping condition the trans- 
mission coefficient was less than 0.2, but when overtopping 
started it increased up to 0.4. 

In Fig.12 the transmission coefficient are plotted as 
a function of the relative crest height hc/Hs , where he 
is the crest height above the sea level. In this figure, 
the typical curve of the transmission coefficient can be 
drawn. 
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Design conditions 

We decided the weight of the ACCR0P0DE blocks by the 
Hudson formula. The design wave height and the weight of 
the ACCR0P0DE are shown in table 2. 

In the Haramachi project, three types of the ACCR0PODE 
blocks, 14.5 t, 20.7 t, and 27.6 t, are applied to the 
rubble-mound breakwaters and revetments. As the filter 
layer, 9 t type of the 7 & blocks are applied, mainly because 
of the difficulty of obtaining large stones as many as 
feeding to the site. The summation of these stones for the 
filter layer amounted to about 250,000 cubic meters. 

The KD value of 10 was applied in our design. In case 
of the gravel filter, the KD value was estimated from 30 to 
50 at no damage condition. But we reduced design KD value, 
considering the application of the y S, blocks in the filter 
layer, the failure mode, the randomness of installed blocks 
especially below the sea level, and the unpreceded 
experience in Japan. 

The KD value could be increased even up to 15. 
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Table 2 Design Conditions 

Water depth 
at the structure 

2.0 m 6 .0 m 8 .0 m 
- 6.0 m - 8.0 m - 10.0 m 

1.25 1.33 1.33 

4.9 m 5.9 m 6.7 m 

10.8 t 18.9 t 27.6 t 

14.5 t 20.7 t 27.6 t 

Slope angle (cota) 

Design significant 
wave height 

ACCROPODE's weight 
(by Hudson formula) 
ACCROPODE's weight 

(applied) 

FIELD EXPERIENCE 

InstaJJation of tJie ACCBOPODE 

Total number of blocks which will be installed to the 
rubble-mound breakwaters and revetments, is about 12,000 pcs. 
in which about 11,000 pcs. were placed already. 

In addition, we have a plan to place the ACCR0P0DE 
blocks, 9.2 t and 14.5 t, to the caisson-type composite 
breakwaters as armour units of the rubble foundation, and 
3,000 pcs. have been already installed. 

In the Haramachi project more than 30,000 pcs. of the 
ACCROPODE blocks will be installed in total. 

Table 3 The 5 Highest Storm Wave Attacked 
The Construction Site 

Maximum Wave 

Date Wave Hei 
(m) 

.ght Wave Per: 
(sec) 

iod Cause 

1991. 2.16. 9.41 12.3 Low Pressure 
1993.11.14. 8.36 9.5 Low Pressure 
1993. 8.27. 7.60 12.5 Typhoon 
1993. 3. 8. 7.39 11.0 Low Pressure 
1994. 9.19. 7.05 12.5 Typhoon 

Significant Wave 

Date Wave Hei 
(m) 

•ght Wave Period 
(sec) Cause 

1991. 2.17. 5.52 15.8 Low Pressure 
1993.11.14. 5.00 10.4 Low Pressure 
1993. 3. 8. 4.94 10.8 Low Pressure 
1993. 8.27. 4.61 10.9 Typhoon 
1992.10.21. 4.11 10.2 Low Pressure 
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Experienced storm wave 

About four years have passed since we began to install 
the ACCROPODE blocks. Table 3 shows the 5 highest storm 
wave conditions attacked the construction site after 
installation. But we have experienced no harm thus far. 
The stability of the ACCROPODE blocks in the field were very 
much excellent. 

The highest wave was 9.41 meters in the maximum wave 
height and 5.52 meters in the significant wave height, which 
occured on Feb. in 1991. 

The design wave conditions at the point of the wave 
observatory, about 1.8 km offshore, are following : The 
significant wave height is 7.6 meters, the maximum wave 
height is 11.9 meters, and the wave period is 16 sec. 

As shown in Fig.l, waves attacked obliquely which 
showed the excellent characteristics even tests were 
conducted in two dimensional conditions. 

Resuits in tne fieid experience 

By applying the ACCROPODE blocks, the followings were 
recognized in the Haramachi project. 

1) The area of the fabrication yard was rather small. 
2) The moulding process was fairly easy, because of the 
simplicity formed by two symmetrical shells. 

3) The settlement of blocks in the armour layer was 
almost completed in the range of 15 cm to 20 cm, after 7 
days to 30 days following installation. 

4) The void ratio of installed blocks was from 45% to 50%. 
5) The strength of the block element was very high. Few 

or no blocks were broken. 
6) The stability of the ACCROPODE in the armour layer 
against the wave force was good enough. 

7) In comparison with other artificial blocks, quantity 
of concrete was saved about 30%, and the total const- 
ruction costs for armour units, from production to 
installation to the rubble-mound breakwaters and revet- 
ments were reduced about 30%. 

CONCLUSIONS 

For the Haramachi project, the hydraulic model tests 
were carried out on the rubble-mound breakwaters armoured 
with the ACCROPODE blocks. The followings were observed as 
conclusions. 

1) The stability of the ACCROPODE at no damage was very 
high, but the criteria of no damage and failure were 
very close. 

2) The filter layer's material had an influence on the 
stability of the ACCROPODE in the armour layer. In case 
of the gravel filter, the KD value was estimated in the 
range of 30 to 50, but in case of the 7 i! block's filter, 
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it was 20. 
3) It was found that the wave period had an influence on 

the stability of the ACCROPODE in case of the gravel 
filter. 

4) The reflection and the wave transmission coefficients 
were similar to the other artificial armour units. 

Field experience showed successful achievement for the 
expense, the easy construction and the stability of the 
blocks. 
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CHAPTER 93 

Experimental Study on Developing Process of Local Scour 
around a Vertical Cylinder 

Tomonao Kobayashi1     and    Kenji Oda2 

ABSTRACT 

Time evolution of scoured seabed profiles around a vertical slender cylinder under 
waves has been investigated by means of laboratory experiments. The character- 
istics of the scoured bed profiles on the developing process is discussed considering 
the flow features. The local scoured bed profiles are classified with the location 
of the maximum scoured point. And the developing scouring process of each 
classified type is discussed. We found that for each scour type, the scoured bed 
retains a similar profile during its whole developing process. The ultimate scour 
depth on the vicinity of the cylinder surface is related to the Keulegan-Carpenter 
number, and it is independent of the sand bed condition. 

1.  INTRODUCTION 

Local scouring is an important factor to consider when the stability of offshore and 
onshore structures is analyzed, and different aspects of this have already been in- 
vestigated by various researchers. Among them, Well and Sorensen (1970) based 
on laboratory experiments found relations of the ultimate scour depth to the 
Shields number, Reynolds number, etc. Sumer et al. (1992), also based on labo- 
ratory tests, proposed the scour depth as a function of the Keulegan-Carpenter 
(K.C.) number on the live bed, i.e. the bottom with continuous sediment mo- 
tion. Nishizawa and Sawamoto (1988) studied the flow around a vertical slender 
cylinder under waves using flow visualization techniques, and reported relations 
between the flow characteristics and the K.C. number. Kobayashi (1993) mea- 
sured in the laboratory the velocity distributions around a cylinder near the bed 
on both flat bottom and scoured bed, and discussed about the effect of the scoured 
seabed configuration on the vortex behavior near the bed around the cylinder. 

In most of the available literature about the local scouring phenomenon 
around a vertical slender cylinder under waves, only the ultimate scoured bed 

'Research Associate, Department of Civil Engineering, Tokyo Rika University, 
2641 Yamazaki, Noda city, Chiba 278, Japan. 

2Tokyu Construction Co., Tokyo, Japan. 
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TABLE 1.     Incident Wave Conditions at The Cylinder 

1285 

Wave Height 
Wave Period 
Water Depth 

H 
T 
h 

K.C. number    K.C. 

13~60mm 
1.3~3.0s 
120mm 

3.95 ~ 30.0 

is considered.   To recognize this physical phenomenon, however, the developing 
process of the local scouring should also be studied. 

The intent of the present study is therefore to recognize the characteristics 
of the developing process of the local scour around a cylinder under waves. For 
this purpose, first, the scoured bed profiles are classified into several typical scour 
types. Then, for each scour type the characteristics of the time evolution of the 
scoured bed profiles are discussed by considering the flow features on the bed. 
Finally, relations of the ultimate scour depth to the typical parameters are also 
discussed. 

2.  EXPERIMENTAL APPARATUS 

Figure 1 shows a sketch of the wave flume employed. The size of this flume 
is 8 m in length, 300 mm in width and 150 mm in height. Both flume lateral 
walls are made of glass to facilitate the observations. Part of the bottom flume 
was lifted to make a movable bed, and in the transition from the bottom flume 
to the sand bed a slope was located. The bottom of a cylinder was inserted on 
the movable bed. To classify the local scoured bed profiles, a cylinder of 30 mm 
diameter was used for the experiments, and in the case of the time evolution of 
the local scouring experiments, the cylinder diameter was 22 mm. 

The wave conditions at the cylinder are shown in Table 1. The maximum 

Wave Maker Cylinder 

Slope (1/25) /    Sand Layer /Wave Absorber 

(Unit : mm) 

FIG. 1.     Side View of Flume 
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TABLE 2.    Sand Type 

Sand type Diameter Specific weight 
(Collected place) d&0 (mm) s 
Toyoura 0.17 2.569 
Toyoumi 0.16 2.556 
Makuhari 0.20 2.525 
Komesu 0.43 2.695 
Oarai 0.17 2.643 

velocity at the bottom, that is used to calculate the value of the K.C. number, is 
evaluated from the wave conditions shown in Table 1 by applying the linear wave 
theory. During the experiments, the five types of sand shown in Table 2 were 
employed, and the waves were produced until the scoured bed was considered to 
be almost stable. 

All experiments were done under the clear water condition, because in 
this way, only the sand near the cylinder moves due to the secondary flow driven 
by the existence of the cylinder. Hence the characteristics of the flow near the 
bed around the cylinder are easy to recognize. This is an important matter to 
understand the local scouring process. 

Scoured bed profiles were measured in two dimensions with a sand profile 
meter. 

3.   CLASSIFICATION OF SCOUR TYPE 

The contour maps of the bed profiles around the cylinder in Fig. 2 show typical 
scour types that were observed during the experiments performance. In this 
figure, hatched areas indicate scoured regions. The Twin-Horn-Shaped and Cone- 

. Shaped scoured bed profiles in this figure have already been studied by Nishizawa 
and Sawamoto (1988) among others. In this study, we found the following same 
results as those reported by them: in the Twin-Horn-Shaped bed the lee side of 
the cylinder is scoured, and in the case of the Cone-Shaped bed the scouring takes 
mainly place around the cylinder. When we were performing the experiments, we 
observed an additional scoured bed type as shown in Fig. 2 (b). Here, both the lee 
side of the cylinder and the vicinity of the cylinder are scoured. We classified this 
scour type as Transient-Shaped scoured bed. In this study therefore the scour bed 
profiles are classified into the categories: Twin-Horn-Shaped, Transient-Shaped 
and Cone-Shaped bed profiles. An example of each of these bed profiles is shown 
in Fig. 2. The classification mentioned above, based on the scoured bed profiles, 
is rather subjective. So, to classify objectively the scour types we introduce the 
use of the location of maximum scoured point. 

Figure 3 shows the distribution of the maximum scoured points of all 
experimental cases. In this figure, the marks indicate the scour types classified 
with the scoured bed profile. Here, the Twin-Horn-Shaped bed profiles have two 
maximum scoured points which are located at both right and left lee sides of the 
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cylinder. In the case of Cone-Shaped bed profiles the maximum scoured point is 
located either in front of or beside the cylinder. The location of the maximum 
scoured point depends on the scour type, and we conclude therefore that this 
location can be applied to classify objectively the scour type. The maximum 
scoured point concept is applied for the following discussions. 

To investigate the flow pattern near the bed around a cylinder, laboratory 
experiments were performed for several K.C. numbers. We observed that for low 
K.C. numbers, flow separation from the cylinder or a pair of symmetric vortices 
was generated, and this scoured the bed at the lee side of the cylinder. Finally, 
a Twin-Horn-Shaped scoured bed profile was formed. For large KC numbers 
the Cone-Shaped scoured bed profiles were formed and an asymmetric vortex 
similar to the Karman vortex appeared. Nishizawa et al. (1988) also observed 
the flow pattern under similar conditions. In general, our observations coincide 
with theirs. Except that they did not have any horseshoe vortex formation in 
any cases, even for the Cone-Shaped scored bed profile. 

Based on these observations, we conclude that each scour type corresponds 
to a different flow pattern or vortex structures. 

Figure 4 shows the relation of local scour type to the K.C. number.  The 
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1288 COASTAL ENGINEERING 1994 

y 
mm 

60 

40 

20 

0 

-20 

-40- 

-60- 

WAVES  ===> 

O Twin-Horn-Shaped 

^ Transient-Shaped 

x Cone-Shaped 

-60    -40      -20      0       20       40       60 mm 

x 

FIG. 3.     Distribution of Maximum Scoured Points of All Experimental 
Cases 

Place 
• : Toyoura 
D : Toyoumi 
^ : Makuhari 
O : Komesu 
x : Oarai 

Scour Type 

Cone-shaped. 

Transient- 
shaped 

Twin-Horn- 
shaped 

tf SS « 

x-m 
T 

0 5 10       15 

FIG. 4.    Relation of Scour Type to The K.C. Number 

—l 1 1 1 
20       25       30       35 

KC 



LOCAL SCOUR AROUND VERTICAL CENTER 1289 

ordinate in this figure indicates the scour type that is classified with the scoured 
bed profiles. Prom this figure it is clear that the flow pattern is well represented by 
the K.C. number. This relation has already been investigated (c.f. by Nishizawa 
and Sawamoto; 1988). The results reported by these authors and ours coincide in 
the following characteristics: the scour type changes from the Twin-Horn-Shaped 
to the Cone-Shaped as the K.C. number increases. The borders between the bed 
profiles Twin-Horn-Shaped and Transient-Shaped, as well as Transient-Shaped 
and Cone-Shaped are about 8.0 and 20.0 in K.C. number, respectively. These 
borders are independent of the sand diameter. 

Figure 4 depicts the relation of scour type to the K.C. number. As the 
scour type is related to the flow pattern, represented by the K.C. number, and 
since the location of maximum scoured points are related to the scour types, as we 
showed previously, we conclude that the flow pattern can be explained in terms 
of the location of maximum scoured point. 
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FIG. 5.     Bottom Bed Profiles in The Local Scour Developing Process. 
(K.C. Number:  9.0, Scour Type: Twin-Horn-Shaped) 
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4.  SCOUR DEVELOPING PROCESS 

The time evolution of the local scour bed profiles around a cylinder was measured 
in 8 experimental cases. In the experiments, the range of the K.C. number varied 
from 4.38 to 30.9. The bottom bed profiles around the cylinder were measured 
every 200 waves passing the cylinder, until we considered that the bottom bed 
became almost stable. For all experimental cases, the initial bed was flat, and 
the scoured bed became almost stable after 1 000 waves passed the cylinder. The 
typical developing bed profiles measured are shown in Figs. 5 to 7. Figure 5 
shows the Twin-Horn-Shaped scour type. Here, the bed at the lee side of the 
cylinder was scoured during each developing stage. The bed profiles after 200 
and 600 waves passed the cylinder correspond to local scour developing stages. 
They show similar features to those of the profiles obtained after 1 000 waves 
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FIG. 6.     Bottom Bed Profiles in The Local Scour Developing Process. 
(K.C. Number:  11.0, Scour Type: Transient-Shaped) 
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passed, which is considered the equilibrium stage. The maximum scoured point 
remains located almost in the same place with respect to the cylinder, during 
every developing stage shown in this figure. 

In Fig. 6 the Transient-Shaped scoured bed profile is depicted. This figure 
shows that the scouring develops at both the lee side of the cylinder and beside 
this one, during every developing stage. And, as in the case of the Twin-Horn 
Shaped bed profile, similar shape of bed scouring is retain during the whole 
developing procees. 

Figure 7 shows the Cone-Shaped bed profile. Here as in the two previous 
cases, the scour shape found at the final equilibrium stage is the same that was 
formed during the earlier stages of the scour developing process. As mentioned in 
the previous section, the Cone-Shaped bed profile is associated with a horseshoe 
vortex, and the Twin-Horn-Shaped bed profile is with flow separation from the 
cylinder or a pair of separated vortices. 

No matter however what the flow pattern is, the respective scour bed 
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FIG. 7.     Bottom Bed Profiles in The Local Scour Developing Process. 
(K.C. Number: 30.9, Scour Type: Cone-Shaped) 
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FIG. 8.     Location of Maximum Scoured Points in Each Developing 
Stage. N Represents the Number of Waves That Passed The Cylinder. 

shapes appearing in the final equilibrium stage of the scour developing process 
is formed already at the earlier stages. This was confirmed in all experiments 
performed, and was found to be independent of the scour type. 

Next, the developing process of local scour around a cylinder is discussed 
with the location of maximum scoured point. Figure 8 shows the distribution of 
maximum scoured points at each developing stage of local scouring for the cases 
corresponding to Figs. 5 to 7. The maximum scoured points in Figs. 8 (a) and 
(b) correspond to the cases of Twin-Horn-Shaped and the Transient-Shaped bed 
profiles, respectively. In both cases, these points are located at the right and left 
lee side of the cylinder, and they are apart from the cylinder contour. Fig. 8 (c) 
corresponds to the Cone-Shaped bed profile. Here, the maximum scoured points 
are located beside the cylinder. During the experiments performance, we observed 
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that in all cases the location of the maximum scoured points was almost fixed 
during the whole scouring process. We conclude therefore that the flow pattern 
near the bed around a cylinder is practically the same during all the local scouring 
developing process. 

Kobayashi (1993) measured velocity distributions around a vertical cylin- 
der on both flat bed and scoured bed, and computed the vorticity distribution 
shown in Fig. 9. In this figure, the phase 9 is defined as 0 when a wave crest passes 
the cylinder axis, these vorticity distribution corresponds then to an instant just 
after the wave crest passes. Figures 9 (a) and (b) show the vorticity distribution 
in the initial and equilibrium stage of the developing process of local scouring, 
respectively. In Fig. 9 (a), the axis of the vortex formed apart from the cylinder 
contour is almost vertical and parallel to the cylinder axis. And in Fig. 9 (b) the 
vortex is deformed due to the scoured bed topography, and has an arch shape. 
From Figures 9 (a) and (b) this author concluded that the scoured bed profile 
changes the flow pattern near the bed around a cylinder, which contradicts the 
results obtained in this study. A reason for such contradiction may be attributed 
to the nonlinearity waves effect. This is because in Kobayashi (1993) study, non- 

u • 0.02 s-1    — 

WAVE 

m J |;J i >• 

r-20 

— 10 

-40 -20 20 40 (mm] 

X 

(a) on the Flat bed (Side view) 

y/£ u> : 0.02 s~'   _ 

y -40 

(b) on the Scoured bed (Perspective) 

FIG. 9.     Vorticity Distribution Near The Bottom Around a Cylinder 
(Kobayashi, 1993) K.C. Number :  5.2, Phase 6 : TT/4 
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linearity of waves could be very important since Ursell number was 83.8. On 
the other hand, in this sudy linear waves were reproduced with maximum Ursell 
number of about 4. This is however just a supposition and studies to clarify the 
effect of nonlinearity of waves on the local scouring process are required. 

5.  ULTIMATE SCOUR DEPTH 

The prediction of the ultimate local scour stage is very important for planning 
and maintenance of onshore and offshore structures. The predominat parameters 
in this ultimate stage are the depth and the scoured bed profile. The scoured 
bed profile has already been examined with the K.C. number. In this section, the 
local scour depth on the equilibrium stage is discussed. 

Figure 10 shows the relation of the ultimate scour depth to the K.C. num- 
ber. The ordinate in this figure represents the maximum scour depth S divided 
by the cylinder diameter D. Six series of experimental results are shown in this 
figure. Five of them are results of this study, and one corresponds to experimen- 
tal results obtained by Sumer et al. (1992). The solid line drawn in this figure 
indicates the relation evaluated empirically by these authors. Their experiments 
were performed on the live bed condition, and those of this study in clear wa- 
ter condition. In spite of this difference, most experimental results of this study 
agree well with the solid line. Only the results obtained for K.C. number less 
than 10 are in relative disagreement with this line; they show deeper maximum 
scour depths than the solid line does. 

The scour bed profile for K.C. number less than 10 is of the Twin-Horn- 
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KC 

FIG. 10.    Relation Between Ultimate Scour Depth and K.C. Number 
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Shape type, as shown in Fig. 4. For this type of scour profile the maximum scoured 
points are located apart from the cylinder contour, as observed in Fig 2(a) or J. 
Since for engineering purposes, the local scour just at the vicinity of a cylinder 
is most serious than that apart from this, the maximum scour depth was reeval- 
uated by considering a reduced area surrounding the cylinder, and excluding the 
maximum scoured points. 

The results obtained after reevaluation are shown in rig. 11. In this ngure, 
the ordinate represents the ultimate scour depth on the vicinity of the cylinder 
surface S' divided by the cylinder diameter D. In Fig. 11 better agreement of 
the reevaluated results, for low K.C. numbers, with the solid line estimated by 
Sumer et al. (1992) is observed, comparing with Fig. 2 (a). From this results, we 
conclude that the maximum scour depth at the vicinity of the cylinder is related 
with the K.C. number, and is independent of the bed condition, live bed or clear 
water, as well as the sand diameter. 

The reason why in the Twin-Horn-Shaped scoured bed the very near vicm- 
itv of the cylinder was not scoured is that, in this case the flow pattern did not 
show clear formation of the horseshoe vortex. Only flow separation on the lee 
side of the cylinder or a pair of separated vortices were visible. Sumer et al. 
(1992) reported that horseshoe vortices were abscent for K.C. numbers less than 
6. and therefore the bed around the cylinder was not scoured under the live bed 

condition. ,   .     .       ...      , 
Figure 12 shows the relation of the maximum scour depth m the ultimate 
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FIG. 11.     Relation Between Ultimate Scour Depth on The Vicinity of 
The Cylinder surface and K.C. number 
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FIG. 12. Relation Between Ultimate Scoured Depth to Shields Pa- 
rameter 

stage to Shields parameter <Pm. The ordinate in this figure indicates the maximum 
scour depth in the ultimate stage S divided by the cylinder diameter D. The 
Shields parameter <?m is calculated from the incident wave conditions shown in 
Table 1, and the sand characteristics listed in Table 2. In Fig. 12 the relation of 
the maximum scour depth to the Shields parameter is shown. We observe here 
that the maximum scour depth has a poor relation with the Shields parameter. 

6.   CONCLUSIONS 

In this sudy, local scour around a vertical cylinder and its developing process were 
investigated experimentally with the flow pattern near the bed. Local scoured bed 
profiles were classified into the types: Twin-Horn-Shaped, Transient-Shaped and 
Cone-Shaped. The location of the maximum scoured points was introduced to 
classify objectively the bed profiles. This location was found to be related to the 
flow pattern near the bed around the cylinder. In the case of Twin-Horn-Shaped 
scoured bed profile a pair of maximum scoured points are located at the right 
and left lee side of the cylinder, and they are apart from the cylinder contour. 
This type of bed profile is associated with the formation of flow separation or a 
pair of separated vortices. In the case of the Cone-Shaped scoured bed profile, 
one maximum scoured point is found, and this is located in front or beside the 
cylinder. During the whole local scour developing process the bed profiles have a 
similar shape, and the location of the maximum scoured point or points is almost 
fixed. These features are independent of the scour type. Finally, we found that 
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the maximum scour depth has a close relation to the K.C. number, and a very 
poor relation to the Shields parameter . Also that, this depth is independent of 
the bottom bed condition, live bed or clear water, and the sand diameter. 
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CHAPTER 94 

Wave-induced Uplift Loading 
of Caisson Breakwaters 

Andreas Kortenhaus1, Hocine Oumeraci2, Seren Kohlhase3 & Peter Klammer1 

ABSTRACT 
Wave induced uplift pressures and forces have been investigated by small- 

and large-scale model tests. Detailed analyses of waves at the structure, forces and 
structure motions showed that conventional design formulae neglect details of 
pressure development which contribute to the total uplift force. Direct comparison 
between quasi-static, dynamic forces and the commonly used formulae show that 
dynamic effects exhibit a significantly different behaviour in comparison to those 
observed during quasi-static wave attack. The most relevant of the effects which 
may be useful for setting up a numerical model for the prediction of uplift pres- 
sures are described. 

1. INTRODUCTION 
Wave induced uplift forces for design purposes are commonly calculated by 

empirical or semi-empirical formulae based on the assumption that the maximum 
uplift pressure occurs at the seaward bottom edge of the caisson and decreases 
linearly to zero at the shoreward edge. Generally, it is also implicitely assumed 
that the maximum horizontal peak force occurs simultaneously with its maximum 
uplift counterpart and that the caisson structure is fixed and does not exhibit any 
motion during wave loading. Moreover, the influence of the characteristics of the 
rubble foundation (permeability, thickness etc.) is totally ignored. 

The wave induced flow in the rubble foundation has been studied in a 
large-scale and a small-scale-model by using a fixed and a movable caisson break- 
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Prof. Dr.-Ing., University Professor, Techn. University Braunschweig, Beethovenstr. 51a, 38106 
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Prof. Dr.-Ing., Institut fur Wasserbau, University of Rostock, Philipp-Muller-Str., 23966 Wismar, 
Germany 
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water. The tests principally aim at a better understanding of the generation of 
uplift pressure under standing, breaking and broken wave conditions and at the 
establishment of a basis for the development of a conceptual model for the cal- 
culation of uplift pressures. 

The present paper primarily intends to discussing some of the experimental 
results. Based on these results an attempt is made to explain the physical processes 
underneath a vertical caisson structure subject to breaking and nonbreaking wave 
attack. 

2. EXPERIMENTAL SET-UP 
Small-scale and large-scale model tests have been conducted on a caisson 

breakwater supported by a rubble foundation (Fig. 1). These investigations were 

AM - Acceleration meter; DM - Displacement meter, FT - Force transducer; WO - Wave gauge 

q     DM1 
0.0        1.0        2.0        3.0        4.0      5.0 m 

7 6 5    4     3 WO 

SWL„+3.70m 

;+zi Ufa 

\ AMI    „+5,43m 

*£ 4  3 2 

AM2 
DM2 

SWLs 

r+2.971 

,+2.08 m 

Bottom of flume.-, ±0.00 m 

Distance from wai tve paddle 

233.57 m 237.07 m 

Fig. 1: Large-scale model of caisson breakwater 

principally directed towards the examination of the effect of the motions of the 
caisson on the uplift pressure development. For this purpose, five pressure gauges 
were installed underneath the structure and two displacement meters were placed 
at the rear and front top of the caisson, respectively. Further seven pressure gau- 
ges were installed along the toe berm in front of the caisson in order to determine 
the impact pressure gradients along the rubble toe, and hence to better understand 
the mechanisms associated with the uplift generation. Tests with a fixed and a 
movable caisson were performed. Further simultaneous measurements of waves, 
accelerations, total forces and pore pressures in the rubble foundation were con- 
ducted. 
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Since the small-scale model tests are not suitable for the quantitative eva- 
luation of the uplift pressure, flow in the porous rubble foundation is subject to 
scale effects due to too large viscous forces, large-scale model tests were also 
performed for different water depths and wave conditions. 

Three different wave types were generated throughout the tests: solitary 
waves, regular waves and random waves (TMA spectra). The wave heights, wave 
periods and water depths used in the large-scale model tests are summarized in 
Table 1. 

Table 1: Test programme for large-scale model tests 

SOLITARY WAVES 

Wave heights steps Wave periods steps Water depth steps 

0.40 - 0.60 m 0.10 m - - 3.10-3.50 m 0.10 m 
0.65- 1.10 m 0.05 m - - 3.50 - 3.90 m 0.20 m 

REGULAR WAVES 

Wave heights steps Wave periods steps Water depth steps 

0.30- 1.10 m 0.20 m 3.50 - 6.50 s 1.00 s 3.70 - 4.30 m 0.20 m 

RANDOM WAVES (TMA spectra) 

Wave heights steps Wave periods steps Water depth steps 
0.30- 1.10 m 0.20 m 3.50 - 6.50 s 1.00 s 3.70 - 4.30 m 0.20 m 

model. 
The small-scale model was about four times smaller than the large-scale 

3. CLASSIFICATION OF BREAKER TYPES 
Three major breaker types were identified from the experiments leading to 

essentially different response of the structure (Fig. 2). All these breaker types 
could be observed - independently from the type of waves generated. Generally 
there are more than three different breaker types (Schmidt et al., 1992). However, 
only the three main types shown in Fig. 2 for two time steps tt and t2 are con- 
sidered below in order to make more clear the physical processes involved. 

Four parameters were found suitable to describe the main features of the 
force histories of both impact and uplift pressures (Fig. 3). These parameters are: 

• tr: rise time of impact force 
• At: time difference between maximum of impact force and maximum of 

uplift force 
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LOADING CASE 1 LOADING CASE 2 LOADING CASE 3 

turbulent bore plunging breaker well developed 
plunging breaker 

foamy borefront 
/   SWL 

ds 

to 
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T 
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->\^   /air/ 

ds 
T 

=—< -i V < «)«r dw 

1 
dw 

i $ 
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Fig. 2: Main breaker types considered 

j^Fn,  • ratio of quasi-static impact force Fh qus and maximum impact force 
p rh,max 
1^1, v: ratio of maximum uplift force Fv max and maximum impact force 
Fu ' * h.max 
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p 
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F v, max 
p 
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At        Uplift force Fv 

Fig. 3: Parameters for identification of loading cases 

t[s] 
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4. TYPICAL TEST RESULTS 

Force histories 

Typical force histories for impact and uplift forces for the three different 
loading cases can be seen in Figs. 4 to 6 where the aforementioned descriptive 
parameters are given. 

Horiz. force [kN/m], Vert force [kN/m] 
i i i i i i i i i i i i i i i I i i i i i i i I i i i i i i i fest29l2930{ 

Wave conditions: 

Regular Waves 
Wave height - 0.70 m; 
Wave period - 6.50 s 
Water depth - 4.09 trf 

!   I   I   I   II   I      I   I   I  I   I   I   I      I   I  I   I   I   I   !      I  I   I   I   I  I   I       I  I   I   I   [   I   I 

179.0 179.8 180.6 181.4 182.2 183.0 

Time [s] 

Fig. 4: Typical force histories for loading case 1 (turbulent bore) 

The force histories show a high force peak (Fhmax) caused by the wave 
hitting the structure and a lower force maximum Fhqus which occurs when the 
water of the wave running up the wall falls down again. Between these maxima 
there is a minimum force (trough) which coincides with the maximum wave run- 
up. 

In loading case 1 (turbulent bore) the wave breaks before reaching the 
structure, inducing a turbulent air-water mixture. This can be observed from the 
high frequency oscillations in the time history of the impact forces. There is no 
time lag between the maxima of impact and uplift force. 

The uplift force in loading case 2 shows a double peak for the vertical 
force which however do not always occurs when a plunging breaker hits the struc- 
ture. This double peak force is due to the uplift of the structure, which will be 
discussed in the next chapter. 

Loading case 3 shows a very sharp and high peak in the impact force 
history followed by high frequency oscillations which are due to oscillations of the 
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Horiz. force [kN/m], Vert, force [kN/m] 
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Fig. 5: Typical force histories for loading case 2 (plunging breaker) 
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Fig. 6: Typical force histories for loading case 3 (plunging breaker with air 

entrapment 
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entrapped air pocket at the vertical face of the structure. Very often a double 
peaked force in the impact force history occurs. The first peak is induced by the 
beaker tongue hitting the structure whereas the second occurs when the rest of the 
wave front impinges on the structure. 

Pressure distributions 

Typical horizontal impact pressure distributions on the front and the bottom 
of the caisson caused during loading case 2 are given in Fig. 7. In this figure the 
motion of the structure is amplified by a factor of 200 to make clear: 

• whether the structure moves at all, 
• the comparison of all loading cases, 
• at which time the structure starts to move. 

The following typical features of impact und uplift pressures are observed 
for loading case 1: 

• there are almost no temporal changes in the figures (quasi-static behaviour) 
• maximum impact pressure is approximately at still water level 
• measured impact pressure distribution is very close to the theoretically pre- 

dicted (SAINFLOU) distribution for a standing wave with little scatter due to 
reflection coefficients which are actually less than 100%. 

• uplift pressures are almost linear but not decreasing to zero pressure at the 
shoreward edge of the structure 

• velocity flow in the rubble foundation has been estimated by an improved 
Forchheimer equation (Van Gent, 1993) to about 5 to 10 cm/s. Therefore, 
pressures due to velocity head can be neglected 

For loading case 2 (Fig. 7), the typical features which are worth to mention 
are: 

• point of application of impact force is in the range of still water level, but the 
magnitude of the force is much higher 

• there are mainly horizontal motions of the structure, but only some slight 
rotational motions 

• compression wave underneath the structure 
• lever arm of uplift force is at 2/3 of the width of the structure from its heel 

Loading case 3 is an extreme example for plunging breakers with air en- 
trapment inducing a very high short time impact peak followed by high amplitude 
oscillations. Impact and uplift pressures exhibit the following typical distribution: 

• maximum impact is reached within a very short time 
• pressure oscillations due to air entrapment occur about 0.2 s after maximum 

peak 
• no motions of structure is induced since peak pressures are too short 
• relatively low uplift pressures (showing phenomenon of compression wave) 
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Comparison to Goda formulae 

For the prediction of horizontal wave and uplift forces the Goda formulae 
are widely used (Goda, 1985). Calculations using these formulae have been per- 
formed for the loading cases described in section 3 to show the range of quasi- 
static and dynamic loads. The results of these calculations are compared to the 
measurements for each of the loading cases in Figs 8 to 10. 

Test: 29129308 ttnax - 180.46000 s a - 181.28000 s dt- 0.01000 s 

H: 0.70 m;T: 6.50 s;h: 4.09 m 

 Experiment (max. impact) 

 Experiment (max. uplift) 

•-••  GODA 

.762 [m] 

 sa%,. 

V: 15.5 PtN/m] -+- 
-*3.30   2.47    l.«5   0.82 

x[m] 

Fig. 8: Comparison of loading case 1 with GODA's formulae 

Ten: 27129303 

H:  1.10 m,T: 5.50 a; It 3.90 m 
 Bipedmed (mtx. impact) 
 Experiment (max. uplift) 

 OODA 

a - 171.50000 s 

 ^  1.763 Iml 

dt- 0.01000s 

 sm#~. 

F^lSPtN/m) 

•3.30   2.47    MS   0.12 

Fig. 9: Comparison of loading case 2 with GODA's formulae 

For quasi-static loads (loading case 1) the results obtained by Goda for- 
mulae are conservative whereas the pressure peaks in the case of highly dynamic 
loads exceed the calculated pressure by a factor up to 5. Goda's formulae predict 
approximately correct uplift pressure values at the seaward edge of the breakwater 
for loading cases 1 and 3, but not for dynamic loading case 2. In this case the 
maximum uplift force occurs when the compression wave is underneath the struc- 
ture and has reached 2/3 of the width of the structure from its heel. 
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Fig. 10: Comparison of loading case 3 with GODA's formulae 

5. OBSERVED UPLIFT PHENOMENA 

Compression wave 

For loading cases 2 and 3 a compression wave is induced beneath the struc- 
ture by the wave impact on the vertical face of the breakwater. To obtain more 
information about the propagation, velocity of this wave underneath the structure 
and its effect on the porous rubble foundation the uplift pressure recorded beneath 
the structure have been plotted for a single wave in Fig. 11. The maxima of the 
obtained curves were determined and time differences have been plotted versus the 

Pressure [kPa] 

12.C Oil** 

i .w- 

+ 

Test 20129303 

Wave conditions: 

Regular Waves 

Wave height - 0.90 m 

Wave period- 4.50 s 

Water depth - 3.70 m 

1 ... 5: number of pressure gauge 

133.490 133.506 133.522 133.538 133.554 133.570 

Time[s] 

Fig. 11: Analysis of compression wave underneath the structure 
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spatial difference djq between the respective pressure gauges. This procedure was 
repeated several times for a test with regular waves (Fig. 12). Similar results have 
been found for further regular and random waves, showing that the velocity of the 
compression wave is not affected by the wave parameters. 

 I1 i i ii | i 1       ' i   \  |  i  i   i  i   i   |  i   i   i  i   i IIIMI    1 ' I .   i   ,   I    ,   ,   , >>^ 
0.028 -E — Regular waves /< -E 

0.024 -= -E 
5 - 

0.020 - _; 
~ •^- - 

v - 100 m/s/ - 
0.016 -_ — 

s'        2 r - S^                 m - 
0.012 -E 

/          J^ v - 150 m/s — 
: 9y^ - 

0.008 - — - 
*           J** 

- 

0.004 -E -E 

= ̂ \ rTTT4T, •••I..- : 1  1 1 |... r^-^ ~- 
0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0 

dx[m] 

Fig. 12: Velocity of compression wave beneath the structure 

Suction underneath the structure 

Due to the very high impacts inducing a strong horizontal and rotational 
motion of the structure a gap forms at the front base (Fig. 13). Pressure decreases 

rotation of structure 

d^j-   - vertical displacment at the front 

Fig. 13: Suction beneath a rotating caisson structure 
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immediately and water flows with relatively high velocities into the gap thus in- 
creasing the risk of erosion of the rubble materials (suction). This phenomenon 
was only observed for high impacts and cannot be considered as typical for nor- 
mal impact loading. However, it may be a very critical case, due to the aforemen- 
tioned erosion potential of the high velocity gap flow. 

Fig. 14 shows simultaneously recorded uplift forces and displacements at 
the vertical face front of the structure. It can be seen that the increase of the dis- 
placement suddenly leads to a decrease in the uplift force (dashed line in Fig. 14). 
The uplift force is obtained from the integration of all pressure records at the 
bottom of the structure. Similar decrease can also be observed in the pore pressure 
records. 

Vert, force [kN/m] Vert, displacement [mm] 

32.( 

Wave conditions: 
Regular Waves 
Wave height - 1.10 m 
Wave period • 5.50 s 
Water depth - 3.90 m 

171.00 171.16 171.32 171.48 171.64 171.80 

Time [s] 

Fig. 14: Time histories of uplift force and vertical displacement 
at the caisson front 

The reduction of uplift force caused by the suction is shown in Fig. 15 
where an increase of vertical displacements at the front for small values creates an 
almost linear increase of uplift forces. Three almost parallel lines were plotted to 
show this dependency. Furthermore, it can be seen that there is a clear relation- 
ship between the water depth and the uplift force where higher water depths at the 
toe of the rubble mound in front of the structure will result in smaller uplift for- 
ces. However, for larger displacement values a sudden bend can be found leading 
to an increase of uplift forces at a lower rate with increasing displacements. A 
more detailed analysis in the near future will show whether there are similar rela- 
tions with respect to different water depths. To obtain quantitative statements more 
variations in wave parameters have to be considered. 



1310 COASTAL ENGINEERING 1994 

. d - 1.620 

„ d - 1.820 

39.9-4 - d •2015 

„ d -2.215 

Regular waves 

regression line for d *• 1.620 m   0   . 

regression line for d - 2.215 m 

d » water depth at toe of rubble foundation 

0.0 0.4 0.8 1.2 2.0 

d    [mm] 
vf 

Fig. 15: Reduction of uplift force by suction underneath the structure 

Pressure at shoreward edge 

In all measurements of both breaking and nonbreaking waves the pressure 
at the shoreward edge of the breakwater was different from zero. This phenome- 
non was also observed under model and prototype conditions, but could not be 
explained (Marchi et al., 1975). Several reasons may be considered to explain this 
phenomenon: 

• water level variations behind the breakwater were induced by a flow through 
the rubble foundation thus leading to hydrostatic pressures at the shoreward 
edge 

• flow induced velocities are responsible for this pressure (velocity head v2/2g) 
• pressures may be induced by flow resistance in the rubble foundation, since 

the rubble structure at the rear is higher than the bottom level of the caisson 

Since water level variations and flow through the rubble foundation induces 
pressures which are in the range of 5% of the measured pressures at the rear 
edge, the latter reason seems to provide the most reasonable explanation. This has 
to be confirmed by further model tests or numerical modelling. 

6. SUMMARY   OF   RESULTS   AND   FUTURE   RESEARCH 
TASKS 

• The widely used assumption of linear pressure distribution underneath the 
structure is almost valid for quasi-static wave loading. For impulsive loading, 
however, a non linear distribution occurs. This is due to the effect of com- 
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pression waves beneath the structure where the maximum uplift pressure no 
longer occurs at the seaward edge of the structure; 

• the assumption of zero pressure at the shoreward edge of the structure seems 
to be only valid for very low rubble foundation and should be more tho- 
roughly examined for higher rubble substructures; 

• for extreme wave conditions suction at the seaward bottom edge of the struc- 
ture may occur leading to lower uplift pressures and forces at the base of the 
structure and in the rubble foundation, thus increasing the risk of erosion due 
to high velocities of the gap flow. 

The influencing parameters to be investigated in the future are: 
• permeability of the rubble foundation 
• geometry of the structure and the rubble foundation (thickness and height) 

A numerical model should be developed which accounts for a) the (tur- 
bulent) flow and pressures in the rubble mound; b) breaking and nonbreaking 
wave conditions and c) variations in geometry and permeability of the rubble 
foundation. This numerical model could be calibrated by the experimental results 
obtained by this study and might be used for an extensive parameter study. The 
results of this parameter study will help to develop simple prediction formulae for 
both uplift pressure distribution and forces as a function of various parameters 
(water depth, wave parameters, breaker type, properties of rubble material and 
geometry of structure and rubble foundation). 
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CHAPTER 95 

LINEAR AND NONLINEAR WAVE FORCES 
EXERTED ON 

A SUBMERGED HORIZONTAL PLATE 

Haruyuki Kojima 1, Akinori Yoshida 2 and Tetuya Nakamura 3 

ABSTRACT 

Linear and Nonlinear wave forces exerted on a submerged horizontal plate 
are studied using the method of matched eigenfunction expansions for velocity 
potential together with the perturbation technique up to second order. Energy 
damping coefficients are introduced in the formulation to incorporate the effects 
of vortices and wave breaking. The theoretical results are compared with ex- 
perimental data to obtain validity and limits of the second-order solution. The 
theory with proper energy damping coefficients can well simulate the wave forces 
even when wave breaking occurs over the plate. The second-order oscillatory 
wave force is relatively small as compared to the first-order one, while time- 
independent, steady wave force becomes comparable with the first-order one at 
small relative water depth and its direction is always upward. 

1      INTRODUCTION 
Wave interactions with a submerged horizontal plate have been extensively 

studied both theoretically and experimentally. Most of the studies, however, deal 
with linear wave interactions, namely, reflection and transmission characteristics 
of waves from the submerged plate (e.g., Ijima et al., 1970, and Patarapanich et 
al., 1989). These studies concluded that the submerged horizontal plate might be 
one of the promising wave attenuation devices. There is however little information 
available on the characteristics of wave forces exerted on the plate except for a 
work by Patarapanich (1984), especially of nonlinear wave forces. Since wave 
motion over the plate placed at small submergence depth is highly nonlinear, 
higher harmonic generation usually occurs; the second harmonic wave increases 
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takyushu, 807, Japan 
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3Nihonkokudokaihatu Company, Tokyo, Japan 

1312 



WAVE FORCES ON HORIZONTAL PLATE 1313 

significantly over the plate and at the end of the plate the second harmonic 
sometimes becomes greater than the first one (Kojima et at., 1990). It is of great 
interest to study the contribution of the higher harmonic forces to the total wave 
force. The information on these forces and the overturning moment is essential 
in designing such a structure. 

The main objective of this study is to present a theoretical solution of lin- 
ear and nonlinear wave forces exerted on a submerged horizontal plate and to 
understand their characteristics. The solution obtained is valid to second order. 
Numerical results are compared with experimental data to show the validity and 
limitation of the second-order solution. The characteristics of wave forces under 
the extreme condition such as breaking waves are also examined. The study is 
restricted to the two-dimensional cases of regular waves approaching normal to 
the thin plate fixed at various submergence below the water surface. 

2    THEORETICAL FORMULATION 

2.1     Governing Equations 

The nonlinear interaction problem is treated as the water wave boundary value 
problem for the second-order velocity potential since potential flow assumptions 
may be valid. Let us consider the second-order Stokes' wave, with its first-order 
amplitude (0, wave number k, and angular frequency a, incident upon a sub- 
merged horizontal plate from the positive x direction, as shown in Fig. 1. Since 
the fluid motion may be assumed to be irrotational, incompressible and inviscid, 
the governing equations for this problem are as follows: 
Laplace equation, 

^+^ = ° (1) 

the kinematic free surface boundary condition, 

the dynamic free surface boundary condition with the Bernoulli constant Q, 

d§        .     1 {(d§\2     (d§\2 

dt+9(+-2{{^)   +^jj    )=Q onz-Cfrt) (3) 

and the kinematic no-flux condition on the plate surface and sea bottom, 

-Q^ = 0 on  z = -h2, -hd, -h   (4) 
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Figure 1    Fluid regions and definition sketch. 

2.2     Solutions of first and second order 

To obtain solutions for the first- and second-order velocity potential, the ve- 
locity potential, water elevation and Bernoulli constant are expanded by the per- 
turbation approach in terms of power series in a small parameter e (= k(0) and 
the combined free surface boundary condition is applied on the still mean water 
level with help of the Taylor expansion. Then, the velocity potential $(x,z,t) 
can be given by 

<&{x,z,t) = f-Re 
ka 

iW €(j)\   (x, z) exp(iat) 

+e2{(j>(o\x, z) + 4>f\x, z) exp{i2at)} + • • • (5) 

in which <j>\   (x, z), <fr0   (x, z), (j>2  (x, z) are nondimensional complex functions (here- 
after referred to as a potential function) and the subscripts 0, 1 and 2 indicate 
the degree of harmonic components and the indices (f) and (2) denote the first- 
and second-order solutions, respectively. 

The potential functions <^j  , (!)     J,(2)     J2) 
^0 in the regions (1), (2) and (4) with the 

free water surface can be expressed in terms of a power series as 

9ii (x, z) = Yl iC• exp(kmx) + Din exp(-ktnx)} Z(k,nz) (6) 

oo 

OO       oo 

m=0 p=0 
(?) 
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tf\x,z)    =   Cf£ + ^F 

1315 

+ £ {^Fexp (^x) + D^ exp (-^) } cos ^z 
n = l 

/l 

oo       CO 

(8) 
71 = 0 J> = 0 

where C\f, D\f, c\f, D^ indicate unknown coefficients of 0(e«), the subscript i 

"  ' ' '"      'genfunction Z(k\^z) is written denotes the corresponding fluid regions, and the eige 

by ' 

,(«)   s _ COS fc^Z+ />,,) 
Z(A: 

cos kil h, 
(9) 

The eigenvalues &,-„  can be found from the following dispersion relationship. 

M!^ = _4«)/lj tan kWhi (. = 1,2,4    ? = 1,2) (10) 

When n = 0, it becomes an imaginary number (&-Q   = «'£;'•   ) and a real number 

when n / 0. ilmp(s, z) and   H    (x, z) in Eqs.  (7) and (8) are given by 

\(krn) A;. A(/cra, kp 
mP(x, z) =  —-—Qmp(x)Z(kmpz) + —-==-Qmp(x)Z(kmpz) 

IJ-ly^mp) t^lX^mp) l^l\kmp) 

n:p(x, z) = ^-Q'mr{x)Z{k'mpz) + J^LQ-mp(x)Z(k-mi 

(ID 

where 

^%mp\^)  — ^m^p €Xp[/CmpICJ + _L/7nX/p eXp(      KmpX) 

^vmp\X)  ~ ^m^p exPv^mp^J T ^p^m exP\'^mpx) 

Q*mp(x) = CmC; exp(*4px) + DmI?; exp(-^px; 

CPM = C^exp^a;) + C;Dmexp(-klpx] 

Wm, kp) = ^ (3r2 + 2kmkp + k2
p) , r(kp) = 1 (r2 + fc2) 

A(Aim, Kp) = — (31   — 2kmkp + AipJ 

l^i{kmp) = 4F + kmpta,nkmph ,    /J2(^P) = &mP 
tan(*4p/i) 

^i(^mp) = 4F + &mp tan £mp/i ,    /i2fe.P) = &„p tan(^p/i) 

(12) 

(13) 

(14) 



njmp "'m- ~f~ "'p  i h         —   b ^mp '      n'm — h 

"•nip =  Km + kp   , Knp ~ Km. -k" 
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(15) 

The index * designates the complex conjugate of the variables. Note that <j>0 (x, z), 
given by Eq.(8) and representing the steady component of the second-order poten- 
tial function, contributes to neither the second-order water surface displacement 
nor wave pressure exerted on the plate. The interpretation of the solution for 
<f>2 '{x, z) is discussed elsewhere (Kojim et a!, 1994). 

The first- and second-order solutions for the fluid region beneath the plate are 
assumed to have the following form: 

4q)(x,z)   =   cifX- + D^ 

+    J2 \C3qn •exp(z/„s) + D3
q

n exp(-vnx)} cosisn(z + d) (16) 

in which vn = mr/h3 and q — 1,2. 
The unknown coefficients in the first- and second-order solutions should be 

determined by satisfying the no-flux conditions along the vertical faces of the plate 
as well as flow continuity conditions over the vertical planes separating the fluid 
regions. Instead of using a conventional technique employing the orthogonality 
of the eigenfunctions (Ijima,1971, and Massel, 1983), a "collocation" method of 
matching is applied in determining unknown coefficients in the expansions. A 
detailed explanation of the procedure is presented by Kojima et al. (1994) and 
Yoshida et al. (1990). 

2.3     Linear and Nonlinear Wave Forces 

2.3.1     Expressions for dynamic wave pressures 

The dynamic pressure due to wave action against a submerged horizontal plate 
can be obtained from the unsteady Bernoulli equation. Like the velocity potential 
$>(x,z,t), the dynamic pressure p(x,z,t) may be expanded in terms of power 
series in e, and substituting the determined velocity potential into the Bernoulli 
equation and collecting terms of each order in e yield the non-dimensional dynamic 
pressure p(x, z,t) to second order in the following form. 

Pi^l=pW(x,z,t) + epm(x,z,t) 
pg(o 

= Re[p<i1\x,z)exp(iat) + e{p(
0
2)(x,z)+p(2)(x,z)exp(i2at)}] (17) 

where 

P\1\x,z) = -t41) (18) 
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J2) ti'(x,z) -2,42) 
4k a2 

(i) 

dx 
+ i? (20) 

In the above equations p\ (x, z),p^'(x, z),p2
2 (x, z) are non-dimensional dynamic 

pressure where the superscripts (1) and (2) denote the first- and second-order 
dynamic pressures, respectively, and Q^ is the Bernoulli constant. 

2.3.2    Vertical wave force 

The vertical wave forces exerted on a horizontal plate located at an arbitrary 
depth z can be obtained by integrating wave pressures in regions (2) and (3) from 
—b to b in the direction of x 

Fz 
fz(z,t) 

(*>i)=^T4=   I    {p3(x,Z,t)-p2(x,Z,t)}dl 
pg(0B      J-b 

(21) 

By using Eq.  (18) through Eq.  (20), the normalized wave forces fz(z,t)/pg(0B 
can be expressed as 

Fz 
h(z,t) 
pgCoB 

Re[{F£l(Z)-F£l(Z)}eMi«t) 

+ e (*&) " F%1(*)) + {F%(z) - F%(z)) exp(i2<rf)}] (22) 

Since the first-order term is well-known, only the second-order ones are given as 
follows: 

FZ2o(z) = l_ P2o(x,z)dx = Y.Y. [a(km)kl)Z{k2mp )R* 
m.=0 p~0 

+a(km,k;)Z(k2mpz)R*mi] + Q& (23) 

F^(z) = f*p%(x,z)dx 

4ka2 

C   C*        C      •3 

"30 J30 + ^ E {AM} {c;m - D;m} z(vmZ) 
m. = l b2 

+-^Y.iMvn)}{c3n-D3n}z(, 
n = l 

+ EE Wm \ R*nmZ{vnmz) - R*nmZ{unmz) 
?i=l m = l 

+ 1(2) (24) 

F&{z) = f &\z, z)dx = ^ £ ^1 {<% + B%} Z(k^z) 
"o  2k^'b 
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* J  "{km: ftp) • 

F 

E^—^   I   A. I /CJJJ. j ftp I                 .                         /\ ( /CJ^J, . K<p J      .    .   I 
/ J \           77       r~-ftmpZ(k2mpz) H             ,-r N    ^m,p^\^2mpz) f 

m=0p=0  (   f^lK^mp) ^l(^mp) ) 

+ ]C S \a(km, kp)RmpZ(k2mpz) + a(km,kp)RmpZ(k2mpz)j 
m=0 p=0 

F%(z) = £bpg\x,z)dx 

-2. \{-C$ + D®} +t^H {Oil" + DfJ} Z{unz) 
oil l n3 

~~   ^CiQ + ~C30J2Mvn){Csn-D3n}Z(vnz) 

nmZ)        t^nm^ \^nmZ) | 

»3     «3 • 

+ J2Y1 V^m \RnmZ(l 

wh iere 

C2mC2p + D2mD2p 

Rmp -   ' 

(m = p = 0) 

M^*2mp) 
~2k*~b   \°2m02p + lj2mIJ2pS m ^ p 

mp 

exp(-2k2mb) [c2mD'2v + C2pD2m]        (m = p / 0) 

2^2mp" 

J2p + L'2pV2n 
m = p = 0 
m =/= p 

**      =   ^ 
"2iynmb 

•{c3nc;m + D3nD;m} 

RZ 

• exp(-2i/„&) {C3n£3*m + C^AiJ   (n = m 

m) 

_ A\k2mp 

K       A(ynm) 

-wr y- \C2mC2t, + D2mD2p) 

exp(-2kmb) {C2mD2p + C2pD2m}   (m = p) 

oT-~T   {C2mD2p + C2pD2m}    (m / p) 

r. r    \C3nC'3m + DinDzrn} 

R•r = I   B(k2p,k2m) 

(25) 

(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 
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-**7177 

nxp{-2vnb) {C3nD3m + C3mD3n}   (n = m) 

B[^n) {C3nD3m + C3mD3n}      (n + m) 
2unmb 

(34) 

In the above equations, A(k2rnp), B(k2p, k2m), Z(k2pz), Z(vnz), • • • can be given 
for each variable in the following forms. 

A(k2mp) = 1 - exp(-2k2mpb) 

B(k2p, k2m) = exp(-2k2pb) - exp(-2k2mb) 

, (2) , _ cosk2p\z + h2) 

COSfcjp ft 

Z{ynz) = cos vn(z + hd) 

(35) 

2.3.3     Horizontal wave forces 

The horizontal wave forces exerted on the horizontal plate can be obtained by 
integrating over the plate thickness from —hd to — h2. The wave force coefficient 
F* — fx{z,t)/pg(oD can be expressed as 

Fx = J^D = Re KF^ix) ~ ^"(X)) eMiat) 

+ e { (*£> (x) - F{Z (x)) + (F$l (x) - F%2 (x)) exp(^)}] (36) 

Fj(^(x),  Fxio(x), and   F%   (x) can be given by the following equations: 

*$k*) = -2i E {C\n exp^s) + A(n' exp{-k$x)} Y• (37) 

?(2) F%O(X) = E E {«(*m, *;)Qrmp(x)y^ + a{km, £;)Q*rap(x)Y,;p}+Q(2)(38) 
m=0p=0 

*&(*) = -2« E {Cl2) exp(42)^) + D<£ exp(-k^x)} Yi2) 

-2% EE(^ mi n'pJ 

= 0p=Q   I   A^ll^mpJ 
^ 2" / -* mp    i $%rnp V1^ / •* "ip 

l^li^mp) 
0 y x J i mp 

m~0 p~0 
(39) 

where 
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1.0 (m = p=0) 

2cosk*mp(h3 + D/2)Smk*mpD/2 

k*mV
D cos kmph 

1.0 

2 cos k*mp(h3 + D/2) sin k*lpD/2 

k*„D cos k* „h 

yC2) = 2cos42)(A3 + J/2)sm42)J/2 

knD cos &» /i 

_ 2 cos A;my(fe3 + iJ/2) sin kmpD/2 

^mp-Ls COS Kjmpti, 

Y„. 

1.0 

2 cos Ajmp(/i3 + £>/2) sin kmpI)/2 

m = p / 0 
m ^ p 

[m = p ^ 0) 

m = p = 0 

(m = p) 

{m^p) 

(40) 

(41) 

(42) 

(43) 

(44) 

The subscript z is 1 and 4, denoting regions (1) and (4). Since the water depths in 
regions (1) and (4) are same, the wave numbers km, kp are equal in these regions. 

2.4     Incorporation of the effects of energy damping 

To incorporate the effects of energy losses due to vortices generated at the 
plate ends and wave breaking over the plate, the energy losses are assumed to be 
expressed in terms of flow resistance proportional to square of local flow velocity 
and to local flow acceleration. The pressure continuity condition along the vertical 
plane at x — b may then be written as 

1 1 
-(Pi ~ Pi) = ~-CD\VI\VI 
P 2 

C, 
dv1 

(45) 

where C'D and CM are energy loss coefficients. By using the Lorentz concept, 
linearizing a nonlinear term with respect to time and expressing the dynamic 
wave pressure and velocity in the velocity potential yield the following boundary 
condition for the potential continuity. 

dx    dx dx 
(46) 

o      • 4    9   Cor p = K—JI:TCD 
•J7r a-'n h 

(47) 
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3 Hydraulic Experiments 

Two-dimensional hydraulic experiments are performed to measure the vertical 
and horizontal wave forces as well as the dynamic pressure along the upper and 
lower surfaces of the plate using pressure transducers. Fig. 2 illustrates the 
devices used for these measurements. For horizontal wave forces, as shown on 
the left-hand side of the figure, two pairs of strain gages were mounted on four- 
steel cylinders attached to the horizontal plate. The horizontal forces may then 
be obtained through a calibrated strain-force relationship. For vertical wave 
forces, pressure transducers were mounted on both the top and bottom surfaces 
of the plate, as shown on the right-hand side of the figure. Integrating pressure 
distributions along the plate yields vertical wave forces exerted on the plate top 
and bottom surfaces, and adding these forces gives the resultant vertical wave 
forces. The height and period of incident waves are varied to investigate the 
effects of wave breaking over the plate on wave forces. 

4 RESULTS AND DISCUSSIONS 

4.1     The first- and second-order wave pressures and forces 

The components induced by the nonlinear interactions of the second-order 
theory include a time-independent, steady component and second-harmonic com- 
ponent which constitute the second-order wave pressure and force. Fig. 3 shows 
comparison between the computed and measured pressure amplitude distribu- 
tions along the top surface (upper figure) and the bottom surface (lower figure) 
of the plate. The lines indicate the computed results and the marks the measured. 
When energy damping is not taken into consideration, i.e. CJJ = CM — 0-0, an 
agreement between the computed and measured pressure distributions is poor, 
especially for the first harmonic pressure component, as shown in the left-hand 
side of Fig. 3. This may thus be due to the effects of energy losses caused by 
the generation of vortices at the two ends of the plate. With proper energy loss 
coefficients, which are 0.8 for Cp and 0.0 for CM in this case, both 1st- and 
2nd-order solutions agree quite well with the experimental results, as seen in the 
right-hand side of Fig 3. However, the computed 2nd-order steady component 
somehow deviates from the measured. 

The amplitude of the first- and second-order non-dimensional oscillatory wave 
forces is shown in Fig. 4, where the thin lines indicate the computed results 
without consideration of energy damping and the thick lines with consideration 
of energy damping. By comparing the measured wave forces with the computed, 
an agreement between them is remarkably good when the submergence depth 
is not so small and the wave height is fairly small. The effects of energy loss 
indicated by the thick lines affect the normalized vertical force Fz more than the 
normalized horizontal one Fx. The computed second-order oscillatory forces F^2\ 
indicated by the broken line, are also consistent with the measured, indicated by 
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Figure 2    Schematic description of measuring devices for horizontal and vertical 
wave forces. 
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Figure 3 Comparison between computed and experimental wave pressure along 
the top and bottom surfaces of the plate with and without energy damping con- 
sideration. 
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^ed horizontal plate with (o/h = 0.03 and (0/h = 0.06 . 

the black circle. Both the vertical and horizontal second-order oscillatory forces 
are small compared with the first-order ones F^ and decrease monochromatically 
with increase in h/L 

The right-hand side of Fig. 4 shows the result of a higher incident wave 
amplitude ((o/h = 0.06), where wave breaking takes place over the plate when 
the relative water depth is greater than h/L = 0.14. The theory with greater 
CD value can simulate the total wave forces fairly well even when wave breaking 
occurs over the plate. Although the theory overpredicts the 2nd-order oscillatory 
force, the actual values become quite small. Thus the first-order or linear wave 
forces dominate the total wave forces. 

4.2       Variation of wave forces due to the submergence 
depth 

Fig. 5 shows the variations of the normalized Ist-order vertical and horizontal 
wave forces with relative water depth for three different submergence depths. As 
the submergence depth h2/h decreases, the computed results disagree not only 
quantitatively but also qualitatively with the measured, as depicted in Fig 5. The 
theory can fairly well predict the value of the maximum vertical and horizontal 
wave forces up to h2/h = 0.15. At a smaller submergence depth the theoretical 
values fluctuate with the variation of relative water depth, but the experimental 
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tjh=0.04, Blh=2.00, Dlh=0.10, CB=1.0, C^O.O yh=0.04, Blh=2.00, Dlh=0.10, CD=1.0, C^O.O 

Figure 5    Variations of the first-order    Figure 6 Variations of the second-order 
wave forces with submergence depth.        wave forces with submergence depth. 

ones somewhat flatten over the whole range of relative water depth. The theory 
also overpredicts the amplitude of the second-harmonic force, as depicted in Fig. 
6. 

4.3      Variation of time-independent, steady wave forces 

Another important wave force for design of a submerged horizontal plate is 
time-independent, steady force. The variations of normalized vertical steady 
forces for three different incident waves are delineated in Fig. 7, where a. rect- 
angular mark indicates the force exerted on the plate's top surface, a triangular 
mark on the plate's bottom surface, and a black circle the resultant force. When 
an incident wave height is relatively small, say (o/h = 0.03, upward steady forces 
act on the plate's bottom surface, while downward steady forces act on the plate's 
top. Since the upward forces are almost always greater than the downward forces, 
the resultant steady forces become uplift ones. The net steady forces exerted on 
the plate become comparatively large in magnitude at smaller relative water- 
depth, decreasing almost monochromatically with the increase in relative water 
depth, and at larger relative water depth the forces come closer to zero. As an 
incident wave height increases, the normalized steady forces exerted on the both 
top and bottome surfaces become smaller and the direction of the forces exerted 
on the top surface changes to the upward at smaller relative water depth. 
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Figure 7      Variations of the steady wave forces with relative water depth for 
different incident wave heights. 
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5    CONCLUSIONS 

The following conclusions are obtained from this study: 

1. Linear and nonlinear dynamic wave pressures and forces exerted on a sub- 
merged horizontal plate are explained through the non-transient, finite am- 
plitude wave theory that is valid to second order. 

2. The theory with proper energy damping coefficients can well simulate the 
wave forces even when wave breaking occurs over the plate. The second- 
order wave forces are relatively small as compared to the first-order ones. 

3. For the plate placed close to the water surface, the computed wave forces 
are qualitatively inconsistent with the measured; the computed first-order 
oscillatory wave forces fluctuate with relative water depth, while the mea- 
sured vary almost linearly. 

4. When wave height is relatively small, an upward steady force acts on the 
plate bottom surface, while a downward steady force acts on the plate top 
surface; the direction of the resultant force depends on their magnitude. 
The steady net uplift force becomes comparatively large in magnitude at 
smaller relative water depth, decreasing almost monochromatically with 
increase in relative water depth. 
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CHAPTER 96 

MODERN FUNCTIONAL DESIGN OF GROIN SYSTEMS 

Nicholas C. Kraus1, Hans Hanson2, and Sten H. Blomgren3 

ABSTRACT: Coastal zone management policy in the United States and many other 
countries discourages use of groins for shore protection, even though properly designed 
groins can maintain beach width, increase longevity of beach fills, and prevent loss of sand 
into inlets, navigation channels, and submarine canyons. A lack of a systematic approach 
to groin functional design and a poor image from incorrect applications are probably 
responsible for the aversion to groins. In this study, a modern approach to groin functional 
design is demonstrated by applying the shoreline response model GENESIS to simulate the 
action of single and multiple groins. Groin bypassing and permeability, evolution of the 
shoreline in a groin field, and groin tapering are discussed. The balance between net and 
gross sand longshore transport rates emerges as an important factor controlling groin func- 
tioning. A criterion is introduced for judging groin success, and an example design diagram 
is developed based on this criterion to demonstrate the feasibility of developing a general 
and rational functional design procedure. Predictions are tested in reproducing shoreline 
change observed at the 15 groins at Westhampton, Long Island, New York. 

INTRODUCTION 

Coastal zone management policy in the United States and many other countries strongly discourages 
use of groins for shore protection, despite observations of good performance and their potential for 
maintaining beach width, increasing longevity of beach fills, and preventing loss of sand into inlets, 
navigation channels, and submarine canyons. No guidance on groin functional design is available 
other than rules of thumb, and many examples of poor performance of groins caused by mis- 
judgments in either design or in planning have turned this structure into a cliche representing auto- 
matic beach destruction. The result, however, is that society is losing a valuable shore-protection 
structure that can function effectively and economically under certain conditions, in particular for 
increasing the longevity of beach fills (e.g., Truitt et al. 1993) and for stabilizing beaches adjacent 
to inlets. The purpose of the present work is to demonstrate a framework for groin functional design 
by use of modern coastal engineering predictive tools and knowledge. 

1) Director, Conrad Blucher Institute for Surveying and Science, Texas A&M University- 
Corpus Christi, 6300 Ocean Drive, Corpus Christi, Texas 78412-5503, USA; 

2) Assoc. Prof., Department of Water Resources Engineering, Lund Institute of Technology, 
University of Lund, Box 118, Lund S-221 00, Sweden; 

3) Graduate Student, Department of Water Resources Engineering, University of Lund. 
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This paper concerns the functional design of groins, specifically their interaction with the beach 
through interruption of longshore sand transport - the "gating" or valve effect of groins (Hanson & 
Kraus 1989). Sand bypassing, groin permeability, and the balance between net and gross longshore 
transport will be shown to be key factors entering groin functional design and are central to this 
study. The functioning of a groin, which at first sight appears to be a simple structure, is governed 
by a surprising number of parameters, discussed in the next section. We exploit the shoreline 
change numerical simulation model GENESIS (Hanson & Kraus 1989) to quantify the influence of 
several of these parameters. For this study, representation of groins in GENESIS was refined based 
on qualitative observations in the field and laboratory, numerical testing, and data on groin function- 
ing at Westhampton Beach, Long Island, New York (Nersesian et al. 1992). Although the depen- 
dence of groin functioning on longshore sand transport is the main focus, cross-shore transport pro- 
cesses are considered qualitatively. 

REVIEW AND SYNTHESIS 

Here, groins are defined as shore-perpendicular structures emplaced for the purpose of either 
(1) maintaining the beach behind them, or (2) controlling the amount of sand moving alongshore. 
Previous definitions have stated the purpose as "building a beach" or as "trapping littoral drift" 
(SPM 1984), which implies the removal of sand from the littoral system by entrapment. Because 
modern coastal engineering practice includes a regional perspective that considers the stability of 
adjacent beaches (Kraus 1989), groin emplacement may involve beach nourishment so that sand 
bypasses the system. Therefore, we emphasize maintaining a beach for Purpose 1. The second 
purpose primarily refers to terminal structures built to anchor the beach by limiting removal of sand 
(Dean 1993), as onto an ebb-tidal shoal or into a navigation channel. Here we focus on the first 
purpose, maintenance of beaches, i.e., providing a certain minimum beach width. 

As a shore-normal structure, groins may not function well (a) if there is a large tidal range, allowing 
sand to bypass the structures at low tide or to overpass at high tide, or (b) if cross-shore sediment 
transport is dominant, such as is typical in shallow bays and lagoons, and along portions of the U.S. 
Great Lakes (Hanson & Kraus 1991a) where strong winds and relatively small fetches make steep 
(erosive) waves predominate over swell. Undesirable updrift buildup and offshore transport of 
sediment may be promoted if groins extend too far offshore in relation to the wave average breaker 
line or if they are not sufficiently permeable, potentially causing sand to be jetted seaward. 

Groins are a possible component of shore-protection, beach-saving, and sand-management alterna- 
tives in the following situations: 

1. Where there is a divergent nodal region in longshore transport, such as in the central area of a 
crenulate pocket beach, in the border region of a diffraction shadow zone of a harbor breakwater 
or jetty, or where the curvature of the coast changes greatly. 

2. Where there is no source of sand, such as on the down-drift side of a large harbor breakwater or 
jetty. 

3. Where intruding sand is to be managed, such as at the updrift side of an inlet entrance, harbor 
entrance, or navigation channel (for preventing sand intrusion and for stabilizing or anchoring 
the beach at the groin, or for stockpiling material for bypassing across the inlet). 

4. Where sand movement alongshore is to be controlled or gated, such as to prevent undue loss of 
beach fill, while providing material to downdrift beaches. 
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5. Where an entire littoral reach is to be stabilized, such as along a spit, near a submarine canyon, 
or along a barrier island, for which sand is lost without return in an engineering time frame. 

6. Where stabilization of the shoreline is required in the face of extreme sand-transporting 
conditions, such as on the banks of inlets, where the current alongshore is strong. 

Synthesis of Present Knowledge 

Reviews of groin functional design have been given by Bruun (1952, 1972), Balsillie and Berg 
(1972), Balsillie and Bruno (1972), Nayak (1976), Fleming (1990), and the U.S. Army Corps of 
Engineers (USACE1992). These reviews provide some rules of thumb but no method for syste- 
matic functional design under a wide range wave, structure, and beach conditions. Although the 
literature on groins appears to be substantial, most papers describing the functioning of groins 
tend to restate conclusions from other studies with and without quoting sources. To the unwary 
reader, the literature may appear to assign validity to certain concepts and conclusions by weight 
of repetition and not by independent confirmation. Many laboratory tests appear to suffer so 
severely from scale distortions that the results are questionable or misleading. Some laboratory 
studies contain interpretations that confuse cross-shore processes with longshore processes. For 
example, change in wave steepness may change the breaking wave angle and longshore transport 
while causing either shoreline advance or recession by cross-shore transport. Almost no well- 
documented field case studies exist that involve shoreline evolution at groins. 

The response of the shoreline to groins can be expressed schematically as an unknown functional 
relation Response = F[groin(s); beach; waves, wind, & tide] that involves at least 27 parameters 
(Table 1), more than the number found for shoreline response to detached breakwaters (Hanson 
& Kraus 1990). The engineer can control parameters related to the structure(s), such as groin 
length, spacing, and permeability (elevation, porosity). Grain size may also be controlled 
somewhat by selection of beach nourishment material. 

Major properties that can be attributed to groins and the authors' reasoning behind accepting or 
questioning the validity of those properties are summarized in Table 2. Laboratory studies and 
field performance suggest that groins on sandy beaches function best if their spacing is two to 
four times the groin length (the SPM suggests a spacing ratio of two to three). Optimal spacing 
and groin functioning depend upon: groin length (depth at the groin tip, which controls sand by- 
passing); groin permeability or porosity (controlling sand throughpassing); groin elevation and 
tidal range (controlling sand overpassing); predominant wave direction and height; net and gross 
longshore transport; and sediment grain size (mode of transport as suspended load or bed load). 

Field observations reveal that single groins, groin fields, and jetties that function as groins rarely 
fill to capacity (to their seaward tips). Typically, the updrift shoreline reaches only a modest 
distance to the tip, indicating that sand bypassing and permeability, as well as variability in wave 
direction, play an important role in determining transport around the groin and resultant local and 
regional shoreline change. In a study of a groin field that has been active for almost three de- 
cades, Nersesian et al. (1992) found that the 14 groin compartments were still slowly filling in 
the predominant direction of the littoral drift. Such behavior can be explained by the process of 
bypassing, whereby each compartment deprives sand to neighboring downdrift compartments 
until it is filled to the point that bypassing can occur to the adjacent downdrift compartments or 
beach. If bypassing is not complete, a groin will act as a headland and impound sand far updrift, 
reducing the supply of sand downdrift along the remaining portion of the littoral cell. 
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Table 1. Parameters governing beach response to groins. 

Groin(s) Beach and Sediment Waves1, Wind, & Tide 

Length Depth at Tip of Groin Wave Height & SD2 

Spacing 
(for groin fields) 

Beach Morphology (depth 
contours, berm height, etc.) 

Wave Period & SD 

Elevation Depth of Closure3 Wave Angle & SD 

Porosity Sediment Availability Wind Speed & SD 

Tapering Median Grain Size & SD Wind Direction & SD 

Angle to Shoreline Sediment Density Wind Duration & SD 

Shape (as straight, angled, 
T-head, spurred, etc.) 

Tidal Range 

1) Long-term wave statistics or time series, and storms. 
2) Standard deviation (representing variability in the given quantity). 
3) Can be obtained by beach profile survey or estimated from wave information. 

Judging Success 

How should groins be judged successful in performing their intended function of preserving the 
position of the (local) shoreline? The criterion imposed here is preservation of shoreline position 
in a groin compartment or next to a groin such that the shoreline never recedes landward of half the 
effective groin length. This definition is arbitrary and simply addresses the aim to provide a certain 
minimum width of beach - others might choose, say, one-fourth the effective length. The effective 
length of a groin is the distance (on either side) from its seaward tip to the design shoreline, which 
would normally be formed by beach fill at the time the groins were constructed. 

GROIN BOUNDARY CONDITION 

Groins have been represented in GENESIS throughout its development (Hanson 1989, Hanson & 
Kraus 1989), and shoreline change has been successfully simulated numerically for jetties and groins 
in the field (e.g., Kraus & Harikai 1983, Hanson & Kraus 1991a) and in physical models (Hanson 
& Kraus 1991b). However, predicted shoreline response adjacent to groins has been regarded by 
its developers as needing improvement (Gravens & Kraus 1989), particularly for groins that are 
permeable as well as diffract waves. The groin boundary condition was revised in this study based 
upon the following three requirements: 

1. Bypassing should be represented such that the shoreline response to a groin, including evolution 
of the shoreline in time and its equilibrium plan form, depend on groin length (depth at tip of 
groin), with an increase in length increasing the impact of the structure on the shoreline. 

2. Different groin permeabilities should produce different equilibrium plan forms, with increasing 
permeability decreasing the impact of the structure on the shoreline. 

3. A permeability of 100% should result in longshore sand transport and shoreline evolution 
identical to that with no groin present. 
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Table 2. Functional properties attributed to groins and critical evaluation. 

Property Comment 

1. Wave angle and wave height are leading 
parameters (longshore transport). 

Accepted. For fixed groin length, these 
parameters determine bypassing and the net 
and gross longshore transport rates 

2. Groin length is a leading parameter for single 
groins. (Length controls depth at tip of groin.) 

Accepted, with groin length defined relative to 
surfzone width. 

3. Groin length to spacing ratio is a leading 
parameter for groin fields. 

Accepted. See previous item. 

4. Groins should be permeable. Accepted. Permeable groins allow water and 
sand to move alongshore, and reduce rip 
current formation and cell circulation. 

5. Groins function best on beaches with a pre- 
dominant longshore transport direction. 

Accepted. Groins act as rectifiers of transport. 
As the ratio of gross to net transport increases, 
the retention functioning decreases. 

6. The updrift shoreline at a groin seldom 
reaches the seaward end of the groin. 

(This observation was not found in the literature 
review and appears to be original to the present 
paper.) 

Accepted. Because of sand bypassing, groin 
permeability, and reversals in transport, the up- 
drift shoreline cannot reach the end of a groin by 
longshore transport processes alone. On-shore 
transport is required for the shoreline to reach a 
groin tip, for a groin to be buried, or for a groin 
compartment to fill naturally. 

7. Groin fields should be filled (and/or feeder 
beaches emplaced on the downdrift side). 

Accepted. Filling promotes bypassing and 
mitigates downdrift erosion. 

8. Groin fields should be tapered if located 
adjacent to an unprotected beach. 

Accepted. Tapering decreases the impound- 
ment and acts as a transition from regions of 
erosion to regions of stability. 

9. Groin fields should be built from the downdrift 
to updrift direction. 

Accepted, but with the caution that the 
construction schedule should be coordinated 
with expected changes in seasonal drift direc- 
tion. 

10. Groins cause impoundment to the farthest 
point of the updrift beach and erosion to the 
farthest point of the downdrift beach. 

Accepted. Filling a groin field does not guar- 
antee 100% sand bypassing.   Sand will be im- 
pounded along the entire updrift reach, causing 
erosion downdrift of the groin(s). 

11. Groins erode the offshore profile. Questionable and doubtful. No clear physical 
mechanism has been proposed. 

12. Groins erode the beach by rip-current jetting 
of sand far offshore. 

Questionable. Short groins cannot jet material 
far offshore, and permeable groins reduce the 
rip-current effect. However, long impermeable 
jetties might produce large rips and jet material 
beyond the average surfzone width. 

13. For beaches with a large predominant wave 
direction, groins should be oriented perpen- 
dicular to the breaking wave crests. 

Tentatively accepted. Oblique orientation may 
reduce rip current generation. 
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In GENESIS, the fraction F of sand that passes a groin by being transported over and through it is 
represented by a permeability factor P, and the amount passing around the seaward end is 
represented by a bypassing factor B (Hanson & Kraus 1989), such that 

F = P(l  - B) + B (1) 

where 0< P < 1, and 0 < B < 1. In the new version of GENESIS, the actual transport rate at the 
groin QG*', denoted with an asterisk, is related to the calculated potential rate at the groin QG as 

QG-F-QG (2) 

In the original version of GENESIS, the factor F was applied to the transport rate at the updrift cell, 
as 2*G 

= F QG±1 • However, to satisfy Criterion 3, that, in the limit P - 0, the calculation should 
give the same result as for "no groin present," Eq. 2. is required. The permeability factor is assigned 
based on groin elevation, groin porosity, and tide range, and the bypassing factor B is calculated in 
the model at each time step as (using the present shoreline position to calculate present depth) 

B  =  1   ~ DaIDLT (3) 

where DG is the depth at the groin at a particular time step, and DLT is the depth of active longshore 
sand transport, taken to be about 1.6 times the significant breaking wave height (Hanson & Kraus 
1989). Eq. 3 shows the importance of depth at the groin tip, a parameter related to but more 
fundamental than groin length, and the form of Eq. 3 suggests that the parameter DGIH0 should 
characterize groin bypassing, where H0 is the deep-water wave height. 

The reasoning behind use of this simple formula, Eq. 3, in development of GENESIS was prag- 
matic: the cross-shore distribution of longshore transport on a natural beach takes many forms not 
readily predicted, including peaks in the swash zone and near the breaker line (Kraus et al. 1982), 
and the presence of a groin in the surf zone will also modify the distribution in some, as yet, 
unpredictable way. Therefore, a rectangular distribution across shore was originally taken as an 
easily calculated representative shape. In the new version of GENESIS, the depths in Eq. 3 are 
calculated from the equilibrium profile with y2/3 shape, where y is distance offshore. 

Single-Groin Tests 

Time Dependence of Bypassing. Shoreline change predictions at a single groin were compared 
for four distributions of transport; rectangular on a plane-sloping profile, triangular with peak at 
the shore on a plane-sloping profile, and two similar distributions on an equilibrium profile 
shape. In the test, median grain size was 0.25 mm, used to determine the equilibrium profile 
shape, the groin was 100 m long on an initially straight shoreline, and waves were constant with 
deep-water height of 1 m, period of 8 sec, and angle of 20 deg. The model was run for 15 years, 
and calculated positions of the shoreline directly updrift of the groin divided by the groin length 
are plotted in Fig. 1. The general trend is for rapid initial buildup followed by a more gradual 
growth after about two years. The calculated gradual buildup agrees with the qualitative obser- 
vation that groins seldom fill to capacity, and an influential factor is the increased amount of 
material bypassing a groin as the shoreline grows. The rectangular distribution based on the equi- 
librium profile falls between the two extremes and was selected for the new version of GENESIS. 
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100 
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Fig. 1. Shoreline change at groin calculated with different distributions for bypassing. 

Influence of Gross Longshore Transport. Shoreline change in the vicinity of disturbances that 
alter transport alongshore is controlled by the gross transport rate as well as the net (Bodge 1992). 
A single groin was placed on the beach of the previous example, and the directions of hindcast 
waves from the Westhampton project, discussed below, were modified to change the ratio of the net 
transport rate Qn to the gross Qg as Qn IQg =1, 0.5,0.33, and 0.25. The ratio Qn IQg varies be- 
tween 0 and 1 for the limiting conditions of perfectly balanced transport (no net) and unidirectional 
transport, respectively. The ratio Qn/Qg = 0.5, with Qn = 300,000 cu m is the design condition for 
Westhampton. The length of the groin YG was also varied in relation to the width of the surfzone 
(to the breakpoint) YB on the initially straight beach YGIYB = 0.5, 1, and 2. Fig. 2 plots calculated 
shoreline change on the updrift side of the groin for YG/YB =1. Over the 5-year calculation 
interval, the shoreline approaches the tip of the groin only if the gross and net rates are equal. As 
the gross rate exceeds the net, the growth decreases, confirming Property 5 in Table 2. Shoreline 
change with QJQg = 0.5 forthe three dimensionless groin lengths is plotted in Fig. 3. The updrift 
shoreline moves seaward more rapidly as the relative groin length increases. 

Multiple-Groin Tests 

Shoreline change was calculated for a field of seven groins with P = 10 % placed on an initially 
straight beach. The groins were 100 m long with spacing of 400 m. Waves were Raleigh- 
distributed in height with significant H0 = l m, period 8 sec, and deep-water direction 10 deg. 
Grid spacing was 50 m and time step was 6 hr. Fig. 4 shows calculated shoreline change after 5 
and 10 years. The groins slowly filled in the direction of transport, but the shoreline did not reach 
the tip of the most updrift groin. Updrift groins deprived the downdrift compartments and down- 
drift (unprotected) beach of sand until substantial bypassing occurred. At 10 years, the most 
downdrift compartment did not yet benefit from the gradual bypassing, and it lost sand because 
of groin permeability. Tracking of shoreline position through time (Fig. 5) downdrift of the most 
updrift groin in the first compartment shows that it first retreated because sand could not enter. 
Over time, bypassing began to occur and the shoreline advanced. 
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Fig. 2. Shoreline change updrift of groin for different ratios of 
net to gross transport rate 
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Fig. 3. Shoreline change updrift of groins of different relative length 
when the net rate equals half the gross rate 
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Fig. 4. Shoreline change in a groin field showing gradual filling 
of compartments in the direction of net drift. 

Fig. 5. Evolution of shoreline within most updrift groin compartment. 
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Example Design Diagram. The final example, which demonstrates numerical modeling capability 
to develop general functional design guidance, concerns a pair of groins placed on a 0.25-mm sand 
beach. Waves with constant significant deep-water height, period of 8 sec, and deep-water direction 
of 30 deg were applied for one year. Initial depth at the groin tip was specified for groin lengths of 
50,75,100,150, and 200 m, and simulations were also done for DG/HB - 0.5 and 1.0 to give groin 
lengths of 10 and 27 m. The groin spacing XG divided by groin length YG was also changed. The 
resultant shoreline response was classified as either satisfying or not the criterion that the calculated 
landward-most shoreline position Y be less than half the effective groin length, where filled circles 
in Fig. 6 indicate satisfaction of the criterion. 

Fig. 6 shows that shorter groins, indicated by smaller DGIH0 values, satisfy the criterion with a 
larger relative groin spacing, suggesting that shorter groins will be more cost effective. For the 
longest groin tested, the criterion was met for all groin spacings, explained by the fact that for a 
relative groin spacing exceeding about 8, the two groins no longer interact as a system but function 
independently. Thus, very long groins satisfy the criterion as a single groin. Care must be used in 
interpreting a plot such as Fig. 6 which involves non-dimensional parameters. The figure implies, 
by the imposed success criterion, that a spacing of XG/YG = III is satisfactory, but only as far as 
maximum recession is concerned; maximum accretion or filling capacity (by nourishment) for 
smaller ratios is also much smaller. For example, with longshore spacing of XG = 200 m, the ratio 
XG/YG = 1/1 gives a maximum advance of about 14 m, whereas the ratio 1/11 gives a maximum 
advance of 106 m. Effectiveness in holding a certain width of beach, reduction of down-drift 
impacts, and initial and maintenance costs must be kept in mind when developing groin functional 
designs. Shorter relative groin spacing may also increase cost. In using longer groins, relative 
erosion is limited, whereas absolute erosion increases with groin length. 
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SIMULATION FOR WESTHAMPTON BEACH 

Background 

Westhampton Beach faces the Atlantic Ocean and is located on a portion of a 24.6-km long barrier 
island of the southeast shore of Long Island, New York, between Shinnecock Inlet to the east and 
Moriches Inlet to the west. This coast was devastated by a hurricane in 1938 and further damaged 
by at least seven other hurricanes and extra-tropical storms that struck the area from 1944 to 1962. 
As a result, the U.S. Government authorized storm-protection planning for much of the south shore. 
Groins were constructed initially at Westhampton Beach because it was the section judged to be 
most vulnerable to breaching and inlet formation to the Great South Bay. Nersesian et al. (1992) 
describe the regional setting, history of the Westhampton Beach shore-protection project, and the 
functioning of the groins there. The work described in this section is a continuation of the paper of 
Nersesian et al. to modeling of shoreline change at Westhampton. 

The original plan developed by the U.S. Army Corps of Engineers (USACE 1958) provided for 
construction of dunes, fronting protective beaches, together with 23 groins if needed. Owing to 
political and economic considerations (Heikoff 1976) (with law suits against the three levels of 
Government (Federal, State, County) by private land owners settled in October, 1994), eleven 
groins were constructed without placement of the dune and beach fill on the eastern 3.8 km of shore 
extending westerly from a point 10.6 km east of Moriches Inlet. This work was supplemented in 
1970 by construction of four groins extending 1.8 km west of the 11 groins, including beach fill in 
the four new compartments. The groins are made of large quarry stone, and are 146 m long with 
average spacing of 400 m. The chronology of fills as implemented in the shoreline change simu- 
lation is: 1969-1970, 1.49 million cu m placed in last four compartments during and after 
completion of construction (USACE 1980); 1974, 31,400 cu m (probably dredged beach-quality 
material from channel maintenance) placed directly downdrift of Groin 15 (assumed to be a 
rectangular fill 400 m long); and 1977, 44,700 cu m, placed similarly as the 1974 fill. 

Westhampton Beach is composed of fine to medium sands, and the net transport rate has been esti- 
mated to be on the order of 300,000 cu m/year to the west (Panuzio 1968). Fig. 7 is an oblique 
aerial view of the Westhampton groin field, looking east, with Groin 15 in the foreground. Over the 
years, the groin field has very successfully performed its intended local function of reinforcing the 
historically weak section of barrier beach by building a wide beach at the groin field and to the east 
(updrift) (Nersesian et al. 1992). However, the beach immediately to the west has eroded signifi- 
cantly and was breached on December 18,1992, during a strong subtropical storm. 

Simulation of Shoreline Change 

The shoreline change model was driven with data generated from a recent Corps of Engineers Wave 
Information Study (WIS) hindcast (Hubertz et al. 1993) that provides wave parameters at 3-hr 
intervals for the 20-year period 1956-1975. Using representative coefficient values of K; = 0.54 
and K2 = 0.27 in the CERC/GENESIS longshore sand transport rate (LSTR) formula (Kraus et al. 
1982, Kraus & Harikai 1983), a shoreline orientation of 70 deg from north, and wave shadowing 
by land masses to achieve a 20-year average annual net of approximately 300,000 cu m (the WIS 
hindcast gives waves from all directions), GENESIS produced statistics as shown in Table 3, using 
both the WIS sea and swell components. With the average annual LSTR constrained to approximate 
the empirically determined rate (Panuzio 1968), the corresponding gross rate was about twice that 
amount. In the simulations, the grid spacing was 61 m, and the time step was 3 hr. The lateral 
boundary conditions were a pinned beach located approximately 4 km east of Groin 1 on the east, 
and a gated boundary defined by the Moriches Inlet jetty about 4 km to the west of Groin 15. 
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Aerial view of Westhampton groin field, looking east, Dec. 1992 

Table 3. Variability in annual potential longshore sand transport rates (1,000 cu m) 
calculated from the 20-year WIS wave hindcast (positive net transport to the west). 

Quantity Net Rate Gross Rate Year 

Minimum Net 117 471 1967 

Maximum Net 685 842 1958 

Minimum Gross 189 434 1957 

Maximum Gross 685 842 1958 

Average 321 610   

Standard Dev. 1301 114   

1) Note that ratio of std. dev. over average for the net transport is much greater than for the gross. 

Variability in Wave Input Simulations were performed using four different sequences of ten 
years of record from the 20-year hindcast wave time series. The series were 1956-1965 and 1966- 
1975, taken in chronological order by year and in reverse chronological order by year. The resultant 
calculated shoreline positions showed little difference among each other, which may be explained 
by the groin system having more control (as through bypassing) than do reasonable variations in 
wave conditions. The only notable difference produced by the wave sequencing was in position of 
the shoreline directly west of Groin 15 (downdrift of the groin field), depending on whether the most 
recent waves arrived more out of the south than out of the north. 



DESIGN OF GROIN SYSTEMS 1339 

Model Calibration. Fig. 8 shows measured and calculated shoreline change in December 1989 
starting from the February 1966 measured shoreline, which was the pre-construction shoreline. The 
overall trend in simulated shoreline change follows well that of the actual change. Of particular note 
is the reproduction in the model of the gradual infilling of the groin compartments from east to west 
(left to right in the figure). Reproduction of the observed gradual infilling of the groin field in the 
direction of predominate transport is considered a major success of the model. No attempt was 
made to adjust the transport coefficient Kj or otherwise tune the model. 

The hump in the measured 1989 shoreline around distance 14 km (east of Groin 1) is anomalous 
from the perspective of longshore transport processes and may be a result of irregular nearshore 
bathymetry. The model overpredicts erosion on the west side of Groin 15. Depth soundings made 
by the first author in reconnaissance of the site in June 1991 indicated that the water adjacent to the 
west side of Groin 15 was much deeper than at comparable distances offshore of the groin field and 
the distant unprotected beach. The steeper nearshore profile west of Groin 15 alters wave transfor- 
mation and sediment transport processes, and it is not accounted for in the shoreline change simu- 
lations. Also, occasional strong reversals in direction of longshore transport in the summer, not 
necessarily accounted for in the hindcast, can create a fillet on the east side of Groin 15. Such fillets 
are present in autumn/winter 1979 and 1994 aerial photographs. Sand volume in the system 
increased; we believe the extra volume to be associated with onshore wind-blown sand transport on 
the wide beach in the groin field, creating lush high dunes and a wide berm. 

300 

Calc. 1989 

12 16 18 20 
Distance Alongshore (km) 

Fig. 8. Calibration of the shoreline change model for Westhampton 
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Groin Tapering and Shortening - Alternative Designs. Tapering and shortening of groins 
reduce their gating capacity and promote transport of sand out of the groin field in transition of the 
groins to the unprotected beach. Tapering of the westward-most groins at Westhampton would 
increase bypassing and movement of sand to the west. Shortening of the groins would release sand 
to the system, reduce updrift impoundment, and provide stone for constructing additional groins to 
the west, if needed. Moderate tapering and shortening of the groins would cause a minor decrease 
in level of protection to the properties in their lee by decreasing berm width. 

As a simple example of the use of a shoreline response model in groin functional design, three 
alternatives were examined to estimate the shoreline plan form at and west of the groin field 20 years 
into the future. The simulations started from the measured shoreline of March 1989 and finished 
in July 2009 (Fig. 9). Alternative 1 simulated the existing condition to provide a baseline for 
comparison. Alternative 2 involved shortening of Groins 14 and 15 to 129.5 and 85.3 m, respec- 
tively (groins shortened by 16.8 m and 61.0 m), with addition of a groin between them of 107.4-m 
length to maintain groin spacing to length ratio, and placement of 2,500,00 cu m in the westernmost 
eight compartments (including the intermediate groin). Alternative 3 involved shortening all groins 
by 30.5 m or to the existing shoreline, with addition of 300,000 cu m west of Groin 15 for a distance 
of 1,600 m. Each year of the WIS wave hindcast was used in the 20-year simulation. 

Fig. 9 shows after 20 years, the groin field will be effectively filled, except for the most westward 
compartment, because it can receive sand from the east, but not from the west (because of the great 
effective groin length on the west side) during times of reversal from the predominant direction of 
transport. Tapering plus fill provides maximum benefit to the downdrift beach; clearly, the model 
could be used to optimize the preferred alternative design to meet planning objectives. 

300 

16 18 20 
Distance Alongshore (km) 

Fig. 9. Comparison of groin shortening and tapering alternatives 
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CONCLUSIONS AND RECOMMENDATIONS 

1. This paper has demonstrated that modern numerical simulation models can reproduce the main 
features of shoreline change at single groins and at groin fields, and thus are powerful tools for 
groin functional design. 

2. Bypassing (parameterized by the ratio DGIH0), structure permeability, and the balance between 
net and gross longshore transport rates (parameterized by the ratio Qn IQ„) are three key factors 
that determine the functioning of groins. These three factors succinctly incorporate many 
fundamental parameters, such as wave height, direction, period (and their variability), equili- 
brium beach slope (or grain size), and groin length. Ratio of groin separation distance to groin 
length is a key controlling factor for groin systems, as found in previous studies. 

3. There is great need for comprehensive project-level monitoring of groin behavior, including 
periodic shoreline surveys (as through aerial photography), and periodic beach profile and 
sediment surveys together with long-term wave and current monitoring. 

4. Field and large-scale laboratory studies are required to quantify groin bypassing, distribution of 
transport in the presence of a groin, groin permeability, seasonality of waves in inducing both 
longshore and cross-shore transport, and the offshore jetting effect of groins. 

5. Cross-shore sediment transport processes and their intricate and unknown interaction with 
longshore sediment processes need to be investigated to understand how beach elevation and 
width can build beyond what can be presently calculated with shoreline change models. It is 
postulated here that cross-shore transport, such as a strong accretionary event in summer, is a 
potentially important mechanism for groin filling, because longshore transport alone cannot fill 
groins to their tips owing to bypassing and variability in direction of transport. 

ACKNOWLEDGEMENTS 

This study was supported by the Conrad Blucher Institute for Surveying and Science, Texas A&M 
University-Corpus Christi, and the Department of Water Resources Engineering, University of 
Lund. Some concepts developed in this paper were stimulated in coastal engineering studies con- 
ducted by the authors for the New York District and the Jacksonville District, U.S. Army Corps of 
Engineers. The major portion of this work was performed while the second and third authors were 
in residence as visiting scholars at the Blucher Institute over February to June, 1994. We appreciate 
discussions with Mr. Gilbert K. Nersesian, Senior Coastal Engineer of the New York District, and 
Dr. Tsuguo Sunamura, Tsukuba University, Japan. Mses. Rebecca Brooks and Robin Hoban of 
the Coastal Engineering Research Center provided the wave hindcast data used in this study. 

REFERENCES 

Balsillie, J.H. and Berg, D.W. 1972. State of Groin Design and Effectiveness. Proc. 13th 
Coastal Eng. Conf., ASCE, 1367-1383. 

Balsillie, J.H. and Bruno, R.O.  1972. Groins: An Annotated Bibliography. Miscell. Paper 
No. 1-72, Coastal Eng. Res. Center, Vicksburg, Miss. 

Bodge, K.R. 1992. Gross Transport Effects at Inlets.  Proc. 6th Annual National Conf. on 
Beach Preservation Technology, Florida Shore & Beach Pres. Assoc, 112-127. 

Bruun, P. 1952. Measures Against Erosion at Groins And Jetties. Proc, 3rd Coastal Eng. 
Conf., ASCE, 137-164. 



1342 COASTAL ENGINEERING 1994 

Bruun, P. 1972. The History and Philosophy of Coastal Protection. Proc. 13th Coastal Eng, 
Conf., ASCE, 33-74. 

Dean, R.G. 1993. Terminal Structures at Ends of Littoral Systems. J. Coastal Res., 18,195- 
210. 

Fleming, C.A. 1990. Principles and Effectiveness of Groynes. Coastal Protection, Pilarczyk, 
K.W., (Ed.), Balkema Press, Rotterdam, 121-156. 

Gravens, M.B. and Kraus, N.C.  1989.  Representation of Groins in Numerical Models of 
Shoreline Response. Proc, 23rd Congress IAHR, C-515 - C-522. 

Hanson, H. 1989. GENESIS: A Generalized Shoreline Change Numerical Model. J. Coastal 
Research, 5(1), 1-27. 

Hanson, H. and Kraus, N.C. 1989. GENESIS: Generalized Model for Simulating Shoreline 
Change, Report 1: Technical Reference. TR CERC-89-19, USAE Waterways Expt. Stn., 
Coastal Eng. Res. Center, Vicksburg, Miss. 

\ . 1990. Shoreline Response to a Single Transmissive Detached Breakwater. 
Proc. 22nd Coastal Eng. Conf., ASCE, 2034-204. 
 .   1991a.   Numerical Simulation of Shoreline Change at Lorain, Ohio.   J. 

Waterway, Port, Coastal and Ocean Eng., 117(1): 1-18. 
 .    1991b.   Comparison of Shoreline Change Obtained with Physical and 

Numerical Models. Proc. Coastal Sediments '91, ASCE, 1785-1813. 
 .   1993.   Optimization of Beach Fill Transitions,   in:   Beach Nourishment 
Engineering and Management Considerations, Stauble, D.K. and Kraus, N.C. (Vol. Eds.), 
Proc. Coastal Zone '93, ASCE, 103-117. 

Heikoff, J.M. 1976. Politics of Shore Erosion: Westhampton Beach. Ann Arbor Science 
Publishers, Ann Arbor, Mich. 

Hubertz, J.M, Brooks, R.M., Brandon, W.A., and Tracy, B.A.   1993.   Hindcast Wave 
Information for the Atlantic Coast, 1956-1975.   USAE Waterways Experiment Station, 
Coastal Eng. Res. Center, Vicksburg, MS. 

Kraus, N. C.   1989.  Beach Change Modeling and the Coastal Planning Process.   Proc. 
Coastal Zone '89, ASCE, 553-567. 

Kraus, N.C. and Harikai, S. 1983. Numerical Model of the Shoreline Change at Oarai Beach. 
Coastal Eng.,7{\): 1-28. 

Kraus, N.C, Isobe, M., Igarashi, H., Sasaki, T., and Horikawa, K. 1982. Field Experiments 
on Longshore Sand Transport in the Surf Zone.  Proc. 18th Coastal Eng. Conf., ASCE, 
969-988. 

Nayak, U.B.   1976.   On the Functional Design  and Effectiveness of Groins in Coastal 
Protection. Ph.D. Dissertation, U. of Hawaii, 205 pp. 

Nersesian, G.K., Kraus, N.C, and Carson, F.C. 1992. Functioning of Groins at Westhamp- 
ton Beach, Long Island, New York. Proc, 23rd Coastal Eng. Conf., ASCE, 3357-3370. 

Panuzio, F.L.  1968.  "The Atlantic Coast of Long Island," Proc 11th Coastal Eng. Conf., 
ASCE, 1222-1241. 

(SPM) Shore Protection Manual. 1984. Groins. Coastal Eng. Res. Center, US Army Corps 
of Engineers, U.S. Govt. Printing Office, Washington, D.C, 5.35-5.56. 

Truitt, C.L., Kraus, N.C, and Hayward, D. 1993. Beach Fill Performance at the Lido Beach, 
Florida, Groin. In: Beach Nourishment Eng. and Management Considerations, Stauble, 
D.K. and Kraus, N.C. (Vol. Eds.), Proc. Coastal Zone '93, ASCE, 31-42. 

U.S.Army Corps of Engineers.   1958.   Cooperative Beach Erosion Control and Interim 
Hurricane Study, Atlantic Coast of Long Island, NY, Fire Island to Montauk Point. USAE 
District, New York. 
 . July, 1980. Fire Island Inlet to Montauk Point, Long Island, New York, Beach 

Erosion Control and Hurricane Protection Project. Supplement No. 2 to General Design 
Memorandum No. 1, Moriches to Shinnecock Reach. USAE District, New York. 

1992. Coastal Groins and Nearshore Breakwaters. Engineer Manual, No. 
1110-2-1617, Washington, D.C. 



CHAPTER 97 

Reshaping breakwaters in 
deep and shallow water conditions 

1 2 3 
A. Lamberti , G.R. Tomasicchio , F. Guiducci 

Abstract 
In order to investigate the influence of water depth on the profile of reshaping breakwaters, 

model tests have been performed in deep, intermediate and shallow water conditions. The results 
show that the reduction factor for the dimensions of a reshaped profile in intermediate and shallow 
water conditions does not depend only on the wave height reduction. Other influencing factors are 
identified as breaking depth, wave steepness and foreshore slope. Moreover, at any water depth 
condition, the characteristic wave height corresponding to the frequency of stone movements on a 
reshaped profile is larger than the significant wave height. In the present tests, good results are 
obtained using the 1/50 wave height. Finally, whereas the offshore evaluated reflection coefficient 
increases with the water depth at the structure, the same coefficient evaluated in front of the structure 
shows an opposite trend. 

Introduction 
In the last decade researchers have paid great attention to the characteristics 

of berm breakwaters (Burcharth & Frigaard, 1987; van der Meer, 1988; Juhl & 
Jensen, 1990; Hall & Kao, 1991). Such structures are also named sacrificial or 
reshaping breakwaters, as sometimes a berm is present also in the armor layer of a 
conventional non reshaping breakwater. In a reshaping breakwater, if a sufficient 
amount of material is provided, a stable S-shape profile is eventually developed. 
During the reshaping phase, the material is removed from zones where it is unstable 
and relocated into more stable positions; a sorting process is also active during 
reshaping since the less stable units in the mound are removed first; at the end of 
reshaping if a low mobility remains active throughout the phase, a profile with a 
uniform distribution of mobility is naturally formed. The self armoring response of 
reshaping breakwaters to wave forces makes them economically attractive because 
finer rock material can be used than for a conventional breakwater; construction and 
maintenance can also use less expensive equipments. 

'Alberto Lamberti, Universita di Bologna Istituto di Idraulica, v.le del Risorgimento 2, 40136 Bologna, Italy 
2Giuseppe Roberto Tomasicchio, Universita di Perugia Istituto di Idraulica, S. Lucia, 06125 Perugia, Italy 
'Franco Guiducci, Estramed S.p.A., via Campobello 6, 00040 Pomezia, Italy 
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Most laboratory investigations aimed to foresee the behavior of the reshaping 
profiles under deep water conditions. In particular, laboratory investigations have 
considered 2- and 3-dimensional stability of reshaping breakwaters, referring mainly 
to the trunk section, but also to the rear side (Andersen & al., 1992) and to the 
roundhead (Burcharth & Frigaard, 1987). Only few tests have considered reshaping 
of the seaward profile in shallow water conditions. A large number of breakwaters 
in the Mediterranean area operate in shallow water conditions and moderate tidal 
excursion; in these conditions waves, before hitting the structure, undergo a relevant 
energy decay and an even more pronounced decay of extreme wave height. 

This paper investigates the influence of water depth in front of the structure 
on the seaward profile development of a reshaping breakwater, comparing results of 
2-dimensional model tests performed at Danish Hydraulic Institute (DHI) and 
Estramed laboratories for deep, intermediate and shallow water conditions. 

Description of the model tests 

Flumes 
Physical model tests were carried out using the facilities at DHI (Spring 1992) 

and Estramed (Summer 1993, Summer 1994) laboratories. Tests were performed in 
glass walled flumes. 

In deep water tests (referred to as DHI-92) the flume presented a horizontal 
foreshore with water depth 0.60 m. Intermediate and shallow water tests were 
performed using two different flumes. The first flume (referred to as Estramed-93) 
presented a bottom (fig. la) consisting of a foreshore slope 1:20 from 0.60 to 0.36 m 
water depth, followed by a milder 1:100 slope reaching 0.30 m water depth at 
structure toe. The second (referred to as Estramed-94) presented a bottom (fig. lb) 
with a foreshore slope 1:20 from 0.60 to 0.34 m water depth, followed by a milder 
1:100 slope; on this slope the structures were placed at depth 0.30 and 0.14 m. 
Characteristics of the flume are summarized in table 1. 

Table /. Tests set-up characteristics (measures in m) 
No. Test series Width Effective length Toe depth Foreshore slope 

1 DHI-92 0.60 16.0 0.60 0 
2 Estramed-93 1.50 22.6 0.30 1:100 
3 Estramed-94 0.75 13.2 0.30 1:100 
4 Estramed-94 0.75 33.6 0.14 1:100 

Materials 
For present tests, armor materials and wave characteristics were chosen in 

order to obtain values of the stability number Hs/ADnso, the index of the armor layer 
mobility, close to 3.  Moreover, water depth was varied in order to obtain values of 
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the ratio h/HS0 as low as 0.85. Values of  hlH^ larger than 3.0 provided deep water 
conditions; values of h/Hs0 around 2.0 gave intermediate water conditions. 

All tested structures were built with crushed stones whose characteristics for 
the armor and the core are given in table 2. Gradation curves were based on samples 
of more than 200 stones. 

Table 2. Rock material characteristics (measures in cm) 

No. Test series 
Armor 

A,50 

Armor 
•Dn85/-Dlll5 

Core 
£>50 

Core 
Dis/Dl5 

A Shape 

1 DHI-92 3.4 1.42 1.1 2.8 1.68 Angular 
2 Estramed-93 2.5 1.50 0.9 2.5 1.65 Angular 
3 Estramed-94 2.6 1.66 0.9 2.5 1.65 Angular 
4 Estramed-94 1.5 1.66 0.9 2.5 1.65 Angular 

Structure shapes 

Berms were built approximately 0.1 m above mean water level (fig. 2) and a 
certain amount wider than the foreseen erosion. Seaward slopes of as built structures 
were in the range 1:1.1 to 1:1.5. The geometrical characteristics of the structures are 
summarized in table 3. 

Table 3. Berm breakwaters sections (measures in cm) 

No. Test series 
Toe 

depth 
Berm 
width 

Berm 
freeboard 

Crest 
width 

Crest 
freeboard 

1 DHI-92 60 70 10 30 20 
2 Estramed-93 30 55 10 30 20 
3 Estramed-94 30 55 10 30 20 
4 Estramed-94 14 35 6 20 12 

Wave attacks 

In all the tests irregular waves of the Pierson-Moskowitz spectral shape were 
generated by hydraulically actuated piston-type wave makers without re-reflection 
absorption system. 

In DHI tests, where depth was constant everywhere offshore the breakwater, 
4 wave gauges were installed half way between the wave paddle and the breakwater 
and some further ones closer to the toe of the structure. The four gauges were used 
to estimate incident and reflected spectra, while the gauges at the structure toe were 
used as phase reference for velocity measurements. In Estramed tests, 3 gauges were 
installed in front of the breakwater and 3 offshore, not far from the wave paddle. In 
this way both offshore and inshore incident and reflected waves were measured. 
Waves were recorded continuously throughout all the tests. Wave gauges were 
statically calibrated (in green water); non linear effects are stronger in shallow water 
conditions and are not accounted for by the adopted separation method between 
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incident and reflected spectra (Goda & Suzuki, 1976; Mansard & Funke, 1980). 
Measures of incident and reflected wave height in shallow water conditions should 
be regarded as affected by greater experimental uncertainties. 

Offshore wave characteristics were measured at 0.60 m water depth and are 
summarized in table 4. 

All tests consisted of a reshaping phase during which design wave conditions 
were applied lasting 6x1000 waves. Profiles were surveyed by a mechanical sounding, 
i.e. measuring the depth of the profile relative to a horizontal reference plane. 
Profile surveys were repeated at least 3 times during reshaping; after 1000, 3000 (or 
2000) and 6000 waves. Data were digitized and visually analyzed in order to 
estimate the characteristic dimensions of the profile according to Vellinga (1986) 
parameterization scheme. It was observed that the largest portion of berm erosion 
occurred during the attack of the first few hundreds waves. After this phase, stones 
moved singularly and rarely. 

A small amount of wave overtopping occurred during tests at DHI and no 
overtopping at all was observed during the other tests. 

Table 4. Offshore wave characteristics (measures in cm, s) 
No. Test series Section Hso #1/50 Tm ^P Ot 

1 DHI-92 1 17.2 26.8 1.96 3.20 0.35 
2 DHI-92 1 18.2 28.3 1.79 2.56 0.32 
3 DHI-92 1 18.4 28.7 1.91 2.70 0.31 
4 Estramed-93 2 18.0 28.1 1.90 2.45 0.33 
5 Estramed-94 3 17.4 27.0 2.26 3.65 0.32 
6 Estramed-94 3 20.1 32.0 2.06 2.62 0.31 
7 Estramed-94 3 26.1 40.1 1.57 1.69 0.29 
8 Estramed-94 4 17.5 27.1 2.39 3.25 0.23 
9 Estramed-94 4 16.6 '24.2 2.09 2.46 0.14 
10 Estramed-94 4 16.9 23.3 1.48 1.55 0.13 

Waves on the structures 

Incident waves 

Data from present tests have been compared with values computed according 
to Goda (1985) for a foreshore slope 1:100. Data are presented (fig. 3) as a reduction 
factor, i.e. as a ratio between characteristic values having the same exceeding 
frequency in offshore and inshore conditions. Our data present some differences 
from values foreseen by Goda's formulae; this is probably due to the evaluation 
procedure and to reflection at present tests. However, mentioned differences do not 
influence the wave height ratios. 
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Because inshore wave characteristics were measured at a small but finite 
distance from the structure, on a water depth larger than at the structure toe, incident 
wave height on the structure was obtained from measured data applying a small 
correction which was evaluated according to Goda's formulae. Table 5 gives the 
observed and calculated inshore wave characteristics. 

Wave height distribution 

For deep water conditions, in the case of irregular waves with a narrow 
spectrum (which is a very frequent case in nature and is almost certainly the case for 
the highest waves affecting the breakwater in deep water conditions) the wave height 
distribution is of Rayleigh type, or at least it shows a Rayleigh type upper tail of such 
an extension that the whole third of highest waves fits the Rayleigh distribution well. 
As a consequence, the ratio between any characteristic wave height and the 
significant one is a constant. For instance, Hyio/Hyi, = 1.27, HUSQIHUJ, = 1.55 
and Hmax/Hm = 1.8. 

P4 

* = H50 , o = H10 , + = Hs 

1.4 foreshore slope 1:100 - 

1.2 - - 

1 
 sm=0.02 

/P^X sm=0.05 *     + * « 

0.8 Hs->       //         +,,:;<~Hmax - 

0.6 
//        ••'•^'  ' 

- 

0.4 - 

0.2 

n 
0.5 1.5 2.5 3.5 

h/Hso 

Fig. 3. Wave height reduction factors against relative water depth 

In shallow water breaking acts selectively on the highest waves and produces 
super- and sub-harmonics, broadening the spectrum. For the range of relative water 
depths of our intermediate and shallow water tests, the ratio between the 
characteristic wave heights was significantly lower than the mentioned values 
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derived from Rayleigh distribution. The observed ratios in shallow and intermediate 
water conditions are: 

Hino/Hm = U9±OM 
-fft/so/jffi/3 == 1-33 ± 0.12 

Table 5. Inshore wave characteristics (measures in m ands) 

No. Test series h at point 
of measure Hs #1/50 Tm CR 

h 
at toe Hs #1/50 

1 DHI-92 0.60 0.172 0.268 1.96 0.35 0.60 0.170 0.265 
2 DHI-92 0.60 0.182 0.283 1.79 0.32 0.60 0.182 0.282 
3 DHI-92 0.60 0.184 0.287 1.91 0.31 0.60 0.182 0.284 
4 Estramed-93 0.34 0.134 0.181 1.53 0.53 0.30 0.131 0.177 
5 Estramed-94 0.32 0.123 0.176 2.09 0.63 0.30 0.123 0.176 
6 Estramed-94 0.32 0.136. 0.194 2.05 0.52 0.30 0.131 0.186 
7 Estramed-94 0.32 0.134 0.173 1.58 0.51 0.30 0.129 0.166 
8 Estramed-94 0.16 0.068 0.113 2.40 0.67 0.14 0.078 0.129 
9 Estramed-94 0.16 0.077 0.111 1.94 0.66 0.14 0.078 0.112 
10 Estramed-94 0.16 0.077 0.097 1.26 0.56 0.14 0.072 0.090 

In shallow water the wave height distribution is distorted compared to the 
Rayleigh one, and a different distribution must be considered (Glukhovskiy, 1966; 
Klopman & Stive, 1989). In general no 1-parameter distribution will describe the 
wave height statistics both in shallow water and in deep water conditions. Only for 
particular purposes a unique characteristic wave height can be used; for instance, 
aiming to assess the safety of a brittle structure, the maximum wave height may be 
considered, as in fact it is normally done for vertical wall breakwaters. 

Characteristic wave height 

Reshaping of the seaward profile of a berm breakwater is a result of stone 
movements. During our laboratory investigation, it was observed that their frequency 
ranged from few single events, when movement starts, to about 50 events in 1000 
waves, for the assumed reshaping conditions, producing contemporary movements in 
more than one place. Therefore we have assumed that a good representative wave 
height for describing this phenomenon for any water condition is #1/50. 

The frequency of stone movements is described by the surface damage level 
which is defined as: 

S = Nd • D2
n50/A (1) 

representing the probability of moving of a generic stone from a one-grain thick layer 
of the reshaped profile. 

The wave height and wave steepness effects on stone movement frequency 
(Tomasicchio & al., 1994) along a reshaped profile can be described, both in deep 
and shallow water conditions, by a unique relation if iIi/50 is considered (fig. 4). 
Wave attack intensity is described by the modified stability number defined as: 
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TV** is a modification of the traditional stability number Ns accounting for the effect 
of a non-Rayleighian wave height distribution and of wave steepness. If we assume 
i?i/50 as the wave height H±, Ck= 1.55. As reference wave steepness we assume 
Smk = 0.03. For this wave steepness and for deep water conditions the values of Ns 

and N** are equal. 
An interpretation of eqn. (2) comes from consideration that, in the case of an 
orthogonal wave attack, the assumptions that onshore wave energy flux is conserved 
and that waves break as shallow water waves can be translated as: 

\pgH2
0 cgo = I pgHl cgb (3) 

where cgo = \ y/g/k0 ,   cgb = y/ghb 

and Hb = ^-hb (4) 

They imply: 

& = f^-V/5 oc r^r1/5 (s) 

According to Komar & Gaughan (1972) the best agreement with reality is obtained 
assuming 7 = 1.4 or the proportionality constant in the last relation = 0.56. The 
comparison of eqn. (2), (3) and (5) shows that the modified stability number TV** 
assumes as relevant wave intensity parameter the onshore energy flux or, if 
preferred, the breaker height provided the above assumptions hold. 

Scale effects 
Reynolds number referred to the mound where waves break on is usually 

defined combining the characteristic length D„50 with the typical breaking wave 
velocity \fg~Hl: Re = D^o^JgHJp. With the kinematic viscosity, v, equal to 10"6 

m2/s we obtain in our tests 2.1 • 104< Re < 4.6 • 104. Jensen and Klinting (1983) 
found that in rubble mound breakwater models there is no evident viscosity scale 
effect if R„> 0.6 • 104. 

Profile dimensions in shallow water 
A reshaped or dynamically stable profile for a given wave climate can be 

described by a small number of geometrical parameters (van Hijum & Pilarczyk, 
1982; van der Meer, 1988). Empirically based numerical models to determine such a 
profile in deep water conditions are available (van der Meer, 1988,1992 and 1993). 

Depth induced breaking cause a reduction in every characteristic wave height 
and in the dimensions of the developed profile (fig. 4), compared to a breakwater 
attacked by the same waves in deep water. 
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Fig. 4. Parameters for describing the developed profile in shallow water conditions 

Accounting for the wave height reduction just in front of the structure is 
however not sufficient and, as shown first by van der Meer (1988), in order to 
evaluate the profile parameters, a further reduction factor must be applied. 

The relation providing step dimensions suggested by van der Meer (1988) 

fig — iiSJ • TV007 • 0.22 • s-°'3 

h = Dnm • Num • (FQTO/3. 
a/i.3 

(6) 

(7) 

Based on very few experimental data, van der Meer proposed the following 
functional relationship for the reduction factor of the step dimensions, r, depending 
on the water depth to incident wave height ratio h/Hs: 

1-0.75(2.2- J-)2 h r = i — u./3 (z..z — -j^r      u TF<
Z

-2 (8.1) 

r = 1 if ^ > 2.2 (8.2) 

Comparing the two sets of experimental data, the differences between van der 
Meer's and our test conditions and analysis procedure must be pointed out, see table 
6: 

Table 6. Differences in I aboratory investigations and in the analyses 
van der Meer tests our tests 

Mobility range 3.5 < 7VS < 12 2.9 < Ns < 3.4 
Foreshore slope 1:30 < 1:100 

Shape of the built structure 1:3 uniform slope berm type 
Wave measurements without structure with the structure in place 

Wave analysis in the time domain reflection analysis 
in frequency domain 

Figure 5 shows some of the surveyed profiles. After the first few thousands 
waves if wave conditions are kept constant, the reshaped profile conserves a poor 
memory of the built profile. The main trace of the original shape observed in our 
tests refers to the crest: in fact in our tests the crest was usually not clearly above the 
original berm elevation; therefore the crest position may not depend only on wave 
intensity but also on the original shape. 
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The observation of the profiles from our and from other Authors tests 
suggests the following comments on the qualitative behavior: 
— for a breakwater in shallow water, the reshaped profiles can certainly be described 

by a reduced number of parameters than described by Vellinga (1986): the step 
height hs, the step length ls, the crest height hc and/or the crest length lc; 
— the crest elevation above the original berm was in our tests not evident, not even 

after a very long reshaping phase; in such case the independent parameters 
identifying the crest are reduced to only one; 

— the step dimensions are reduced in the breaker zone much more than the 
significant wave height does and therefore a correction factor is necessary; 
— the correction cannot be interpreted only as the effect of the reduction of the 

characteristic wave height (-ffi/so) compared to the significant one, which is not more 
pronounced than 25%; 
— the reduction seems to be due to the change of the kinematic behavior of waves 

hitting the breakwater: the wave action on the armor stones changes from that of an 
irrotational green-water breakers plunging on the rubble mound to the action of a 
white-water roller-shaped bore running up the mound; 

DHI92: Hso=0.182, Tm=1.79 

ESTRAMED 93: Hso=0.180, Tm=1.90 

1 1.5 

X,m 

Fig. 5.   Surveyed as built and reshaped profiles 
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— the corner separating the step from the lower slope is rather rounded and the 
mentioned slope is relatively short, therefore sometime the position of the corner is 
not well defined and the relevance of the slope angle is usually modest; 
— the quantification of the dimensions related to stone size is relevant; table 7 gives 

the observed ratios between typical profile dimensions and the nominal diameter of 
the armor material. 

Table 7 Relative size of step dimensions 
h at toe, m hlHs hs/Dn50 's/Dn50 

0.30 2.3±0.1 4-7-5 12-7-13 

0.14 1.8±0.1 3-r4 8-7-12 

Table 8 presents the dimensions of the profiles surveyed in our tests at the 
end of each reshaping phase. The following figures present also results relative to 
surveys performed during the reshaping progress. 

No. Test series Repet. N hc lc hs 

1 DHI-92 1 6000 0.113 0.34 0.310 0.64 
2 DHI-92 1 6000 0.128 0.32 0.272 0.66 
3 DHI-92 1 6000 0.145 0.34 0.245 0.68 
4 Estramed-93 5 5570 0.101 

±.006 
0.19 
±.02 

0.144 
±.009 

0.43 
±.04 

5 Estramed-94 1 6000 0.157 0.35 0.103 0.36 
6 Estramed-94 1 6000 0.135 0.26 0.107 0.34 
7 Estramed-94 1 6000 0.132 0.32 0.100 0.27 
8 Estramed-94 1 6000 0.050 0.10 0.050 0.12 
9 Estramed-94 1 6000 0.060 0.15 0.063 0.17 
10 Estramed-94 1 6000 0.058 0.14 0.053 0.16 

In figures 6 data from present tests are reported according to van der Meer's 
interpretation scheme. Inspection of figs 6 indicates that the data scatter is 
relatively large and that apparently the relative water depth is not the unique relevant 
parameter explaining the physical process which results in the reduction of ls and hs; 
other possible parameters influencing the reduction factor are wave period, foreshore 
slope and breaking depth and probably the mobility conditions. 

Figures 7 show the observed values of the reduction factor against the ratio 
between the depth at structure toe and the depth at breaking point of the 
characteristic wave (1/50). The figures indicate that the reduction of profile 
dimensions £sand/is are highly influenced by breaking of the characteristic waves, 
which, compared to significant wave breaking, occur at a water depth proportionally 
greater. 
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Quantitative results show that: 
— our reduction factor are more pronounced than those observed by van der Meer; 
— the reduction of the step length is more pronounced than of the step height; 

average limit values in shallow water conditions are around 0.3 and 0.5, respectively; 
— test do not show a perfect repeatability even in the same experimental set-up: 

compare for instance the results of tests 1 to 3 carried out under very similar wave 
conditions, or the 5 collectively represented as test no. 4, or test no. 7 which 
reproduce conditions similar to test no. 4 in a different channel; 
— part of the scatter in the reduction coefficient may be interpreted as the effect of 

the imperfection of the formulae which are actually used below the range of mobility 
conditions in which they were calibrated; the formulae proposed later by van der 
Meer (1992) for lower mobility are strongly sensitive to the equivalent slope angle 
a, and a2, which are not always well defined (for instance for a very wide berm 
lower than the significant wave height they become both very small, raising the 
mobility threshold to unrealistic values), and are no more robust than the original 
ones; the original ones, (6) and (7), were actually used; 

1.5 
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• 

* 
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tjf 
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0 8 0       § 

8 
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2.5 3.5 

Fig. 6. The reduction factor r of the step dimensions hs andls as function of the 
water depth to local wave higher ratio h/Hs. 

— the effect of the different evaluation procedure of the significant wave height 
between our and van der Meer tests has been evaluated in some of our cases where 
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measurements were performed both in presence and absence of the breakwater; the 
relation Hs = 4.01Vmo is experimentally well satisfied at 0.30 and 0.60 m water 

depth, whereas at 0.14 m depth the coefficient should be reduced to 3.9; the 
decomposition of incident and reflected waves by the least square method provides a 
measure of the accuracy of the assumed model: 95-96% of the total variance is 
represented in intermediate and deep water conditions, whereas the percentage 
decreases to 87% in shallow water; the resultant wave height is underestimated by 
few percentage points (from 2% in intermediate and deep water up to 5% in shallow 
water); the effect should not be disregarded, but it seems however less important 
than the control of reflection: i.e., when waves are measured in the absence of the 
structure, waves reflected by the structure should be accurately absorbed in order to 
obtain a better estimate of the incident wave height than provided by the spectral 
reflection analysis. 

1.5 hs; * = our tests, + = v.d.Meer tests 

0.5 

+ 
+ + 

- i * - 

» * *         * 

c   * 

0.5 1 1.5 
h/hbk 
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2.5 
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Fig. 7. The reduction factor r of the step dimensions hs andls as function of water 
depth to breaking depth ratio: h/hb 

Wave reflection at reshaping breakwaters 
Reflection coefficients observed in our tests are summarized in table 9. 

Wave reflection from berm breakwaters in shallow water conditions is rather heavy 
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(~ 60 %) if measured in front of the structure but it is highly reduced when 
evaluated offshore the breakers. A comparison of at toe and offshore values 
indicates that in shallow water conditions reflected waves loose approximately 1/3 of 
their height through the breaker zone. 

Table 9. Observed reflection coefficient 
Test series Depth, m Hs/Hso CR at toe CR offshore 

DHI-92 0.60 1.00 0.32±0.02 0.32±0.02 
Estramed-93 0.34 0.74 0.54±0.04 0.31 ±0.02 
Estramed-94 0.32 0.61±0.09 0.62±0.05 0.30±0.02 
Estramed-94 0.16 0.42±0.04 0.63±0.06 0.18±0.05 

Conclusions 
The behavior of reshaping breakwaters in deep and shallow water conditions 

is qualitatively similar but quantitatively different. 

For a reshaping breakwater located in the breaker zone, the profile of the 
breakwater can be described by a reduced number of parameters. 

The step and crest dimensions decrease with Hs, but Hs is not the unique 
influencing factor, since the dimensions of the step are evidently smaller than those 
expected according to deep water relations and to Hs incident on the breakwater. 
The major cause of the difference between expected and actual dimensions is shown 
to be the change of kinematics of waves breaking on the structure. 
Water depth at the structure toe influences by the breaking process the wave height 
distribution; its shape changes through the breaker zone. A characteristic wave 
height, including the effect of limited water depth and representing stone movements 
in the typical mobility range of breakwaters, is greater than Hs; good results were 
obtained adopting Hy^. 

In particular, consideration of data from present and from van der Meer tests 
confirms the relevance of the breaking process on the reduction of the profile 
dimensions, which is well represented by a factor depending on the position of the 
structure relative to characteristic breakers, quantified as the ratio between the depth 
at structure toe and the breaking depth of characteristic waves. 

Reflection of the breakwater increases with decreasing water depth reaching 
remarkably high values. Reflected waves are however attenuated through the 
breaker zone, whereas the encountered incident waves become greater. The offshore 
apparent reflection coefficient is therefore much lower and decreases with the depth 
at the structure. 
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List of symbols 

A = area of the reshaped profile; 
CR = reflection coefficient; 
cgo, cgb = offshore and at breaking group velocity; 
D# = sieve diameter of which # % of the material is finer; 
Dn# = nominal (volume) diameter of which # % of the material is finer; 
h = water depth; 
hc, hs = crest and step height of the reshaped profile; 
.ffk = characteristic wave height; 
Hs = inshore incident significant wave height; 
Hso — offshore incident significant wave height; 
-Hi/so = average of the highest 1/50 wave heights; 
k — wave number; 
lc,ls = crest and step length of the reshaped profile; 
N = number of waves in a wave attack; 
JVa = number of displaced stones after 1000 waves; 
7VS = stability number: Hs/ADnso', 
TV** = modified stability number; 
r = reduction factor; 
Re = Reynolds' number; 
sm = fictitious wave steepness, -~pf; 

Tm = mean wave period; 
S = surface damage level; 
A = relative mass density of rock; 
v = kinematic viscosity of water; 
p = water density. 
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CHAPTER 98 

DESIGN OF BREAKWATERS AND BEACH NOURISHMENT 

Christian Laustrup1 and Holger Toxvig Madsen2 

Abstract 

The subject of this paper is to compare the design 
forecast and the actual performance of a coastal 
protection scheme combining segmented near shore 
breakwaters and beach nourishment. 

Introduction 

N 

A 
/Lanstrup 1 

v^V-i 

Figure 1. Area Map 

The location is a 1100 m coastline at Loenstrup on the 
Danish North Sea coast. The long term erosion at 
Loenstrup is 1.4 m per year and the tidal range is 0.3 m. 

1 Deputy Director 
2 Head of Department 

Danish Coastal Authority, Box 100, DK7620 Lemvig,Denmark. 
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Figure 2. The Beach and the Cliff 

During a storm in 1981, 5—15 m of the cliff was eroded 
and it was decided to protect the town. 

Design Method 

The design layout was a combination of near shore 
breakwaters and beach nourishment. The reasons behind 
this layout were psychological and economical. At that 
time there was a feeling among the local population that 
the main component of a coastal protection scheme should 
be a rigid structure and not "only" beach nourishment. 
The use of hard structures in this area to stabilize the 
beach can be justified by the fact that nourishment costs 
were and are quite high. The cheapest way to get the sand 
was to transport it by lorries from a harbour 15 km away. 
The project aims to stop the retreat of the profile and 
to protect the cliff from further erosion during storm 
surge. Consequently the scheme should include a 
revetment.  Furthermore  it  should  be  taken  into 
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consideration that the beach is used by many tourists in 
the summer season. 

In the design phase a c/b study was carried out with the 
purpose to determine the combination of breakwater design 
and beach nourishment volumes with the lowest total costs 
during the lifetime of the project. The idea of the 
analyses is that the further off shore and the higher the 
breakwaters are and the smaller the gaps are, the less 
nourishment is needed but also the higher the 
construction costs are. 

To do that, the costs and effects of a large number of 
designs of segmented breakwaters were calculated. The 
parameters were the breakwater height, the position of 
the breakwaters relative to the coastline and the gaps 
between the breakwaters. 

For each set of breakwater parameters a wave frequency 
table for long term wave impact was calculated based on 
wave recordings and calculations of refraction, shoaling 
breaking and transmission. The wave decay in the breaker 
zone was calculated according to Goda (1975). 

1 1 1 

k Ht
2 ds 

2 cos2a| ^y H2 cg cos2^ ~ k H2 ds 
2 cos2 a 

Ht 'a,,!^^*,^ = P Hb 

Shoaling, refraction 

,, ^   Waverider 
a, H 

a0, H0 

Figure  3.   Wave Transformation 
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For each wave component the wave energy flux per m coast 
perpendicular to the coast is 

1/8Y*Hi
2*cg*cos

2ai*f ~ constant*f*Hi
2*ds

:L'/2*cos2ai 

Hi = incoming wave height 

cg = group velocity ~ (g*ds)
1/2 at the structure 

cti = incoming wave angle 

f = frequency of the wave component 

ds = depth at the structure 

To calculate the transmitted wave energy flux, Ht 
replaces Hi. The transmitted wave height over the 
breakwaters was calculated according to Saville (1963). 
It was assumed that wave energy would pass the gaps 
without reduction. By use of the frequency tables, the 
energy reduction by the breakwaters for average weather 
conditions could be calculated. 

We then assumed that the long term erosion of the profile 
segment landward of the breakwaters would be reduced with 
the same percentage as the percentage of energy reduction 
caused by the breakwaters. The still remaining erosion 
of the profile out to a certain closing depth should be 
compensated for by beach nourishment. For different 
combinations of breakwater parameters the associated 
building costs and the need for beach nourishment to 
compensate for erosion were calculated. Only breakwaters 
that could be built using land based equipment were 
considered which limited the water depth to be used in 
the study to apr. 2 m. It was clear from the start that 
using sea based equipment would be far too expensive. 

The present value of the total costs (building + 
maintenance + nourishment) in the lifetime was calculated 
for each alternative layout. 
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Dkr A Present value per m beach 
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Figure 4. Present Value as a Function of Height 
and Depth (distance from the beach). 

Figure 4 shows examples of design curves where the case 
of no breakwaters and only nourishment is the 
intersection with the y — axis. This example represents a 
case where 50% was breakwaters and 50% was gaps. It shows 
that down to a water depth of about 1.7 m there is a 
minimum of costs for certain breakwater heights. 
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Dkr A Present value per m beach 
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Figure 5. Present Value as a Function of the Percentage 
of Breakwaters Versus Total Length. 

On figure 5 the variation of costs as a function of the 
percentage of breakwaters is presented and not 
surprisingly this shows a linear variation. When the 
total costs are below the costs of only nourishment, the 
most cost effective solution theoretically is to have 
100% breakwaters and no gaps. 
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Project Layout 

When selecting the practical solution we had to consider 
the need for a certain width of the beach for 
recreational use. This led to a minimum construction 
depth of 0.5 m. Furthermore, the gaps should at least be 
50% of the total length to allow for swimming. The 
necessary dimension of the stones in the cover layer 
resulted in a breakwater height of 1.8 m above sea bed 
equivalent to a freeboard of 1.3 m relative to normal sea 
level. The total present value is read from figure 4. It 
is 10,650 Dkr (1,600 US$) which is still below the case 
of no structures. 
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r Geotextile 
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Figure  6.   Cross  Section. 
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Figure 7. Aerial Photo of Breakwater Group. 
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Figure 8. Single Breakwater. 

Monitoring and Results 

The breakwaters were built in 1983 and annual beach 
nourishment has been carried out since then. The annual 
nourishment volume has been decided by the need to 
maintain the beach behind the breakwaters. The profile 
seaward of the breakwaters was not nourished, so it 
could be expected that the profile would eventually 
stabilize in a steeper position. 

To find out if the breakwaters have had the expected 
effect i.e. if they have reduced the erosion behind the 
breakwaters with the calculated percentage, a monitoring 
programme was set up. The chosen design should according 
to our calculations give a reduction of the erosion of 
about 49.9% in a year with normal weather conditions. 
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Figure 9. Time Variation of Depth Contours. 

Figure 9 shows the time variation of the location of the 
depth contours. They seem to respond to the new situation 
a couple of years after the breakwaters were built and 
the nourishment had started. The 4 and 2 m contours seem 
to stabilize their position around 1985 resulting in a 
steeper equilibrium profile. 

If the weather had been average since 1983, it would be 
easy to compare the design forecast of the nourishment 
volume with the actual annual volumes. The weather has, 
however deviated significantly from normal since 1983. 
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Figure 10. Statistics of Extreme Water Levels 

On figure 10, the statistics of extreme water levels are 
shown. They show a significant difference between the 
period before and the period after 1983. 

The question is if the actual nourishment volumes and the 
actual weather conditions since 1983 could be expected to 
result in the measured time variation of volumes in the 
control box behind the breakwaters when we use the design 
theory of energy reduction and erosion. To verify this, 
we have hindcasted this variation of volumes using the 
actual volumes, the theoretical erosion on the 
unprotected beach and the theory of energy reduction. 
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Figure 11. Theoretical Development of Volume Behind 
Breakwaters 

This hindcast of volume development is shown on figure 
11. The nearly vertical lines represent the nourishment. 
The length of the lines represent the actual sand 
volumes. The sloping lines represent the erosion that 
would theoretically have occurred in the periods between 
nourishments if the design theory of the breakwater 
effect is correct. The slope of the lines is calculated 
as the rate of erosion that would have occurred if the 
breakwaters had not been built. Since this rate is 
unknown the erosion rate of an unprotected reference 
beach is applied. This erosion rate is then reduced 
according to the theory of energy reduction caused by the 
breakwaters developed in the design phase. Since it is 
the nourishment sand and not the native sand which is 
eroded, a correction is made using the renourishment 
factor method (James 1975). 

On figure 12, the hindcasted volume curve and the 
measured volume curve are both shown. It appears, that 
there is a good agreement between the curves. 



BREAKWATERS AND BEACH NOURISHMENT 

Volume behind breakwaters 

1371 

-10000 

Hindcasted volume loss based       Nourishment volume 
on erosion on nearby reference _ 
coast. The effect of the break- 
waters and the grain size of the 
nourishment sand is included. 

construction and initial nourishment 
 I I I I [  

83 84 85 86 87 88 89 90 91  92 93 Year' 

Figure 12. Theoretical( )and Measured Volume 

( )Development Behind Breakwaters. 

Conclusions 

Based on measurements and hindcast calculations it can be 
concluded, that the effect of the near shore breakwater 
group in terms of reducing erosion behind the breakwaters 
is proportional to the ability of the breakwater group to 
reduce the wave energy flux perpendicular to the coast. 
However this conclusion should probably be used with 
caution in cases where the conditions differ 
significantly from the conditions described in this 
paper. 
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CHAPTER 99 

CIRCULAR CHANNEL BREAKWATER TO REDUCE 
WAVE OVERTOPPING AND ALLOW WATER EXCHANGE 

Dal Soo LEE1   Associate Member of ASCE, 
Woo Sun PARK2, and Nobuhisa KOBAYASHI3   Member of ASCE 

Abstract 

A new type of breakwater caisson is presented for improving 
water quality in a harbor. Circular resonance channels connected 
with flow conduits in the caisson cause clear sea water inflow into 
a harbor through the conduits. The hydraulic characteristics of this 
caisson with respect to wave reflection, overtopping and 
transmission appear excellent compared with those of conventional 
caissons. The potential of water quality improvement is great due to 
its high efficiency in normal wave conditions. A simple resonance 
model is developed to identify an important dimensionless parameter. 
Experimental results show that the new concept of circular channel 
breakwater is promising in terms of its hydraulic performance. 

Introduction 

The main function of existing breakwaters is to reduce waves 
propagating onshore, and for normal wave conditions, the 
breakwaters are designed for no wave overtopping to secure harbor 
tranquility. However, it is normally overlooked that the breakwaters 
usually   block   sea   water   exchange   at   the   cost   of   the   harbor 
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tranquility. This often causes water pollution problems due to the 
stagnation of sea water inside the harbors if tidal rangs are not 
sufficiently large. 

Several kinds of breakwaters have already been developed to 
allow water exchange (Kataoka and Saida, 1986; Tanimoto et. al, 
1987; Korea Ocean Research and Development Institute, 1989; 
Tanimoto et. al, 1989), but most of them are normally effective only 
in the presence of currents. No breakwater type with water quality 
improving capability mainly under weak wave action appears to 
exist at the present. Hence, there is a practical need to develope a 
breakwter type that causes clear sea water inflow into a harbor 
through the breakwater using incoming waves as a driving force. In 
addition, the performance of the breakwater with respect to wave 
reflection, overtopping and transmission should be improved as 
much as possible. 

The circular channel breakwater(CCB) equipped with flow 
conduits presented herein has been devised to attain the capability 
of wave-induced sea water inflow into a harbor as well as low 
wave reflection and overtopping at the same time. The resonance 
phenomena of water level in the circular channel is shown to be 
important in increasing water flow rates for short period waves. A 
simple resonance model is developed to identify an important 
dimensionless parameter for the analysis of experimental data. 
Experimental results show that the concept of CCB is promising. 

Conceptual Description of CCB 

Figure 1 shows a conceptual diagram of the Circular Channel 
Breakwater(CCB). The caisson has circular channels at its front 
part and flow conduits at its rear part. When incident waves 
impinge on the CCB, water passes through the channel. Water 
inflow into a harbor occurs through the conduits due to the 
pressure difference between the inlet and outlet of these conduits. 
The inflow induces a small rise of mean water level behind the 
breakwater, and the pressure driven weak current is subsequently 
introduced into the harbor but occurs essentially continuously under 
normal wave conditions. A reverse flow is restricted because the 
inlets of the conduits are placed near the still water level in the 
circular channels to create one way flow into the harbor. 

The water inflow does not make any significant disturbance of 
water surface in the harbor under normal wave conditions because 
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Figure 1.  Conceptual  diagram of  the  Circular  Channel  Breakwater 
(CCB). 

the outlet of the conduits are well submerged. The back face of the 
caisson may be used as a wharf for small ships under moderate 
wave conditions when the outlets of the conduits are placed well 
below the draft of a ship. 

Resonant oscillations occur in the circular channel for short 
period waves and hence enhance the flow rate. On the other hand, 
when wave overtopping occurs, the outflow issuing from the 
circular channel collides with the overtopping water flow above the 
caisson, resulting in increased wave energy dissipation and reduced 
wave overtopping. 

Simple,Resonance Model 

A simple resonance model is developed to gain insight into the 
complicated hydrodynamic process in the circular channel and to 
identify an important dimensionless parameter for the following 
experimental data analysis. 

Figure 2 shows the geometric parameters and cylindrical 
coordinate system( r, 0) used in the following linear potential flow 
analysis, where Rc and b are the circular channel radius and its 
width, respectively, TIC(£) is the free surface elevation in the 
channel,   8S  is the value of   8   at still  water level  in  the channel, 
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Pe(t) is the pressure at the channel entrance, and   d is the water 

depth.    It is assumed that the circular channel radius   Rc is much 

larger than its width   b, and that no overflow occurs from the exit 
of the channel. 

Figure 2.  Diagram   showing   geometric   parameters   in   cylindrical 
coordinate system. 

The   Laplace   equation   for   the   velocity   potential 
circular channel is expressed as 

dr dr )-* 382 

0   in   the 

(1) 

The boundary conditions may be expressed as 

St Pe(t)    at  8 = --|- 

dT]c 

dt 

dt 

dr 

50 ;8S     at •     Rc     3d    cosl 

-gT\c   at  8  =   9S 

0       at  r =   Rc   and    r =   (Rc+b) 

(2) 

(3) 

(4) 

(5) 
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where,    (Kr,8,£) = velocity potential inside the circular channel 

Pe(t)   =  dynamic pressure at the entrance of the channel 
as shown in Figure 2 

p = water density 
Tic = free surface elevation in the channel 

8S = value of  8 at the still water level in the channel 

Equations   (3)   and   (4)  correspond  to  the  linearized  kinematic  and 
dynamic free surface boundary conditions. 

To satisfy the no flux boundary condition on the curved solid 
walls given by Equation (5), the solution $ of Equation (1) should 
be independent of  r as 

0(8, t)  =   Ci(t)Q + C2(t) (6) 

Using Equation (3), 

From Equations (2) and (4), 

dCi(t) I     j[ \      dC2(t) 1 
dt (--i-)-3^ - -|w» «> 

dCi(t) n       dC2(t) /n. 

Eliminating Ci(t) and C2(t) from Equations (7), (8) and (9), we get 

—c^lT d^+^=TPAt) (10) 

which indicates the free surface oscillation in the channel forced by 
the dynamic pressure  Pe(t) at the channel entrance. 

Assuming    simple   harmonic   motions   for    T]c(t)    and    Pe(t) 
expressed as 
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Hc(f)   =   Rel Vce-'atl (11) 

Pe(t)   =   RA Pee'iat] (12) 

where   Re indicates the real part,     T|c and     Pe are the complex 

valued   amplitudes,   and   a   is   the   angular  frequency. Substituting 
Equations (11) and (12) into (10) yields : 

flc(8s+-|-)u2 

g cos 9 s -fc P° Q3) 

In order to find Pe, the solution in the channel will need to be 
matched with the solution in front of the caisson. Nevertheless, this 
simple solution indicates that resonance occurs in the circular 
channel when, 

i?c(8s+-|-)Q2 

 5    =   1 for infinite  T\C. 
gCOSOs 

In reality, f]c will not be infinite due to energy loss especially at 
the channel entrance. 

For the following data analyis the dimensionless parameter  u* 
is defined as 

Rc(Qs+^-)a2 

u*= 4  (14) 
£XOSDs 

where  a* = 1 corresponds to the resonance condition. 

Experiments and Data Analyses 

Experiments on the circular channel breakwaters(CCB) were 
conducted to examine the hydrodynamic characteristics of wave 
reflection, overtopping, transmission and water discharge through 
the flow conduits. The experiments were performed with regular 
waves in a wave flume (53.3 m long, 1.0 m wide, and 1.25 m high) 
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with a model caisson as shown in Figure 3, where the water depth 
on the horizontal bottom is d=40.5 cm, the caisson crest height 
above the still water level is hc=8.5cm, the radius of the front wall 

of the channel is rc\ =8.5 cm, the radius of the rear wall of the 

channel is rC2=15 cm, the width of the channel at the entrance is 
be=10cm, and the diameter of the flow conduit is D=3.2cm. The 

incident wave height Hi was 3 and 5 cm in these experiments. In 
this model the channel width was designed to be decreased 
gradually upward to produce higher runup inside the channel. 
Additional experiments were also carried out for the solid wall 
breakwater (SWB, conventional caisson breakwater) for the purpose 
of comparisons. 

40.0 

EL     +8.5 

K 8.5 
EL + 0.0 

EL -3.5 

EL -8.5 

EL -18.5 d 40.5 

EL   -40.5 

Figure 3.  Cross-sectional   diagram  of  model   setup  without  rubble 
mound foundation(unit :   cm). 

Figure 4 shows the measured wave runup TI C max inside the 
channel normalized by the incident wave height Ht as a function of 

u* defined by (14). Comparing the measured values of T]c max/Hi 
with the value of 1.0 in front of a perfectly reflective vertical wall, 
this runup in the vicinity of   u*=l  serves as an amplified potential 
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for driving inflow into the harbor through the flow conduits. 

The occurrence of the peak at the resonance frequency (at the 
value of u*=l in Figure 4) means that the resonance plays a major 
role in the enhancement of runup in the channel. In shelter coastal 
areas, the waves of short periods and small wave heights prevail, 
as a result, the energy of normal waves can be effectively used to 
induce water inflow into a harbor by the use of this type of 
breakwater. 
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Figure 4.  Maximum wave runup inside the circular channel shown 
in Figure 3 for  H> = 3cm ( WCi) and  Hi = 5cm ( WC2). 

Figure 5 shows that the reflection of the CCB is lower than 
that of the SWB. The occurrence of the lowest reflection near the 
resonance frequency (near the value of u * = 1 in Figure 5) means 
that the resonance reduces significantly reflection from CCB. The 
resonance peak in this figure is shifted to slightly higher frequency 
for the tests with  Hi = 3cm. 

Figure 6 shows the measured net flow rate   Q normalized by 
y/2gHiA with   g-=gravitational acceleration and  A=(n/A)D2 through 

one flow conduit of diameter D-3.2 cm for the model caisson 
shown in Figure 3. The resonant peak in this figure is shifted to 
slightly lower frequency for the tests with  Hi=5 an. 
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Figure 5. Comparison of reflection coefficients between CCB shown 
in Figure 3 and SWB for Hi = 3cm ( WC1) and Hi = 5cm 
(WC2). 
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Figure 6.  Net inflow rate through one flow conduit with   D = 3.2cm 
for Hi = 3cm (WCI) and Hi = 5cm (WC2). 



1382 COASTAL ENGINEERING 1994 

Figures 7 and 8 show model setup with a rubble mound and 
the different positions( Cl, CZ and C3) of flow conduit inlets in the 
circular channel, respectively. The crest elevation hc above the still 
water level was chosen as 12 an and 8 an by changing the water 
depth in the tank. In Figures 7 and 8, hc=l2cm, while the water 

depths on the bottom and above the foundation are d=50cm and 
h = 30cm. 
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Figure 7.  Cross-sectional   diagram   of   model    setup   with   rubble 
mound foundation. 
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Figure 8. Schematic diagram showing different positions ( Cl, C2 
and C3)of flow conduit inlets in the circular channel in 
Figure 7. 
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Only some of the many geometric parameters involved in the 
caisson were changed. It should therefore be noted that the 
experimental results presented hereafter are not general and limited 
to the adopted model configuration and experimental conditions. For 
the experimental setup shown in Figure 7 wave overtopping 
occurred for the incident wave height Hi=13 cm and the simple 
model discussed in the previous section is not applicable. 

Figure 9 shows the comparison of the net flow rate Q 
through one conduit of diameter D=3.2 cm where I is the length of 
the flow conduit. At position C3 (below the still water level), the 
net flow rate is generally low for the longer period waves due to 
the occurrence of reverse flow in the conduit under the minimum 
free surface elevation in the channel. At position Ci (above the still 
water level), the net flow rate is generally low for shorter period 
waves due to the short duration of the head difference between the 
inlet and outlet of the flow conduit. At position C2 (at the still 
water level) the net flow rate remains to be large for any wave 
period. The variation pattern of the net flow rate with respect to 
the inlet position may vary if the configuration of the channel is 
changed. 

Figure 10 shows that the reflection from the CCB is lower for 
all  frequencies  than  that from  the  SWB.     The relative difference 
increases with the increase of a2d/g. This means that CCB 
retains the merit of low reflection of perforated wall caisson 
breakwaters. 

Figures 11 and 12 show measured values of overtopping rate 
and transmission coefficient for the water depth condition different 
from that shown in Figure 7. The caisson crest height above the 
still water level is hc=8 cm, and the water depths on the bottom 

and above the foundation are d=54 on and h=34 cm, respectively. 
Figure 11 shows that the overtopping rate g of CCB per unit width 
is always lower than that of SWB. This means that the outflow 
issuing from the exit of the circular channel plays an important role 
in reducing wave overtopping due to its collision with the landward 
overtopping water above the caisson. Figure 12 shows the resulting 
difference in the wave transmission coefficient between CCB and 
SWB. 

The    characteristics    of   low    reflection    together    with    low 
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Figure 9. Variations of net inflow rate Q through one flow conduit 
in Figure 8 with d=50 cm, /i=30 cm, hc=l2 cm and 

D=3.2 cm for  Hi=l3 cm. 
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Figure 10. Comparison of reflection coefficients between CCB and 
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Figure 11. Comparison of overtopping rates between CCB and 
SWB with d=54 an, h-34 cm and hc=8 an in Figure 7 
for  Hi=13 an. 

0.30 0.45 0.60 0.75 0.90 

Relative  water depth, 

1.05 

uzd 
9 

1.20 

Figure 12. Comparison of transmission coefficients between CCB 
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transmission   imply   that   the   hydraulic   performance   of   CCB   is 
superior to that of SWB. 

Conclusions 

A circular channel breakwater (CCB) connected with flow 
conduits was proposed. The performance of CCB in terms of wave 
reflection, overtopping and transmission is excellent compared with 
that of conventional solid wall caisson breakwaters. 

The capability of inducing clear water inflow through the 
conduits of CCB into a harbor is enhanced by the resonant 
oscillations in the circular channel under normal wave conditions. 
A great potential for improving water quality in harbors is expected 
under normal wave conditions when water quality problems may 
become serious. At the same time, CCB maintains the merits of 
caisson type breakwaters in that the upper and back faces of the 
caisson can be utilized. 

Further studies are needed to reveal the dynamic 
characteristics related to the pressure distribution and resulting 
caisson stability. 
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CHAPTER 100 

Increased Dolos Strength by Shape Modification 

S. A. Luger1, D. T. Phelp1, A. van Tonder1 and A. H. Holtzhausen1 

Abstract 

A survey of prototype dolos breakages was performed to determine 
the distribution of failure modes. The results showed that 89% of the 
failures originate near the fluke-shank intersection. A series of static and 
dynamic finite element analyses was subsequently performed with the aim 
of improving the resistance of the dolos against the most commonly 
observed modes of failure. Of the six dolos shapes analysed, a large fillet 
extending from the fluke to the centre of the shank was found to be the 
most effective in reducing the stress in the critical fluke-shank intersection. 
Compared to a sharp intersection, the large fillet reduces the stress by 
more than 60%. 

Introduction 

A number of dolos-armoured breakwaters constructed in the 1960's 
and 1970's in South Africa now require repair work. This repair work 
generally involves placing additional layers of somewhat heavier dolosse 
on top of the damaged dolos slope. 

A number of methods are available to improve the strength of these 
repair dolosse. These include an increase in waist ratio, the use of 
reinforcement (conventional, prestressed, rail or fibre) or a modification to 
the fluke-shank intersection. Increasing the waist ratio has the 
disadvantage of reducing the hydraulic stability (Holtzhausen and 
Zwamborn, 1992), while reinforcing increases the unit cost and there is 

^Ematek, CSIR, P 0 Box 320, Stellenbosch 7599, South Africa 
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the potential for corrosion problems. In this paper the method of 
modifying the fluke-shank intersection is investigated. The initial phase of 
the study was to perform a survey of prototype dolos breakages. Various 
modifications to the fluke-shank intersection were then tested using static 
and dynamic finite element analysis. 

Survey of Prototype Dolos Breakages 

The objective of the survey was to identify the main failure modes and 
determine the relative frequency of each mode. Use was made of close- 
range photographs taken from a crane on the breakwater crest or from a 
helicopter. Seven breakwaters were surveyed in this way and each of the 
357 observed breakages were classified as one of six failure modes. The 
dolos masses ranged from 5 to 30 t and the waist ratios from 0,31 to 
0,36. The fluke-shank intersections were either sharp or had a small fillet 
(radius approximately 0,04H, where H is the dolos height) or a small 
chamfer (size approximately 0,057H). 

Shank fracture near fluke   Straight fluke fracture     Diagonal fluke fracture 

Figure 1.    Distribution of prototype dolos failures 

The six failure modes and the distribution of the failures are illustrated 
in Figure 1. The most common failure mode is a failure through the shank 
adjacent to a fluke. The four failure modes that originate near to the fluke- 
shank intersection account for 89% of the breakages. 
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The data set also indicated that dolosse with smaller waist ratios were 
more susceptible to failures through the shank. The dolosse with waist 
ratios of 0,31 had 86% shank failures and 14% fluke failures, while the 
dolosse with waist ratios of 0,34 to 0,36 had only 52% shank failures and 
48% fluke failures. The chamfered or filleted units displayed proportionally 
more torsional failures (16% of all failures) than the dolosse with a sharp 
fluke-shank intersection (8% of all failures). 

Modifications to the Fluke-Shank Intersection 

The original dolos shape had a sharp fluke-shank intersection 
(Merrifield and Zwamborn, 1966). Based on photo-elastic stress analysis 
Lillevang and Nickola (1976) suggested a fillet with a radius of 0.04H, 
while Tait and Mills (1980) performed fatigue tests on model dolosse 
including one with a fillet radius of 0,175H. The shape given in the Shore 
Protection Manual (CERC, 1984) has a chamfer with a dimension of 
0,057H. Rosson and Tedesco (1992) performed finite element simulations 
of the drop test using chamfer sizes of both 0,06H and 0,1 OH. 

Based on the prototype breakages, it is expected that a stronger and 
more structurally-balanced dolos shape can be developed by further 
strengthening the fluke-shank intersection. Finite element models were 
therefore generated for six geometries of fluke-shank intersection. Each 
model had approximately 1900 quadratic elements and 8500 nodes. The 
six meshes are illustrated in Figure 2. 

Figure 2.   Shapes modelled in F E analyses 
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The top three shapes in Figure 2 are existing designs representative of 
the broken prototype dolosse analysed above. The bottom three shapes 
are new shapes aimed at strengthening the fluke-shank intersection. The 
dolosse all have a waist ratio of 0,36 while the height (H) was varied to 
ensure that all shapes had the same mass. The large chamfer extends to 
the middle of the shank and the angle between the chamfer and the shank 
is equal to the angle between the chamfer and the fluke. This gives a 
chamfer size of approximately 0,16H at a waist ratio of 0,36. The large 
fillet also extends to the middle of the shank which results in a radius of 
approximately 0,19H at a waist ratio of 0,36. Two different shapes 
incorporating the large fillet were tested. For the first shape the sides of 
the fillet consist of flat surfaces while for the second shape the sides of 
the fillet are rounded to intersect the shank and fluke smoothly. 

Static Finite Element Analyses 

A series of static finite element analyses was performed in order to 
compare the maximum principal tensile stresses for each of the six dolos 
shapes. Linear elastic material behaviour was assumed and the results are 
thus only applicable up to the initiation of cracking. The following material 
properties were used: Density 2400 kg/m3, Young's modulus 27 GPa, 
Poisson's ratio 0,17. 

The loading and boundary conditions applying to dolosse on a 
breakwater are extremely varied and complex and cannot therefore be 
reproduced in a deterministic finite element analysis. Only three simplified 
loading conditions (Figure 3) were analysed. The hanging load case was 
assumed to represent the shank fractures near to a fluke (40% of 
prototype fractures - refer to Figure 1). The fluke load represents the 
straight and diagonal fluke fractures (38% of prototype fractures) while the 
torsional load represents the torsional shank failures (11% of prototype 
fractures). 

The surface stress distributions for the six dolos shapes due to the 
hanging load case are shown in Figure 4. The stress concentration in the 
sharp intersection can clearly be seen. The larger 0,16H chamfer does not 
reduce the stress compared to the 0,057H chamfer, due to the stiffer 
response of the larger chamfer. The lowest stress occurs for the 0,19H 
fillet with flat sides, due to the fact that this shape results in a slightly 
wider fillet than the 0,19H fillet with rounded sides. The torsional plots 
(Figure 5) show that the 0,16H chamfer again performs poorly. The 0,19H 
fillet with rounded sides shows the lowest stress. The 0,19H fillet with 
flat sides has a relatively sharp intersection between the flat sides and the 
shank which increases the stress in this area. 
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Hanging load Fluke load 

VSS£!S!S- uaaaf 
Him 
miff win F=Weight/2 

Torsion load 

Figure 3.    Static load cases 

Figure 4.    Principal tensile stresses - Hanging load case 

Stress reduction factors were determined for each shape relative to the 
sharp intersection. These reduction factors were then weighted based on 
the relative frequency of each failure mode. 11 % of the prototype failures 
occurred away from the fluke-shank intersection and this weighting was 
therefore applied to all the shapes.  The results are summarlised in Table 1. 
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Figure 5.   Principal tensile stresses - Torsional load case 

Load case 

Geometry of fluke-shank intersection 

Sharp Fillet 
(0.04H) 

Chamfer 
(0.057H) 

Chamfer 
(0,1 6H) 

Fillet.flat 
(0,1 9H) 

Fillet,round 
(0.19H) 

Stress reduction 
factor relative to 
sharp shape 

Shank 1,00 0,51 0,33 0,34 0,24 0,26 

Fluke 1,00 0,52 0,38 0,47 0,29 0,30 

Torsion 1,00 0,49 0,44 0,52 0,49 0,41 

Weighted 
reduction factor 
(weighting in 
brackets) 

Shank (0,40) 0,40 0,20 0,13 0,14 0,09 0,10 

Fluke (0,38) 0,38 0,20 0,15 0,18 0,11 0,11 

Torsion (0,11) 0,11 0,05 0,05 0,06 0,05 0,04 

Other (0,11) 0,11 0,11 0,11 0,11 0,11 0,11 

Total reduction factor All 1,00 0,56 0,44 0,48 0,37 0,37 

Table 1:  Stress reduction factors for static loading 

The two 0,19H fillet shapes show total static reduction factors of 0,37 
compared to the sharp shape, 0,66 compared to the 0,04H fillet and 0,84 
compared to the 0,057H fillet. In general, these modifications to the 
fluke-shank intersection do not reduce the torsional stresses as 
significantly as the stresses due to the hanging and fluke loads. This 
corresponds to the prototype breakages, where fillets or chamfers were 
found to increase the relative proportion of torsional failures. 



1394 COASTAL ENGINEERING 1994 

Dynamic Finite Element Analyses 

The response of the six dolos shapes to dynamic impact loading was 
also compared. The load case selected was the drop test (Burcharth, 
1981). The material was modelled as linear elastic and no yield of the 
impacted surface was allowed. The implicit method of time integration 
was used with a constant time step of 5 /JS, which is approximately a 
quarter of the time required for a stress wave to travel between the 
integration points in an element. 

The maximum principal tensile stresses occurred at the fluke-shank 
intersection, as illustrated in Figure 6. The computed stress reduction 
factors relative to the sharp intersection are presented in Table 2. These 
factors are similar to those computed for the static loads. 

1,1 ms after impact, magnification factor = 1000 

Figure 6.  Tensile stress distribution during drop test. 

Geometry of fluke-shank intersection 

Sharp Fillet 
(0.04H) 

Chamfer 
(0.057H) 

Chamfer 
(0,1 6H) 

Fillet.flat 
(0,191-1) 

Fillet,round 
(0.19H) 

Drop test reduction 
factor 

1,00 0,54 0,45 0,51 0,32 0,34 

Table 2:   Stress reduction factors for dynamic loading 
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Conclusions 

89% of prototype dolos breakages were found to occur near to the 
fluke-shank intersection. The static and dynamic tensile stresses at the 
fluke-shank intersection can be reduced by more than 60% by 
incorporating a large fillet extending to mid-shank. Although little 
difference in performance was found between the flat-sided and the round- 
sided fillet, the round-sided fillet is preferred due to its superior torsion 
resistance. 

Applications and Future Developments 

The 0,19H fillet with round sides is being used for the repair of a 
number of breakwaters; the dolos sizes range from 7,5 to 30 t. A series 
of prototype drop tests has also been performed using 7,5 t dolosse with 
different fluke-shank intersections. 

An aspect that has not been tested is the influence of the 0,19H fillet 
on the hydraulic stability of the dolos. A comparison between the profile 
of this shape and the 0,057H chamfer does reveal a large difference - the 
effect on the interlocking is thus expected to be small. This assumption 
must, however, still be tested by means of physical model studies. 
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CHAPTER 101 

Influence of Wave Directionality on Stability of Breakwater Heads 

Y. Matsumi \ E.P.D. Mansard 2 and J. Rutledge3 

Abstract 

An experimental investigation was undertaken to investigate the 
stability of breakwater heads under uni and multidirectional wave attacks. 
Waves of normal and oblique incidence were used in the investigations and 
the stability results were assessed along with relevant measurements of 
wave surface elevation, measured in the proximity of breakwater heads. 

INTRODUCTION 

In spite of the growing number of multidirectional wave facilities around 
the world, breakwater designs are still evaluated using unidirectional regular 
or irregular waves, because it is widely believed that testing under 
unidirectional wave provides conservative results (i.e. overdesigned 
breakwaters). This may be true for the trunk section of the breakwater 
where the directional spread associated with the multidirectional seas tends 
to reduce the wave loads imparted on the structure. For the breakwater 
heads, this assumption is perhaps not valid. Because of the directional 
characteristics in multidirectional waves (i.e. 3D waves), some sections of 
breakwater heads may be exposed to larger wave heights than normally 
encountered under unidirectional waves (i.e. 2D waves). 

1 Associate Professor, Dept. of Social Systems Engineering, Tottori 
University, Tottori, Japan. 

2 Senior Research Officer, Institute for Marine Dynamics, National Research 
Council of Canada, Ottawa, Canada. 

3 Port & Marine Dept., Sandwell Inc., Vancouver, Canada. 
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Generally, under unidirectional waves of normal or oblique incidence, 
the head sections of breakwaters are more susceptible to damage than 
their trunk sections owing to the large wave heights and velocities that 
result from processes such as refraction, diffraction and shoaling on and 
around the head sections. Because of this, researchers such as Jensen 
(1984) and Vidal et al. (1991) suggest that the weight of stones for the 
heads should be about 1.5 to 4 times the weight of armour stones in the 
trunk section. 

Under multidirectional waves, the wave heights that a breakwater 
head section encounters through the various processes described above, 
are possibly made even larger due to waves directly attacking the breakwater 
from other directions. Therefore more wave loads are expected on the 
heads, resulting thereby in lower stability. 

EXPERIMENTAL SETUP 

Layout of the basin 

The physical model tests were carried out, at the National Research 
Council of Canada, in the multidirectional basin of the Coastal Engineering 
Laboratory of the Institute for Marine Dynamics. 

The basin used for this purpose has a length of nearly 20m and a 
width of 30m. Figure 1 shows a plan view of the experimental set-up. A 
sixty-segment wave generator is located along one of the 30m sides of the 
basin.    Perforated expanded sheet absorbers, capable of limiting wave 

SEGMENTED WAVE MACHINE 

,St-2 

—| /St-7 

mSHfe 
^St-8 

-St-9 
-St-10 

*—St-11 
I— 6 m —j       -St-12 

•     Wave gauge 

Figure 1.   Plan view of the experimental set-up 
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reflections to 5% for most frequencies of interest, are installed along the 
remaining three sides of the basin. A 5m long gate and a closure plate of 
similar length at the two extremities of the wave generator are generally 
used for techniques that intentionally use corner reflection for increasing the 
size of the homogeneous area (see Figure 1). 

Layout of wave gauges 

The water surface elevations were measured at 17 different locations 
indicated by dots in Figure 1. Eight offshore wave gauges were mounted on 
two frames as a three-gauge and a five-gauge arrays. The three gauge 
array was set up to analyze the reflection of unidirectional waves of normal 
incidence by the methodology of Mansard and Funke (1987). The five gauge 
array was used to analyze the directional characteristics of normal and 
oblique incidence multidirectional waves with and without the structure in 
position. The remaining nine wave gauges were placed in the proximity of 
the model at a distance of 0.5m away from the toe of the structure, at 
locations shown in Figure 1. (Note that St stands for wave gauge station). 

Layout of breakwater model 

The layout of the breakwater model had to be designed carefully in 
this study, for the reasons indicated below. 

Although sophisticated techniques have been developed to simulate 
the directional characteristics of the natural sea states inside laboratory 
environments, the area over which the sea state can be homogeneous in a 
wave basin is limited because of processes such as diffraction and reflection 
(see Sand and Mynett, 1987). Therefore careful consideration had to be 
given in order to ensure similar sea state severities along the entire breakwater 
section. For this purpose, use was made of the WAGEN model which could 
predict the watersurface elevation and kinematics of the sea states prevailing 
at different locations in the basin. This model, developed by Isaacson (1992), 
is based on the boundary integral equation and linear diffraction theory and 
can account for partial reflection from structures such as breakwaters. A 
sample output resulting from this program is presented in Figure 2. It illustrates 
the spatial distribution of wave heights in the basin without the breakwater 
model, under a multidirectional sea state. The expected wave heights 
presented in this figure were normalized with respect to target wave heights. 
Note that their maximum value is only 0.9. This is due to diffraction processes 
and can be increased by applying an amplification factor. It can be seen 
from this figure that the useful test area, over which the sea state is 
homogeneous, is limited by a triangular boundary. According to this figure, 
the best location for the model would be close to the paddle. However, 
since this wave basin is not yet equipped with active absorption, an optimum 
location which would simultaneously ensure an homogeneous sea state 
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and minimize re-reflections from the paddle had to be chosen. 
Since the model breakwater occupied only a portion of the basin 

width, reflected waves were expected to dissipate through diffraction 
processes before they are re-reflected by the paddles. Furthermore, since 
the proposed breakwater geometry had a symmetrical layout, it was 
considered justifiable to study only one of its head sections. Based on these 
different criteria, the model was located, as shown in Figure 1, at a distance 
of 9m from the paddle, and it was also offset by 2m from the center line. 

20 

15 

x 

(m) 

10 

- 

K- i^.uv »»j;*vj**i^aiiK-'g illlijl WAVE GENERATOR iilililiilG 
30 25 20 15 y(m) 10 

Figure 2. Spatial distribution of wave heights in the basin without 
the breakwater in place 

Characteristics of breakwater model 

Figure 3 shows both plan and profile views of the breakwater model. 
In order to achieve a better insight into the individual performance of the 
various breakwater components, nine sections of interest were separated 
from the total structure by using a steel frame with different components. 
Figure 3 shows the six trunk and the three head sections included in the 
study. The three head sections, called Front Head (FH), Middle Head (MH) 
and Back Head (BH), cover an area enclosed by an angle of 60° as shown 
in Figure 3. The remaining parts of the breakwater were covered with a 
steel mesh having square openings of 1x1 cm in size, in order to avoid 
rebuilding the entire breakwater after every test. 

The breakwater was of conventional type, composed of two layers of 
armour, a filter layer and a relatively porous core. Its height was 80cm and it 
performed as a non-overtopping structure in a water depth of 50cm. The 
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front and rear slopes were 1:2. Similar stone weights were used both in the 
trunk and head sections intentionally, in order to ensure high damage on 
the head section. One of the main reasons for this is that an accurate 
assessment of the wave height that causes small degrees of damage is 
generally difficult because of the experimental variability associated with 
effects such as interlocking (see Davies et al., 1994). 

Plan view of the model 
13 cm 

1   1*^-ARMOUR 
2 

Profile view of ttie model 

Figure 3.  Plan and elevation views of the breakwater model 

The characteristics of the core, filter and armour stones used in the 
experiments are presented in Table 1. The gradations of the armour stone 
were meticulously checked and the resulting Dn85/Dn15 ratio for the armour 
was 1.3. In order to differentiate the various layers, each layer of armour 
stone and the filter layer were painted with a unique color. With this color 
scheme, the level of damage in each section could be easily ascertained by 
visual observation and photographs. 

Measurement techniques 

The profiles of the trunk and head sections of the breakwater were 
measured using the electro-mechanical profiler described in Davies et al. 
(1994). The profiles taken in the direction normal to the wave paddle, were 
generally spaced 10cm apart in the trunk and head sections. The head 
section profiles were then converted into polar coordinates to obtain profiles 
every 5°. Since the head was subdivided into 3 sections, each covering an 
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area enclosed by 60°, an average of 11 profiles was used to quantify the 
damage in these sections. 

The eroded area in the head and trunk sections was computed after 
each test using average profiles of original and final cross-sections. The 
damage index, S, was then calculated by normalizing the eroded area with 
the square of the armour stone's nominal diameter. 

Besides establishing damage values by profile data, visual 
observations were also used to classify the degree of damage according to 
the four classifications suggested by Vidal et al. (1991): Initial damage, 
Iribarren's damage, start of destruction and destruction. 

To further assist the estimation of damage, color photographs of 
each individual section were taken after each test. In addition, video pictures 
were used to record the entire experiment. 

Table 1. Summary of the breakwater characteristics 

Wgg weight of armour (g) 118 

WgQ weight of filter (g) 15 

W50 weight of core (g) 2 

Dn50 nominal diameter of armour (cm) 3.54 

porosity 0.45 

length of trunk (cm) 600 

diameter of head (cm) 333 

crest breadth (cm) 13 

height of breakwater (cm) 80 

\1/3 Dn6o = ( W5o / Ps)     > Ps
: unit weight of armour unit 

TEST SERIES 

Table 2  indicates the characteristics of the waves used  in the 
experiments. The spectra were of the JONSWAP type with two different 
peak periods (Tp - 1.4s and Tp = 1.7s). The peak enhancement factor y was 
chosen to be equal to 3.3. The multidirectional waves were simulated using 
the well known Single Summation Method in order to eliminate spatial 
variability of sea states. Since the objective of this study was to assess the 
sensitivity of damage to spreading of the wave energy, the commonly used 
cos2s model was chosen for directional distribution. Values of s=2 resulting 
in cos4 and s=°° were applied to simulate multi and unidirectional waves 
respectively. In order to assess the influence of obliqueness, two different 
mean angles of incidence 8=0° and -15° were used, ensuring at the same 
time homogeneity of the sea state at all sections of interest. 
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In order to minimize statistical variability associated with short lengths 
of wave records, a recycling period of 20 minutes (in model scale) was used 
in the synthesis by the Random Phase Method. This length corresponded to 
about 1000 waves when Tp=1.4s and 850 for Tp=1.7s. The ratios of diameter 
of the head over wave length and length of trunk over wave length are 
indicated in Table 2. 

Eight test series were carried out using different combinations of 
spreading index and mean angle of incidence. In each series, the spectrum- 
based significant wave heights Hmo were increased from 5 to 15cm in steps 
of 2.5cm. Most of these sea states were pre-calibrated in the basin without 
the structure in position, while keeping all 17 gauges in place. 

Tests under each value of Hmo were run until the stabilization of 
damage. This was achieved in about 2000 to 5000 waves. 

Table 2. Characteristics of waves in experiments 

Spectrum TP 

(s) 
Y e 

(dog.) 

s TR 
(min.) 

N D/L Ti7L 

JONSWAP 1.4 3.3 0,-15 2, oo 20 1028 1.3 2.3 

JONSWAP 1.7 3.3 0,-15 2,00 20 847 1.0 1.8 

RE-REFLECTIONS IN THE TEST SET-UP 

The reflection characteristics of the breakwater were estimated by 
the NRC algorithm, under unidirectional waves of normal incidence. Figure 
4, which summarizes these results, shows the reflection coefficient, Cr, to 
be in the order of 20 to 25%. Although the steepness parameter, Hmo/L, 
used in the abscissa of the figure, incorporates the relevant wave length of 
the sea state, longer periods result in higher reflection coefficients. 

Table 3 provides a summary of wave heights measured under different 
experimental combinations for one particular severity of the sea state (i.e. 
Hmo=12.5cm). 

The description of the various parameters presented in this table is 
given below. 

Hmo is the target significant wave height; 
Hmo_no        is the significant wave height measured without the structure 

at the gauge 2. (This is the middle gauge in the 5 probe array); 
HmCLwith      is the significant wave height measured during the experiments 

by the gauge 2; and 
Hmo,i is the incident wave height resolved by reflection analysis. 
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This table shows that the estimation of the incident wave heights is 
within an accuracy of 2.5%, while the build-up of wave heights due to 
re-reflections is in the order of 3.6%. (This small degree of re-reflection was 
also confirmed by running some regular wave tests and monitoring the 
build-up). Because the reflection and the re-reflection were small in this 
set-up, it was considered justifiable to use the wave heights measured by 
gauge 2 with the structure in position, as the reference wave height in the 
stability analysis. 

Cr 

• 

• •   •  • 

• •               " 

- 

1 

•    h/L  =  0.1 503 

•    h/L  =  0.1945 

1 
0.02 0.04 

Hmo/L 
0.06 

Figure 4.   Reflection characteristics of the breakwater 

Table 3.    Comparison between different estimates of the significant 
wave heights when the target Hmo=12.5cm 

Wave condition HmO 
(cm) 

Hm0_no 
(cm) 

Hm0_with 
(cm) 

HmO.i 
(cm) 

2D normal waves 12.5 12.83 13.30 12.53 

2D oblique waves 12.5 12.83 13.71 

3D normal waves 12.5 12.81 12.33 

3D oblique waves 12.5 13.04 13.25 

RESULTS OF BREAKWATER STABILITY 

The analysis of the results from these eight test series, on the stability 
of the relatively large number of test sections is still proceeding. This paper 
presents some of the first findings on the stability of head sections. A 
complete presentation of the results will be given in Matsumi etal. (1995). 
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Influence of wave periods 

Given the difference in wave lengths under the two peak periods, 
substantially different patterns of wave diffraction were found in the two 
cases. In fact, along the trunk section, the non-uniform pattern of damage 
reported by Vidal et al. (1991) was also found in this study under unidirectional 
waves. (All results related to trunk sections will be presented in Matsumi et 
al., 1995). For the head sections, the difference in stability between uni and 
multidirectional waves was relatively small when Tp was equal to 1.4s. 
Numerical simulation of wave heights and kinematics is required to provide 
a better insight of the influence of wave period. Therefore in the next section, 
only those results that correspond to 1.7s will be discussed. 

Comparison between the damage under unidirectional waves with normal 
and oblique incidence 

In order to facilitate the interpretation of stability results, the significant 
wave heights measured at different locations in the proximity of the heads 
were computed and normalized with respect to the significant wave height 
measured at gauge 2. (The rationale for using the 2nd gauge was discussed 
earlier). 

Figure 5 shows the results of the wave height ratios and the resulting 
stabilities for unidirectional waves under normal and oblique incidence. 
Although the difference in the values of significant wave heights realized 
under normal and oblique wave conditions is small, the stability results 

show more damage under oblique waves with 0=-15°. 
In order to achieve a better understanding of these results, the 

numerical model WAGEN, described earlier, was used. Assuming a partial 
reflection of 30% from the breakwater, the horizontal velocity components in 
the x and y directions were computed using a regular wave of 1.7s. (Note 
that x direction is normal to the wave machine, and y direction is parallel to 
it). 

Figures 6a and 6b show the resolutions of the dominant directions of 
velocity components under normal and oblique wave conditions respectively. 
It can be seen that these are directed towards the FH section under oblique 
waves, while under normal waves they wrap around the section. This focussing 
pattern is believed to be responsible for causing higher damage in FH 

section when §=-15°. 
In order to explore the reasons for similar increase in the damage of 

MH and BH sections, a refraction analysis was carried out using simple 
cases of regular waves. The intervals between wave rays were found, in 
this analysis, to be narrower under oblique waves, implying more 
concentration of energy and thus resulting in lower stability. 

The higher damage on the front head under unidirectional waves is 
however not common for traditional structures. According to Jensen (1984) 
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Figure 5. Comparison of significant wave heights around the head, and of 
damage index, under unidirectional normal and oblique waves 
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the most susceptible section for damage is at angle of about 90° to 135° 
relative to the incident wave direction. However for berm breakwaters, which 
are generally composed of smaller stones than those used in conventional 
structures, Jensen and S<j)rensen (1991) report damage to the front head 
sections. It is therefore possible that the reason for the higher damage in 
this study is the small gradation of stones used intentionally to cause larger 
degrees of damage. 

inn 

(a)  Normal Wave 
Tp=1.7s 
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(b)  Oblique Wave 
Tn=1.7s 

Figure 6.    Dominant directions of velocity components under normal and 
oblique waves (Regular wave T=1.7s) 

Comparison between damage under normal uni and multidirectional waves 

Figure 7 shows a comparison of the significant wave heights around 
the head for normal uni and multidirectional waves. It can be seen that the 
directional spread under multidirectional waves has increased the wave 
heights on the head sections. This implies higher wave loading under these 
waves, and the stability results presented in this figure also confirm this fact. 
However, the difference in damage between uni and multidirectional waves 
is  largest in the  MH section when  Hmo was equal  to  12.5cm.  Under 
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damage index, under uni and multidirectional normal waves 
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unidirectional wave attack, the damage is found to be uniform near the 
waterline because of the high velocities generated by refraction, shoaling 
and diffraction processes. In the case of multidirectional waves, the co- 
existence of the above processes added to the incidence of oblique waves, 
has resulted in severe spot damage near the boundary between the MH 
and BH sections (i.e. 90° to 135°). Figures 8 and 9 present the photographs 
corresponding to these damages. 

For Hmo=10cm, it is difficult to find any difference between the results 
of uni and multidirectional waves. The reasons for it are unclear, but are 
possibly due to experimental variabilities found under low degrees of damage. 

To achieve a better insight into the reasons for the increased damage, 
some velocity measurements were made at St9 and St11, as a continuation 
of the present study, by the principal author at the Tottori University. The 
results indicate that the y-component velocities under 3D waves are larger 
by nearly 1-1/2 to 2 times the values measured under 2D waves. These 
findings support the stability results presented above. 

Comparison between damage under oblique uni and multidirectional waves 

Under oblique incidence, the multidirectional waves result in large 
significant wave heights on the middle and back head sections in comparison 
to the heights obtained under 2D seas. The resulting damages do not 
display a consistent trend except in the MH section where higher damage 
was observed under 3D waves when Hmo was equal to 12.5cm. However, 
the velocity measurements described earlier clearly display larger y- 
component velocities under 3D waves. 

For the FH section, the damages under unidirectional waves are 
larger than those caused by multidirectional waves (see Matsumi et al. 
1995). 

CONCLUSIONS 

In this particular test program, some correspondence was found 
between the wave heights measured in the proximity of the heads and the 
resulting damage. A clearer picture emerged when the x and y components 
of the velocity field were analyzed. 

The front head section of the breakwater suffered substantial damage 
under all combinations of sea states owing to the small gradation of stones 
used in the tests. For waves of normal incidence, damage on FH section 
was larger under 3D waves due to directional spreading. However, with 
0=-15°, the trend was opposite (i.e. unidirectional waves induced more 
damage). 

The MH section is more prone to damage under 3D waves because 
of the co-existence of processes such as refraction, diffraction and shoaling, 
along with the possibility of direct attack from other directions. 
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Further analysis of wave kinematics at the Tottori University as a 
continuation of this test program is expected to provide a better insight into 
the damage pattern. 
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CHAPTER 102 

COST-EFFECTIVENESS OF I) ARMOR BREAKWATER 

Josep R. Medina,1 Member ASCE 

ABSTRACT 

The cost-effectiveness of conventional and D-armor breakwaters are 
compared. Initial cost and capitalized anticipated damage during the lifetime of the 
structure are the basic elements to be considered in the economic optimization 
problem. A four level structural response function and a linear initial construction 
cost estimation are used to define the economic function. An exponential 
approximation to the return period of the design wave storm with an uncertainty 
factor is used to estimate the economic impact of the wave climate uncertainty. 
Finally, the adaptative design concept is introduced considering the advantages of 
designing for repairing and monitoring breakwaters after construction. 

INTRODUCTION 

During the last two decades, a variety of large mound breakwaters have 
failed in many regions of the world. The Working Group PIANC-PTCII (1985) 
analyzed more than 160 mound breakwaters all over the world. 28% of the large 
breakwaters (depth> 10 m., and Hs> 6.5 m.), and 60% of the very large 
breakwaters (depth> 12 m., and Hs> 8.5 m.) reported, were damaged after or 
during construction. Most of them were built with special concrete armor units. The 
position of mound breakwaters worldwide may be worse, because some of the most 
famous breakwater failures were not analyzed in the report (see Farrow, 1988). 
Some breakwaters like Sines (Portugal) at 50 m. depth were totally destroyed; other 
breakwaters like Bilbao (Spain) were partially damaged forcing expensive reparation 
and reinforcement works. These experiences generated a worldwide lack of 
confidence in the optimistic extrapolation of the design techniques of the sixties to 
new deep water conditions. The last decade has been characterized by the critiques 
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and controversy among different designers, constructors, researchers, and 
laboratories about the collapse of the old design techniques and the necessity of a 
significantly improved updated methodology to design mound breakwaters. We are 
now in a transitional phase between a traditional design methodology with a weak 
scientific and technical support, and a variety of new methodologies with weak real 
experimental support. 

The cost-effective optimization of rubblemound cross sections requires an 
estimation of a variety of economic factors during the structural life cycle: initial 
construction cost, maintenance cost, economic losses due to the functional 
performance, capitalized costs to cover structural damages, and economic losses 
associated with total failure. Medina(1992a) presented a new design of a 
rubblemound breakwater cross section named the "D-armor breakwater", which 
showed similar resistance in the laboratory to the initiation of damage than 
conventional design but a significant increase of resistance to total failure. The 
characteristics of the D-armor design appears to be cost-efficient to face high 
uncertainties of the design wave conditions at the construction site. In this paper, 
a comparative analysis of the cost-efficiency of conventional and D-armor cross 
sections is presented. The D-armor breakwater shows a higher cost-effectiveness 
when uncertainty of design wave conditions and economic losses due to breakwater 
destruction increase. 

A continuous effort has been developed towards a better understanding of the 
structural and hydrodynamic factors affecting the stability of rubble-mound 
breakwaters. There are two main goals of the research effort: a) New calculation 
procedures for a more reliable and accurate estimation of the structural response 
during the lifetime to optimize the designs; and b) New designs to reduce the 
construction cost, maintenance and risk of failure in its lifetime. 

The design waves of a variety of maritime projects can only be estimated 
assuming large uncertainties. On the other hand, there are still significant 
differences in the calculation procedures proposed by different authors to estimate 
the structural response of conventional breakwaters for given wave conditions (see 
Medina, 1992a). Additionally, a number of concrete armor unit designs have been 
proposed and used in conventional cross sections. However, some of the most costly 
failures involved the use of special concrete armor units (Sines, San Ciprian, 
Tripoli, Arzew, Giona Tauro, etc.). Finally, some new breakwater cross sections 
are being proposed to reduce construction cost or to increase armor resistance. 
However, some failures have been reported recently (St. Paul berm breakwater) 
with only a few unconventional breakwaters actually built. This paper focuses the 
attention on the economic evaluation problem associated to breakwater cross 
sections. 

A variety of alternative designs to the conventional rubblemound breakwater 
cross section have been proposed. The S-shape and berm type breakwaters are the 
most popular unconventional designs. In spite of the limited number of prototypes 
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built according to these new designs. There is an increased number of laboratory 
results which indicate some of their advantages. However, the current practice for 
the design and construction of mound breakwaters is conservative. The frequent 
breakwater failures, the unknown risks associated with designs that lack 
experimental verification, and a general aversion to risk of most decision makers, 
may explain the general opposition of designers to adopt radical changes in the 
classic mound breakwater cross section. This paper describes the economic 
comparative analysis of conventional and the D-armor breakwater concept that could 
be extended to other breakwater designs. The general goal is to provide an objective 
evaluation of the economic niche of each design concept. The D-armor breakwater 
seems to be a robust solution to face large uncertainties associated with long term 
wave actions at a construction site. 

D-ARMOR: A ROBUST DESIGN 

Fig. 1 shows the cross sections corresponding to the Conventional (SPM, 
1984), S-Shape (Ergin et al., 1989), and D-armor breakwater (Medina, 1992a). This 
paper compares the cost-effectiveness of D-armor and conventional mound 
breakwaters; the D-armor section reshapes to an efficient S-shape armor near the 
total failure point, and appears to be a reasonable first step towards a convenient 
evolution from the old conventional breakwater to more efficient designs. 

a) 

c) 

Figure 1.-      Rubble-Mound Breakwater Cross Sections: a)Conventional; 
b)D-Armor; and c)S-Shape. 
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The D-armor model showed a similar initiation of damage, but a significant 
higher resistant capacity to total failure. Using the definition of armor damage 
proposed by Medina( 1992a), for a structure with as much as 50% more armor 
erosion capability before total failure, it may be reasonable to consider a "initiation 
of damage" range as the identifiable damage below the extra active armor area of 
the D-armor section. Fig. 2 shows the failure functions corresponding to 
conventional and D-armor breakwater with a 2/3 reduction in the armor weight to 
equalize the total failure point. On the other hand, the failure function suggested by 
SPM(1984) for rough quarrystones fits the line 
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Figure 2.-      Equalized  Failure Functions  of D-Armor  and  Conventional 
Breakwaters. 

The sensitivity analysis included in the methodologies proposed by 
Medina(1989, 1992b) for the optimization of rubblemound breakwater cross 
sectional designs, increases the cost-efficiency of the resistant capacity to total 
failure, and the flexible structural response to wave attack shown by D-armor. On 
the contrary, a cost-efficient breakwater design, having brittle structural response, 
requires a reliable estimation of design wave conditions during its lifetime. From 
a structural point of view, the D-armor breakwater is similar to a conventional 
design with a significant increase of the armor thickness in the area where the mean 
water level crosses the external armor profile of uniform slope. Figs. 1-a and 1-b 
show the cross sections corresponding to the conventional and D-armor breakwaters. 
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Before damage, the external profile is the same; however, when armor erosion 
increases, the D-armor design progressively transforms to an S-shape breakwater 
(see Fig. 1-c). Because of this characteristic, the structural performance is similar 
to the conventional breakwater at low levels of armor erosion, but the reshaping 
process significantly increases the resistance capacity as an S-shape breakwater. 
Therefore, the D-armor design has the large structural response flexibility required 
to face the high levels of uncertainty usually associated with the design wave storms. 
Contrary to the conventional or S-shape breakwaters, the D-armor breakwater is 
designed to reshape significantly during its lifetime. 

From the economic point of view, the structural response of conventional and 
D-armor breakwaters may be classified in four levels: (I) No armor movement, (II) 
Identifiable but acceptable armor movement (no repair needed), (III) Partial damages 
(repair needed but no port disruption), and (IV) Total failure (port disruption and 
breakwater reconstruction needed). Table 1 shows the H10/HD=0 limits defining the 
structural response of conventional and D-armor breakwaters. 

RESPONSE Conventional D- Armor 

I - II 0.87 0.87 

II - III 1.00 1.25 

III - IV 1.65 1.89 

Table 1.-       H10/HD=0   Corresponding  to   the   Threshold   Levels   Between 
Different Structural Response Stages. 

Most breakwaters are built at a construction site where the long term wave 
climate or the maximum water depth (MSL to sea bed) can only be estimated with 
large uncertainties. In those cases, low risk and economically-efficient solutions 
demand robust designs with a flexible structural response having a wide margin 
between initiation of damage and total destruction. To face large uncertainties in 
wave action, economic optimization leads to very conservative and expensive 
designs for brittle structural responses, and to less expensive and safer designs for 
flexible structural responses. In those conditions, the D-Armor breakwater seems to 
be a reasonable first step for a safe migration from the inefficient conventional 
breakwater to new structural and cost-efficient designs. It appears to have about the 
same construction cost at prototype scale, with higher stability and structural 
flexibility, making it appropriate to face high uncertainties in the design wave 
conditions at the construction site. Therefore, it seems to be a reasonable 
economically-efficient alternative to the conventional design in both deep and 
shallow waters. 
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BREAKWATER COST-EFFECTIVENESS 

Three decades ago, Van der Kreeke and Paape(1964) proposed a 
methodology to optimize breakwaters, considering initial construction cost and 
capitalized anticipated damage. The optimum design was dependent on the lifetime, 
the failure function and the long term wave climate. Mol et al.(1983) analyzed the 
failure of the breakwater at Port Sines (Portugal) and found the uncertainty of the 
wave climate to be an important factor to be taken into consideration when 
designing large breakwaters. A similar conclusion was found by C.E.L.(1983), 
demonstrating the impact of the uncertainty of long term wave climate on the cost 
of breakwaters in deep water conditions. Recently, Burchart(1991) reviewed design 
innovations and research contributions, remarking the importance of the procedures 
for estimating the uncertainties associated with wave data sets, extrapolation from 
short data samples and lack of knowledge of the long term distributions. 

The uncertainty of the long term wave climate, not taken into account in 
breakwater design, has been found to be responsible of major breakwater failures 
in the past decades. The estimation of the wave climate uncertainty and the use of 
safety coefficients, is a first step towards a better rationalization of the optimum 
breakwater design problem. More elaborate probabilistic methods, considering 
estimated uncertainties of the principal wave climate parameters, are the natural 
evolution of the methods for optimization the breakwater design. During the next 
decades a significant effort will be made worldwide to reduce the uncertainty of the 
long term wave climate. Therefore, right now it is necessary to use methods and 
breakwater designs to face large uncertainties in deep waters. 

The cost-effectiveness of alternative breakwater cross sections have to take 
into account not only estimated initial cost and risk to failure during the lifetime, but 
also the estimated uncertainty of the principal wave climate variables and the 
procedures to take advantage of monitoring programs for updating the estimated 
anticipated capitalized damage during the lifetime. The cost-effectiveness of 
structures with brittle response in deep waters is critically dependent on the 
reliability and uncertainty of long term wave climate. On the contrary, the structures 
with a flexible response are not so critical to a precise description of wave climate. 
Furthermore, an adequate monitoring program after construction can provide 
valuable information for a precise evaluation of risk during the lifetime, including 
additional works of repair and reinforcement. 

If it is not possible to minimize the uncertainties of the wave climate which 
critically affects the risk of failure during the lifetime, it is reasonable to face those 
uncertainties with robust designs and reinforcement strategies based on adequate 
monitoring programs. The first years after construction may be the best one to one 
scale test, since most failures of most breakwaters occurs during this period. An 
adequate design and monitoring program may be useful to limit the risk of failure 
and to optimize the breakwater design. 
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Initial Construction Cost 

The initial construction cost of a breakwater depends critically on the 
technological and geological conditions. Although the model tests referred to 
rubblemound breakwaters of quarrystone, it will be assumed that the failure 
functions are also a reasonable first approximation for large mound breakwaters with 
robust concrete armor units. Some of the largest mound breakwaters with robust 
concrete armor units (cubic o parallelopipedic blocks) are built on the Spanish coast. 
Two typical Spanish breakwaters are selected to define a reasonable initial 
construction cost function: l)"Dique del Este" in the Mediterranean Port of 
Valencia, and 2)"Dique de Zierbana" in the Atlantic Port of Bilbao. 

Del Moral and Berenguer(1980) published the optimization methodology 
applied to the "Dique del Este" of the Port of Valencia. The water depth was about 
14 m and the Hsl00 = 8.5 m. The authors proposed several cross sections following 
the Irribarren's design criteria for different design wave conditions (Hsd). Because 
both monetary and wave climate parameters have different meaning in different 
countries and years, the costs have been made dimensionless by the cost 
corresponding to the design for one hundred year return period. The design wave 
storm have been made dimensionless by that corresponding to one the hundred year 
return period. In the case of Valencia, the following linear function was fitted: 

Co^sd) ~ co(Hsioo) 1 + 1.1 "sd    "slOO 

H slOO 

(2) 

where C0(Hsd) is the initial construction cost for a design significant wave height of 
HS(1, and Hsl00 is the significant wave height for one hundred year return period. In 
the Cantabric Sea open to the Atlantic Ocean, Uzcanga and Gonzalez(1992) defined 
pre-designs for the "Dique de Zierbana" in the Port of Bilbao. The water depth was 
about 25 m. and the Hsl00 =12 m.. The function that fitted the cost estimation 
provided by the authors was: 

co(Hsd) ~ co(Hsioo) 1 + 1.5 
Hsd-H slOO 

H„, 
(3) 

Fig. 3 shows the dimensionless initial construction cost functions for the 
cases of Valencia and Bilbao. In the following, the initial construction cost of Bilbao 
will be used for the economic analysis of conventional and D-armor breakwaters. 
The economic function used to analyze the cost-effectiveness will be based on the 
initial construction cost function and the long term wave climate function containing 
an uncertainty factor. With these two basic elements, the economic problem will be 
reduced to define an economic function with the capitalized anticipated damages due 
to damages and risk to failure during the lifetime. 



D-ARMOR BREAKWATER 1419 

1,3 

1,2 

1,1 

1,0 

0,9 

0,8 

0,7 

0,6 

0,5 

n 

I           I 

/        S C(Hsd)/C(Hs100) 
/ 

^ 

^ 

 - - Valencia 

\ 
>•! 

_    R ilb 

^/ 

/ 
 1 

II9U/II9 IUU 

I 
6 0,7 0,8 0,9 1,0 1,1 1,2 

Figure 3.-      Dimensionless Initial Construction Cost Functions Corresponding 
to Mound Breakwaters Built in Valencia and Bilbao. 

Wave Climate 

There are a variety of statistical methods for estimating the long term wave 
climate to be considered in breakwater design. However, both data and methods 
have an evolution in time changing the "best" estimation to be considered in design. 
As an example, Copeiro(1978) published a long term wave climate for Bilbao which 
may be approximated by the following exponential approximation for the return 
period: R « exp(Hs-7.5). Some years later, the Spanish Ministry of Public Works 
published a recommended manual for maritime design (ROM 0.3-91) with a long 
term wave climate for Bilbao which may be approximated by: R » exp(Hs-6.8). 
In the future, it is reasonable to assume that both methods and data will contribute 
to modify the recommended long term wave climate for different locations. 

In a specific location, in a given year, only an approximation to the real long 
term wave climate will be available, if that long term wave climate really exists. In 
addition to the number of sources of risk and uncertainty affecting the long term 
wave climate of a specific location, some doubts still remain about the interannual 
stationarity of the wave climate. Therefore, a reasonable way to take into 
consideration the global uncertainty in the long term wave climate, is to define a 
model for the return period affected by an uncertainty factor, /J. The higher the /?, 
the higher uncertainty on the estimated return period for the given location is 
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considered: If 0=0, no uncertainty is considered for the wave climate. 
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Figure 4.-     Return Periods of Conventional and D-Armor Responses. 

Taking as a basis an exponential approximation of the return period with a 
reasonable parameter, say R « exp(Hs-7.5), an ensemble of possible scenarios with 
different return period functions may be considered. Eq. 4a shows the family of 
return period functions to be considered and Eq. 4b the return periods to be 
considered depending on the uncertainty factor. 

Ri(Hi)»exp(H.-7.5 + pG>1H,1(10) (4a) 

R(H„P) ; E[<v<Bltfc]=0,k*0;o„=l 
(4b) 

Eqs. 4a,b defines a one-parameter exponential function for the return period 
in which the parameter is considered a Gaussian random variable with a mean given 
by usual wave climate estimations and a standard deviation, a(/5Wj)=|8, given by 
qualitative assessment considering all sources of risk and uncertainty involved in the 
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designing process. Figure 4 shows the return periods corresponding to the structural 
response limits shown in Table 1 for conventional and D-armor breakwaters. 

Economic Function 

Using the design guidelines of Iribarren, Del Moral and Berenguer(1980) 
proposed a number of economic ratios that were considered in the economic 
evaluation of the Valencia breakwater. The most important ratios were: l)Cost of 
the conventional armor = 45% cost of the conventional breakwater, 2)Value of 
properties defended by the breakwater ~ 400% cost of the breakwater, 3)Cost of 
partial repair « three times the initial construction cost, and 4)Cost of total 
reconstruction ~ twice the initial construction cost. In addition, comparing the 
volume of armor stones used by Medina(1992a) in the conventional and D-armor 
breakwater, two additional ratios may be used in the economic function: 5)Cost of 
D-armor « 50% cost of the conventional breakwater, and 6)Cost of the D-armor 
breakwater = 105% cost of the conventional breakwater. 

In this paper, the economic function of both conventional and D-armor 
breakwaters are based on the economic ratios given above, the initial construction 
cost given by Eq. 3, the structural responses given by Eq. 1 and Table 1, the long 
term wave climate given by Eqs. 4a,b and the following anticipated capitalized 
formula to cover risk of failure 

CL(Hsd)=C0(Hsd)+ac (l+i)L-l 
i(l+i)L 

(5) 

in which L is the lifetime of the structure, ac is the annual cost to cover the risk of 
failure, C0 is the initial construction cost (including maintenance and monitoring in 
lifetime), CL is the total cost (including repair and risk of failure), and i is the 
interest rate. The first component of Eq. 5 is an increasing function with the design 
significant wave height, because a larger and more expensive breakwater is required 
to resist a stronger design wave storm. On the contrary, the second component of 
Eq. 5 is a decreasing function, because the risk to failure decreases when the design 
significant wave height increases. Eq. 5 have a minimum value which corresponds 
to the optimum economic design point; however, the optimum design point depends 
on the selection of /S, i, and L, which are based on engineering judgement. Fig. 5 
shows the economic functions (L = 100 and i=5%) of conventional and D-armor 
breakwater for different values of /S. The total cost has been normalized by the 
initial construction cost of the conventional breakwater for the one hundred year 
return period significant wave height, C0(Hsl00). The design wave height, Hd, is 
related with the design significant wave height by Hd = 1.27 Hsd, which 
corresponds to the H10 of the design storm. 
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BETA = 0.1/BETA = 0.2 

Figure 5.-      Dimensionless   Total   Cost   of   Conventional   and   D-Armor 
Breakwaters (L=100, i=5%). 

The optima points with minima costs shown in Fig. 5 are sensitive to the 
subjective selection of L, i and (i. Therefore, the economic description of the 
conventional and D-armor alternatives would require not only the economic 
functions, but also a sensitivity analysis of the factors decided on the basis of 
judgement, specially /S. A preliminary qualitative analysis of the economic functions 
shown in Fig. 5, shows an increase in the total cost for both the D-armor and 
conventional breakwaters when /? increases. However, D-armor is more efficient 
because its economic function for /S=0.2 (high uncertainty) is similar to the 
economic function of conventional breakwater when /5=0.0 (no uncertainty). 

UNCERTAINTY AND ADAPTATIVE DESIGNS 

According to Medina et al.(1994), most breakwater failures occurred during 
construction or within a few years after construction. It is obvious that the 
construction phase and the few years after construction, offers a unique opportunity 
for a reliable estimation of the risk of failure during the lifetime. An adequate 
monitoring program may provide a reliable basis for a decision of re-design or 
structural reinforcement or repair program during the lifetime. Robust designs with 
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flexible structural responses, like those shown in Table 1, are appropriate to put a 
limit on the risk to total failure during the monitoring phase. On the basis of robust 
designs, adaptative designs could be considered in advance to take full advantage of 
the information obtained during the monitoring phase after construction. 

The adaptative design concept may be associated with designing for repairs. 
In other words, if it seems impossible to design for no damage during the lifetime, 
the best alternative is to design for having damage during the first years after 
construction. If the damage actually occurs, a structure designed to be repaired will 
have to be repaired. In addition, a reliable estimation of risk of failure will have 
been obtained during the monitoring phase during and after construction until partial 
damages were reported. If no damage is observed after construction, the reliable 
estimation of risk of failure during the lifetime obtained from the monitoring phase, 
will provide the guarantee that a supposed underdesigned breakwater is safe enough 
for the given lifetime. The economic advantage of the adaptative design concept is 
so evident than some engineering design strategies applied in practice may be 
considered in this category. 

Two adaptative design alternatives were evaluated on the basis of the D- 
armor cross section, which was found to be robust enough to be appropriate for 
testing the new concept. Figs. 6 show the cross sections of the conventional and the 
two D-armor sections with short and long berm. The sections were very efficient 
in economic terms with 1.5:1 slope and less armor stone than the conventional 
breakwater. In order to analyze the structural performance of the two adaptative D- 
armor designs of Figs. 6, series of 2-D experiments were conducted at the UPV 
wave flume (30x1.2x1.2 m), divided in two parts to test simultaneously a 
conventional and a D-armor cross section with berm. A transparent glass divider 
was used for the verification of the same wave attack on the two cross sections 
during the experiments. Seven minutes of random wave generation of PM using the 
DSA-FFT method produced between 200 and 300 waves depending on the Ir value 
of the run. An Iribarren's number for random waves defined as Ir=[tan 
j3]/[2irHm0/gT02

2]0-5 was constant for all the runs of each test; two different values 
of Ir were used for each test (Ir= 2.5, 3.0). Starting from the zero-damage design 
wave height, H10=Hd=12 cm, the wave height was increased 10% each run 
(H10=Hd [l.l]

k; k=l,2,...7). After the seventh run, the sections were re-built to a 
2/1 slope, to continue the experiment until total failure of the armor layer. 

The berm were found to be reasonably stable, but the behavior of the armors 
were different than expected in the pre-design phase. The section with short berm 
showed more resistance to total failure than the section with long berm. After the 
reinforcement, neither the section with short berm nor the section with long berm 
show a significant increase of the resistance to total failure shown by the D-armor 
breakwater with a 2/1 slope (Medina, 1992a). On the contrary, the conventional 
breakwater increased the resistance to failure after the reinforcement. Additionally, 
the volume of armor stones required to reinforce the conventional breakwater was 
significantly lower than the volume required for the sections with berm. Therefore, 
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the preliminary analysis of results, of the experiments on the two adaptative designs 
shown in Figs. 6, suggests than both the conventional and the original D-armor 
breakwater with no berm may be a better adaptative design alternative than those 
shown in Figs. 6. 

3Hd 

Figure 6.-      Breakwater Cross Sections: a)Conventional, b)D-Armor with 
Short Berm, and c)D-Armor with Long Berm. 

CONCLUSIONS 

The cost-effectiveness of conventional and D-armor breakwaters are 
compared considering different uncertainty levels on the wave climate. In deep 
water conditions, robust designs with flexible structural responses, monitoring 
programs and adaptative design strategies after construction, appears to be the 
rational elements for economic optimization of breakwater design. 
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CHAPTER 103 

THE CORE-LOC: OPTIMIZED CONCRETE ARMOR 

Jeffrey A. Melby, A.M. ASCE and George F. Turk1 

ABSTRACT: This paper outlines the development and initial 
testing of a new optimized armor shape, called CORE-LOC, that 
balances and optimizes engineering performance features such as 
hydraulic stability, strength, and layer porosity. The new shape has 
significantly reduced design stresses over many existing shapes, yet 
has superior interlocking and therefore greater stability. The unit 
has internal maximum tensile stress levels of approximately half that 
of dolosse and, therefore, should not need reinforcement. For over 
1000 flume tests, the core-loc has demonstrated two-dimensional 
no-damage stability numbers over 7 and Hudson stability 
coefficients over 250. In nearly all tests, the core-loc layer could 
not be damaged up to the wave height-period capacities of the 
flumes. A site-specific three-dimensional stability test of the 
proposed Noyo, California, offshore breakwater showed a stable 
no-damage stability number of 2.7 for Hs or a Hudson stability 
coefficient of 13 when the core-loc armor layer was exposed to 
repeated attack of a very severe design-level storm. The unit has 
been designed to be used alone or as a repair unit for dolosse. 
Core-loc-repaired dolos model slopes showed improved stability 
over the original dolos slopes. Finally, through reduced volumes, 
the core-loc layer is substantially more economical than all other 
commonly-used randomly-placed armor. 

INTRODUCTION 

The U.S. Army Corps of Engineers (USAE) maintains over 1500 rubble 

1) Research Hydraulic Engineers, Coastal Engineering Research Center, USAE Waterways 
Experiment Station, Vicksburg, MS, 39180 
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structures, 17 of which are protected by concrete armor units. Seven additional 
concrete armor layer projects are planned or are in the preliminary design phase. 
The Corps has primarily used dolos and tribar armor units but has also used 
tetrapods, quadripods, blocks, and tetrahedrons. Interest in concrete armoring has 
increased in the U.S. recently because stone quarries are becoming inaccessible due 
to increasing environmental constraints. Also, the existing armor shapes have not 
performed well, with significant breakage due to instability and structural fragility 
(Melby and Turk 1994a). 

Recently, significant inroads into understanding slender armor unit 
structural response have been made. Terao et al. (1982), Burcharth (1981), and 
Melby and Turk (1994b, 1994c) developed and verified armor impact scaling 
criteria. Zwamborn and Phelp (1990) made measurements of prototype impact 
response. Timco and Mansard (1982) discussed scaled tensile strength modeling. 
Howell (1988), Melby and Howell (1989), Howell et al. (1990), and Kendall and 
Melby (1990, 1992), discussed the first measurements of internal strains in in-situ 
prototype dolosse as part of the Crescent City Prototype Dolos Study. These 
measurements led to the calibration for hydrodynamic loading of load cell 
instrumentation, similar to that developed by Scott et al. (1986), for laboratory 
measurement of dolos structural response (Markle 1990). 

One of the primary conclusions from the Crescent City study was that the 
maximum wave loading-induced stresses were less than the static mean stress, for 
large dolosse. So static stresses dominate the structural design of stable non- 
rocking dolosse. This made accurate measurements of static strains very 
important; but the prototype data were insufficient to quantify static response 
because only 17 prototype dolosse were sampled and accurate quantification of the 
static response statistics requires a tremendous number of permutations of random 
boundary conditions, slope, and armor unit position on the slope. 

Melby and Turk (1994b, 1994c, 1995) made large-scale measurements of 
26-kg dolos static, wave loading, and impact strains to fill in the missing pieces in 
the dolos structural response quantification. Although these data are still being 
analyzed, they showed that the impact strains are very large and dolos movement 
should be avoided. 

Recently, reasonable design methods for stable dolosse have been proposed 
based on the prototype and large scale measurements discussed above (Melby 1990, 
1993, Melby and Turk 1992). Yet concrete armor breakage surveys of USAE 
breakwaters and jetties, combined with the existing structural data, have produced 
conclusive evidence that armor unit structural and hydraulic stability response can 
be improved significantly through small modifications in armor shape (Melby and 
Turk 1994a). This is therefore the focus of the research reported herein. 

DEVELOPING NEW ARMOR SHAPES 
The Corps has an ongoing research effort to develop optimized concrete 

armor shapes.  The optimal armor engineering characteristics are summarized as 
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follows: 

a. High hydraulic stability in a single-unit-thickness layer on any 
slope. Reserve stability for wave conditions exceeding the design 
event. 

b. Hydraulically stable with no rocking, even when broken or 
following renesting resulting from local instability. 

c. Efficient combination of porosity and slope roughness to dissipate 
the maximum amount of wave energy with the minimum armor 
volume over a critical range of wave periods. 

d. Hydraulically stable when placed as a repair with other shapes. 

e. Low internal stresses, so no reinforcement required. 

/. Constructable casting yard forms and armor layers (need to be able 
to construct armor layer in low visibility water.) 

g.        Uses minimal casting yard or barge space. 

h.       Utilizes conventional construction materials and techniques. 

A new series of concrete armor units, called the CORE-LOC, was recently 
developed at the USAE Waterways Experiment Station Coastal Engineering 
Research Center with the above features as prerequisite (Melby and Turk 1993, 
1994d). The unit has a balance of the above engineering features such that the 
armor layer performance is maximized while the armor layer costs are minimized. 
The core-loc appears to have improved engineering performance due to a balance 
of the hydraulic stability, structural strength, wave energy dissipation, and 
constructability. The armor layer costs are reduced through less concrete and 
fewer and smaller units. The core-loc was designed to be placed in a single-unit- 
thick layer on steep or shallow slopes. The unit interlocks well on any slope and 
even interlocks well with dolosse, providing an efficient repair unit for those 
dolosse slopes in need of repair. 

CORE-LOC ENGINEERING CHARACTERISTICS 
The core-loc armor unit and its engineering characteristics are shown in 

Table 1 and Figure 1. Table 1 also gives a comparison with dolos. The design 
parameters, such as the packing density and volumes, are defined using the 
traditional Shore Protection Manual (SPM 1984) methodology. 
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Table 1.   Engineering Characteristics of the Core-loc 

Unit Volume Number 
of 

Layers1 

Poro- 
sity 

Layer 
Coeffi- 
cient 

Packing 
Density 

Typical 
Slope 

Number 
of Units2 

V n Pas% k. * cota N./C2 

Core-loo 0.2240C3 1 66 1.6 0.54 1.5 1.46 

Dolos 0.1561C3 2 56 0.94 0.83 2.0 2.86 

Footnotes 
1. The two dolos armor layers are always constructed as a single layer but n = 2 corresponds 

to ka = 0.94 in equations 2 and 3. 
2. Here the number of units is given per square armor unit dimension. 

c - 1.0 

A  - 0.180 

B  - 0.3B0 

, D  = 0.643 

E - 0.256 

F - 0.182 

J  = 1.013 

TOP  VIEW 

-17- 

RIGHT SIDE VIEW 

FRONT VIEW 

Figure 1.  Core-loc Dimensions and Engineering Characteristics 
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CORE-LOC STRUCTURAL RESPONSE 
Finite element method (FEM) structural analyses have been done to 

compare the structural response of core-Iocs to dolos, accropode, and tribar for 
several loading modes. The model and analysis specifications are shown in Table 
2 for the FEM analysis. The FEM grid is shown in Figure 2. An example 
loading, shown in Figure 2, imposed the worst case flexural condition with one 
outer member fixed rigidly along the outside surface and the load applied to the 
end of the opposing member. This condition generated the maximum flexural 
stresses at the internal intersection on the units. The load was equal to the armor 
weight, which was 9 tonnes. Another pure flexural loading, a pure torsion 
loading, and a combined torsion and flexural loading were also analyzed. For the 
other pure flexure load condition, the load of 9 tonnes was applied transversely at 
the center of the outer member while the opposing member was held rigid. For the 
torsion loading, four 4.5-tonne loads were applied to the four outer member tip 
ends to generate the maximum twisting force on the unit. The unit was pinned at 
the center for this case. For the combined loading case, two 9-tonne loads 
imposing torsion and flexure, were applied to one outer member end while the 
opposing member was held rigid along its entire length. FEM results are shown 
in Table 3. 

Table 2.  Finite Element Model Properties 

Model Properties Fully three-dimensional linear elastic model with about 
2000 nodes and 1500 elements, depending on the unit 
shape. 

Armor and Material Properties Armor Weight, W = 9 tonnes 
Modulus of Elasticity, E = 3.5*10" MPa 
Poisson Ratio, v = 0.21 
Specific Gravity, S = 2.33 relative to fresh water 

Table 3.  FEM Static Stress Comparison 

Load Case Stress. o„ MPa 

Core-ioc Dolos Accropode Tribar 

Torsion 1.12 2.08 1.52 2.98 

Flexure - fluke tip load 1.12 2.41 1.52 3.36 

Flexure - fluke center 
load 

2.10 3.42 - - 

Combined flexure and 
torsion 

1.91 3.83 - - 
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CORE-LOC 

Load 
Boundary 
Condition 

DOLOS ACCROPODE 

Figure 2.  Loading and Boundaries for Flexural Stress Comparison of Core-loc, 
Tribar, Accropode, and Dolos. 

As illustrated in Table 3, for equivalent weight units, the core-loc maximum 
tensile stress for static loads ranges from 34% to 62% that of dolos. The 
maximum core-loc tensile stress is 74% for torsion and 74% for flexure that of 
accropode, and 38% for torsion and 33% for flexure that of tribar. 

CORE-LOC HYDRAULIC STABILITY TEST RESULTS 

Two-Dimensional Hydraulic Stability 
The first proof-of-concept tests of core-loc hydraulic stability were two 

dimensional and showed the unit to be exceptionally stable, with no damage 
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measured for Hudson stability coefficients over 300 (stability numbers, Ns, over 
7). The tests were done in a 0.6-m-wide flume with the structure 30 m from the 
wave generator. A wide range of monochromatic wave conditions were tested. 
The waves were generated by an electro-hydraulic powered, computer-controlled, 
bottom-hinged paddle. The approach slope was 1V:20H for 5 m seaward of the 
structure, 1V:16H for 2.4 m, flat for 6.7 m, and 1V:33.3H to the generator pit. 
Two three-electrical-capacitance-gage arrays were used to measure water surface 
elevations near the wave generator and at a position 3 m from the structure toe. 
The incident and reflected waves were resolved using the method of Goda and 
Suzuki (1976). The armor layer was composed of 220 g core-Iocs (Table 4) on a 
slope of 3V:4H with a stone underlayer mean weight of 41 g and a stone core mean 
weight of 2 g. The core had a very low permeability and was therefore more 
critical to armor stability. The maximum wave conditions are summarized in Table 
5. The armor could not be damaged up to the limit of the wave generator for 
nearly all tests. The only instability, the first entry in the table, appeared to be due 
to low randomness in the armor placement. It was noted during all tests that only 
a few of the units on the slope were rocking, and then only slightiy, even for the 
most severe wave conditions. 

Table 4.  Model Core-loc Specifications 

c B J A Mass Volume Specific 
Gravity 

cm gram cm3 

7.2 2.7 8.0 1.5 220 93.2 2.35 

Dimensions are defined in Figure 1. Initial model units not 
and had slightly different geometry than shown in Figure 1 

chamfered 

Table 5.  Summary of Initial Stability Test Results for Maximum 
Wave Conditions 

Depth 
at 

Toe 
(cm) 

Wave 
Period 

at Gage 
(sec) 

Incident 
Wave 
Height 
(cm) 

Reflec- 
tion 
Coeff 

Movement Stability 
Number 

N. 

Stability 
Coeff 

Ko 

46 1.38 36 0.23 1 % Displ 6.0 159 

46 1.78 32 0.51 none 5.3 111" 

46 1.26 45 0.27 none 7.5 321* 

38 1.58 36 0.38 none 6.0 163" 

38 1.96 31 0.51 none 5.1 102" 

38 2.09 18 0.61 none 3.0 21" 

* Wave generation capacity limited, no instability 



CORE-LOC 1433 

Carver and Wright (1994) carried out a much more comprehensive series 
of two-dimensional hydraulic stability tests of the core-loc and also could not 
damage the armor layer for significant wave heights corresponding to stability 
numbers over 7 (Hudson stability coefficients over 250). These tests were done 
in a 1-m-wide section of an 3.3-m-wide flume 75 m long. The remainder of the 
flume width was left clear for waves to be dissipated on a rock wave absorber on 
the rear wall of the flume. A second section of 1 m width was filled with an 
identical dolos structure for comparative tests partially through this test series. 
Monochromatic and irregular waves were generated by an electro-hydraulic 
powered, computer-controlled, horizontal-displacement paddle. For the irregular 
waves, the spectra were of the TMA type. Incident and reflected waves were 
resolved from water surface measurements made with two sets of three electrical 
capacitance wave gages, again using the methods of Goda and Suzuki. The test 
parameters are summarized in Table 6. The approach slope was at 1V:100H for 
6.5 m seaward of the structure, 1V:75H for 34 m, and flat for 15.2 m to the 
generator pit. The wave gage arrays were positioned near the wave generator and 
3.3 m from the structure toe. 

Table 6.  Flume Stability Test Parameters 

Structure Height 0.9 m 

Structure Base Width 2.7 mfor 1 V:1.33H and 3.0 m for 1V:1.5H 

Structure Slopes 1V:1.33Hand 1V:1.5H 

Mean Armor Mass 219B 

Mean Underlayer Mass 45 g 

Mean Core Mass ig 

Number of Waves per Test "1000 

Water Depths at Structure Toe 36 and 61 cm 

Incident Wave Heights, H• 4.6 to 39 cm (61 cm depth) 

Peak Period, T„ 1.5 to 4.7 sec 

Surf Sim. Param, ^ 2.13 to 15.9 

Relative Depth, d/L„ 0.012 to 0.175 

Wave Steepness, H„./L 0.001 to 0.098 

For these tests, several parameters of relative measure were calculated 
including the surf similarity parameter or Irribarren number, £ = tan a / 
(HmJLJ1/2, the relative depth, d/La, and the wave steepness, Hmo ILB. Here a is the 
structure front slope angle, Hmo is the incident wave height at the shallow gage 
array, L0=2jt/gTp

2 is the deep water wave length computed from the peak period 
at the shallow gage array, and d is the structure toe depth.  The ranges of these 



1434 COASTAL ENGINEERING 1994 

parameters are also summarized in Table 6. 
The researchers made note of the fact that the units showed almost no 

movement on the slope, including in-place rocking. It seems likely that the units 
would therefore have a very low probability of experiencing impact stresses. Also, 
in the dolos and core-loc side-by-side tests, the reflection coefficients from the 
core-loc slope were almost indistinguishable from those of dolosse, indicating that 
existing dolos reflection and runup design information could be used for 
preliminary estimation of reflection and runup on core-loc slopes. 

These early tests showed that the core-loc armor layer was two- 
dimensionally stable for wave heights far exceeding those causing damage to most 
other armor shapes. It was noted that a conservative design would never specify 
armor weights using very high stability coefficients, such that the non-interlocked 
armor stability was significantly different from the interlocked stability, because 
of the risk of catastrophic failure. Therefore these tests show that the core-loc 
armor, when designed conservatively for two dimensional situations, such as on a 
revetment, will have considerable reserve stability beyond the design wave or when 
repeatedly subjected to the design wave. 

Three-Dimensional Stability 
Although generic three-dimensional stability tests have not been done, 

several site-specific studies have been completed. Smith et al. (1994) carried out 
three dimensional stability tests of a core-loc armor layer for a site-specific test of 
the proposed Noyo, California Harbor offshore breakwater. This site is subjected 
to depth limited 7 to 9 m breaking waves repeatedly each winter, and therefore 
provided a very good test of core-loc stability. Also, the breakwater is subjected 
to very high flow velocities that are due to wave focussing from several surface- 
piercing pinnacles just off the seaward toe. 

Three-dimensional stability tests of the Noyo breakwater were carried out 
at a geometrically undistorted scale of 1:50 with molded bathymetry. The model 
offshore breakwater was scaled from prototype dimensions of 122 m length 
between two round head centers and initial crown widths of 9 m on the large head, 
6.1 m on the small head, and 7 m in between. The slope of the breakwater was 
1V:1.5H. The initial storm series consisted of 17 tests of 15 minutes model, 106 
minutes prototype, each with a succession of 13, 17, and 20 second peak period 
waves of increasing significant wave heights from 3.4 to 8.4 m (Storm I). The 
maximum wave height was depth limited. The primary armor tested consisted of 
approximately 500 28-tonne core-Iocs on the large head and 500 17-tonne core-Iocs 
on the small head. 

The core-Iocs were stable for two successive Storm IA wave series (the 10 
highest energy series from storm I) and began to unravel after being subjected to 
an additional three Storm IB series, each consisting of the 3 highest energy series 
in Storm I. It appeared that the primary damage was instigated by toe instability, 
particularly in areas of wave focussing, due to erosion of the toe apron. The 
stability number corresponding to the larger core-loc was 2.7 for the highest Hs 
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(Hudson stability coefficient of 13). 
The design waves tested above were considered to be quite conservative, 

so a somewhat more realistic wave condition was also tested. The final storm 
series consisted of a five-Storm-IB sequence, except that the 20 sec, 8.4 m test was 
omitted from the middle three series. The apron was mostly stable for this 
sequence of storms, and only 4 core-loc units, or 0.4%, were displaced. In 
summary, the core-Iocs were stable for very high stability coefficients when 
repeatedly subjected to this very high energy design storm event. The core-loc 
structure was the only alternative to meet the required economic benefit-to-cost 
ratio and was accepted as the final design. 

Dolos Repair Tests Using Core-loc 
A short series of two-dimensional stability tests was conducted to determine 

the comparative stability between dolos and a dolos slope repaired with core-Iocs. 
The tests were done in shallow water with a 1.5-m-wide fronting reef in the same 
0.6-m-wide flume described above. The structure was 17 cm high with a front 
slope of 1V:1.5H. Monochromatic waves were generated producing a maximum 
incident wave height of 22 cm and period of 3.75 sec in a depth of 17 cm at the 
structure. A very high wave height-to-depth ratio occurred at the structure because 
the fronting reef was narrow relative to the wavelength; therefore, the wave height 
was not stabilizing before it hit the structure. Approximately 180 waves were 
generated per run. The number of wave cases and complexity of this experiment 
were kept to a minimum for this proof-of-concept test. 

For the dolos stability tests, 97 dolosse were placed at a packing density of 
0.83. The armor mass was 125 g. For these tests, 15 units were displaced and 
most of the dolosse were mobile during the tests. The Hudson stability coefficient 
for this case was approximately 61, but represented excessive damage. 

For the repair tests, the damaged dolos slope was repaired with 15 core- 
Iocs. The repair units were 145 g and were placed rather haphazardly along the toe 
and in two pockets on the slope. The remaining dolosse were not touched. This 
is not a recommended repair procedure but represents a worst case emergency spot 
repair. For this test series, 3 core-Iocs were displaced off the slope and 3 
additional dolosse were displaced. It was noted that the core-Iocs had interlocked 
and stabilized the original damaged regions on the slope. The displaced units were 
near the cap and were never interlocked. The additional core-loc weight 
contributed some to the increased stability of the dolos slope; but the effect was 
small because the incident wave heights were far greater than those corresponding 
to the non-interlocked stability threshold. The primary stabilization was from 
interlocking. For an actual repair, the same weight units would likely be used and 
the existing armor near the repair region would be removed from the slope so the 
core-Iocs could be interlocked with the dolos units as they were placed. It is 
expected that this more careful repair procedure would have resulted in a much 
more stable armor layer. 

Although very brief, these tests showed that the core-loc-repaired areas 
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were qualitatively more stable than the original dolos slope, and the higher 
structural strength of the core-loc further justify its use as a repair unit for dolos 
slopes. More extensive tests are being done to systematically quantify the stability 
of a core-loc-repaired dolos slope and to determine the most effective repair 
methods. 

CONCLUSION 
A new armor unit, called the core-loc, was discussed which solves the 

primary problems of existing randomly-placed units. The core-loc appears to have 
a unique balance such that the primary engineering performance criteria are 
maximized while the amount of concrete and number of units are minimized. 
These primary performance criteria are structural integrity, hydraulic stability, 
armor porosity, and constructability. A finite element study showed the core-loc 
maximum tensile stress for combined loading to be approximately 62% that of an 
equivalent-sized dolos. The study showed the core-loc maximum flexural and 
torsional tensile stresses to be slightly lower than those in an equivalently sized 
accropode. Several stability studies are discussed which show two-dimensional 
flume stability numbers over 7 (Hudson stability coefficients over 300) for long 
slopes. A three-dimensional site-specific study of the proposed Noyo, California, 
breakwater showed no-damage stability numbers of 2.7 (Hudson stability 
coefficients of 13 for H) for repeated exposure to severe design storms. A simple 
hydraulic stability test showed that core-Iocs would be effective at repairing dolos 
slopes. 

Finally, for general design based on Hs, Hudson stability coefficients of 13 
for the head and 16 for the trunk are preliminarily and conservatively 
recommended for core-Iocs. Using the stability coefficient of 13, for breaking 
waves on a head, and the recommended packing density of 0.54, the core-loc 
armor layer requires 47% less total volume than a dolos armor layer, 57% less than 
tetrapod, 51% less than tribar, and 24% less than accropode. 
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CHAPTER 104 

STABILITY OF ARMOR STONES OF A 
SUBMERGED WIDE-CROWN BREAKWATER 

Norimi MIZUTANI,1 Teofilo Monge RUFIN Jr.,2 and Koichiro IWATA 3 

Abstract 

The stable weight of armor rubbles of a submerged wide-crown break- 
water was analyzed in relation to the wave force acting. At first, stability 
models for armor rubble were derived based on the idealized spherical 
armor unit; then, the shape effect of armor stones on acting wave forces 
and stability was investigated experimentally. Based on the results, 
the proper modification of the stability models for spherical armor unit 
gives good estimate of the stable weight of armor rubbles. Furthermore, 
the shape effect on wave forces and stability is significant; whereas, the 
shape effect of armor rubble on the stable weight is relatively small. 

1. INTRODUCTION 

The submerged breakwater is a nature-conscious coastal protection work 
which takes the essential role in providing an agreeable environment of safety in 
coastal areas. This structure creates a calm sea and scarcely harms the coastal 
scenery nor obstruct the utilization of the sea for recreational and residential 
developments. In the design of submerged breakwater, an accurate estimation 
of stable weight of armor unit is deemed necessary. The stable weight of a 
rubble structure such as the rubble-mound breakwaters (e.g., Hudson et al. 
1958, 1959; Hedar 1986), composite rubble-mound breakwater (Brebner and 
Donnelly 1962), and artificial reef (Uda et al. 1989) were discussed and stability 
models were subsequently proposed. Most of the existing stability formulae are 
intended to correlate the stable weight with the wave height, and the relation 
between the stable weight and wave forces acting have not been discussed in 
detail. However, the stable weight of the armor unit depends largely on the 
acting wave forces; thus, it is necessary to relate the stability to the acting wave 
forces and its pertinent characteristics. Although there have been some studies 

'Assoc. Professor, D. Eng., Dept. of Civil Eng., Nagoya Univ., Nagoya 464-01, JAPAN 
2Graduate Student, M. Eng., Dept. of Civil Eng., Nagoya Univ., Nagoya, JAPAN 
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still water level 

Figure 1: Schematic diagram of submerged wide-crown breakwater. 

Table 1 Characteristics of sample armor stones. 

CLASS SHAPE D (cm) D /d W (g) S1/S2 L1/L2 

A 

sphere 

2.47 0.353 19.6 

1.0 1.0 
round^type 1.67 1.21 
flat-type 3.01 

2.85 
1.77 
1.22 edged-type 

B 

sphere 
round-type 
flat-type  
edged-type 

1.94 0.277 9.5 

1.0 1.0 
1.62 1.48 
3.14 1.43 
1.87 0.98 

C 

jsphere 

1.65 0.236 6.2 

1.0 1.0 
round-type 
flat-type 
edged-type 

1.62 1.31 
2.84 2.38 
1.56 0.94 

on wave forces acting on rubble stones of a rubble-mound slope breakwaters 
(Iwata et al. 1985; T0rum 1994), still the accumulated knowledge on wave 
force on rubble stones are very limited because of the complexity of the shape 
of stones. The present authors analyzed the wave force acting on a spherical 
armor unit which is an ideal shape of rubble stone, and then discussed and 
proposed a model for the stable weight in relation to the acting wave force 
(Mizutani et al. 1992; Rufin et al. 1993). This method, however, cannot be 
directly applied for the case of actual rubble stones without first clarifying the 
shape effect of rubble stone on stability and wave force. Hence, this paper- 
aims to present the wave force and stability of armor stones in relation to the 
shape effect, and then develop a method of evaluating the stable weight of 
armor rubble of a submerged wide-crown breakwater. 

2. EXPERIMENTAL SET-UP AND PROCEDURE 

The stability tests and the laboratory observations of wave forces acting 
on spherical armor unit and armor rubble stones on a submerged breakwater 
were carried out using an indoor wave tank (25m long x 0. 7m wide x 0.9 
m deep). The model of the breakwater was prepared using spheres and then 
performed with one made of natural stones, as shown in Fig. 1. Regular waves 
with different wave periods (T = 1.0 , 1.4, and 1. 8s) were generated in this 
experiment. 

For the stability measurement, the critical wave height of each sample of 
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RUBBLE STONE SAMPLES 

O,/rf = 0 35 /),/<* =0.28 Z),/d = 0.24 

St/St* i.n 

Equivalent sphere • • «CT 

_ 
Rouiid-typ<; stone • • • 

Edged-type htone ^ * • 

Flat-type stone S» «» • 

Figure 2: Stones samples. 

armor unit in each wave period was determined for every designated locations 
on the submerged breakwater. The critical wave height is defined as the mini- 
mum wave height required to move a given sample of armor unit. The samples 
of armor units were spheres with D/d =0.35, 0.28, and 0.28 and stones, 
as shown in Fig. 2, with the same volume with that of the equivalent sphere 
of three different shapes (round-type, flat-type, and edged-type), where 
D is the diameter of sphere and d is the crown water depth. Table 1 gives 
the characteristics of the sample armor units used in the investigation, where 
Si and S2 are the maximum and minimum lengths, respectively, and L1 and 
L2 are the maximum tangential and normal lengths, respectively. The deter- 
mination was made by generating series of experimental trials with different 
values of wave height until the critical wave height is attained. The armor 
sample was placed on the structure surface with the maximum cross-section 
parallel to the horizontal plane and the minimum cross-section normal to the 
wave incident direction. 

For wave force measurement, the horizontal and vertical wave forces (Fx, 
Fz) of each sample were measured for a given incident wave height (_ff/) and 
critical wave height conditions. The corresponding water surface elevations and 
horizontal and vertical water particle velocities (u and w) were also measured. 
Table 2 gives the experimental conditions. The wave forces were measured for 
the same placement except for a very small gap between the wave force meter 
and the surface of the structure. In the measurement of wave force acting on 
rubble stones, a prototype of the actual stone of interest with exactly the same 
shape was prepared by plaster cast and used as sensor on the wave force meter. 

3. WAVE FORCE ACTING ON ARMOR UNIT 

Regardless of wave period, shape, and size of armor units, the nondimen- 
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Table 2 Experimental conditions. 

ht/L 0.203 0.131 0.098 
-0.203 

-0.304 -0.152 -0.152 
sloping side -0.150 -0.102 -0.103 

-0.101 -0.051 -0.051 

x/L 
0.0 0.0 0.0 
0.101 0.051 0.051 
0.203 0.102 0.103 
0.304 0.152 0.204 

crown side 0.506 0.203 0.308 
0.761 0.307 0.512 
1.017 0.508 0.767 
1.268 0.765 
1.523 1.021 

mensional maximum wave force, Fxm/pgD2Hj, shows similar variation with 
the dimensionless distance, x/L, where /; is the density of water, g is the 
gravitational acceleration, x is the horizontal distance referred form the lead- 
ing crown-edge, positive in onshore direction, and L is the wavelength at the 
toe of the structure. As shown in Fig. 3, Fxm/pgD2.Hi increases with x/L 
and Hj/ht on the slope (x/L < 0) and attains a maximum value near the 
crown-edge (Rufin et al. 1994), where ht is the still water depth at the toe 
of the structure. On the crown (x/L > 0), Fxm/pgD2Hi decreases rapidly 
for wave breaking condition; whereas, Fxm/pgD2H] decreases gradually for 
non-breaking condition. Therefore, the nondimensional maximum wave force, 
Fxm/pgD2HI, for non-breaking condition is larger than the wave breaking 
condition. This may be attributed to the disturbance due to the wave break- 
ing and higher harmonic wave component generated on the crown. Similar 
tendency was observed for nondimensional maximum wave force in the verti- 
cal direction, Fzm/ pgL)2Hi, however, the variation with x/L and Hi/ht is not 
clear as compared with the horizontal wave force. Moreover, the figure shows 
that the onshore wave force is generally larger than the offshore wave force. 

The shape effect of stones is not sensitive in the variations of nondimen- 
sional wave forces with x/L. However, shape effect is very significant on the 
magnitude of wave forces. Figure 4 gives the comparison of wave force among 
various shapes of armor unit. For the horizontal wave force, the wave force 
on round-type stone is almost the same magnitude with the equivalent sphere. 
The wave force on edged-type stone, however, is much larger than the sphere 
and round-type stone. For edged-type shape, flow separation takes place eas- 
ier than the round-shape body because of the edges of stone, consequently, 
resulting to a larger drag force. On the other hand, the horizontal wave force 
on flat-type stone is generally small compared to the other types of stones. 
The method of placement wherein the smallest cross-sectional area faces the 
horizontal flow gives the flat-type stone the smallest projected area which re- 
sults to a smaller horizontal wave force. However, the vertical wa,ve force on 
flat-type stone is much larger than the other types of stone, because of very 
large projected area. This significant property is attributed to the variation of 
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(a)  plan view (b)   elevation 

Figure 5: Arrangement of spherical units. 

the cross-sectional area in the flow direction. 

COS/3 

4. STABILITY MODEL OF SPHERICAL ARMOR UNIT 

The stability models for spherical armor unit were derived by the present 
authors (Mizutani et al. 1992); however, the proposed models were applicable 
only for a given experimental conditions and not suitable for the case of the 
actual rubble stones. Therefore, in this study, a more general stability model 
for spherical armor unit for various types of movements were derived in the fol- 
lowing manner. By considering an element consisting of four spherical units of 
the most densely packed arrangement, as shown in Fig. 5, the possible move- 
ments of the sphere resting on top of the pyramid formed by the assemblage 
of these four spheres are rolling, sliding, and uplifting. For sliding and rolling 
movements, a maximum external force is required to move the sphere along the 
median line connecting the vertex of the triangle; whereas, a minimum exter- 
nal force is necessary to move the sphere along the median line connecting the 
base of the triangle. Furthermore, the case of the most movable arrangement 
of the exposed armor unit also depends on the direction of movement (onshore 
and offshore). Based on these methodologies, the theoretical models were 
developed for these two typical cases, CASE-I and CASE-II, as shown in Fig. 
6. The uplifting motion was not observed in the experiment proper for the 
given samples of armor unit, thus, the succeeding models were derived based 
on rolling and sliding movements only. 

By considering the balance of moments for rolling movement and balance 
of forces for sliding movement, as shown in Fig.    7, the following stability 
models for spherical armor unit on a submerged breakwater are summarized 
as follows: 
• Stability model for offshore rolling  (CASE-I) 

W[ > {(tan/?).Fn - [1 + (2e/D)/cos j3] Ft}m /(tan/? - tan£)(c 

• Stability model for offshore rolling  (CASE-II) 

(1) 

W2 > {(Un ,6) Fn - 2[1 + (2s/D)/cos/3}Ft}m/{t&n,8-2Une)(cos 6) (2) 
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wave direction 

(a)   CASE-I (b)   CASE-II 

Figure 6: Methods of placement. 

M0:overturning moment 
Mr:restoring moment 

Tc:friction 
Nc:normal 

force 

(a)   CASE-I (b)   CASE-II 

Figure 7: Balance of moments and forces. 
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• Stability model for onshore rolling  (CASE-I) 

w3 > {(tan/?)F?7. + 2[l + (2£/D)/cos,/?]Fi}m/(tan/? + 2tan^)(cos0) (3) 

• Stability model for onshore  rolling   (CASE-II) 

W[ > {(tan/?)Fn+[l + (2e/JD)/cos/3]Fi}m/(tan/? + tan6l)(cos^) (4) 

• Stability model for offshore sliding  (CASE-I) 

w, >        {(sin /? + n cos j3)Fn - (cos /? - JJ, sin /3)Ft}m 
6— (cos 0 sin/? — sin 0 cos/?) + /i(cos # cos/? + sin # sin/?) 

• Stability model for offshore sliding (CASE-II) 

, {(sin 13 + 2fj, cos (3')Fn - (cos /?-/;, sin ,/?')2^}m 
6 ~ (cos 0 sin ,8-2 sin 0 cos /?) + 2p(cos 5 cos /?' + sin 8 sin,/?') (6) 

• Stability model for onshore sliding (CASE-I) 

W <        {(sin,/? + 2/icos/?QJ1n + 2(cos/? - y, sin l3')Ft}m 
7 ~ (cos 8 sin /? + 2 sin 0 cos /?) + 2/i(cos 8 cos /?' - sin 8 sin /?') ^ 

• Stability model for onshore sliding (CASE-II) 

w, < {(sin/? + /i cos /?)f n + (cos /? - p sin/?)-FQm 
8 ~~ (cos # sin /? + sin 0 cos /?) + /j(cos 0 cos /? — sin 0 sin 0) 

where subscript „,, indicates the maximum value, Fn and Ft are the normal 
and tangential wave forces, respectively, /? and 0' are the contact angles defined 
in Fig. 6, fj. is the coefficient of friction, 8 is the slope angle of the submerged 
breakwater (8 — 0° on the crown), and s is the eccentricity and location of the 
center of action of wave force. In this study, the treatment of offshore rolling 
and offshore sliding for both CASE-I and CASE-II is the same with the work 
of Lee et al. (1990). 

Figure 8 shows the concept of the stability conditions. The domain bounded 
by the critical stability lines is the stable range; thus, in the case that the trace 
of wave force is inside the domain, the armor unit is said to be stable. However, 
as the trace of wave force touches the critical stability lines, the corresponding 
incipient movement occurs. And beyond the critical stability lines, unstable 
state of the armor unit is attained. 

The comparison between the calculated and experimental values of stable 
weight for CASE-I on the crown is shown in Fig. 9(a). By following the video- 
movement analysis, all movements were observed to be onshoreward rolling; 
thus, the corresponding critical weight given by Eq. 3 is used for the com- 
puted values. The calculated value, neglecting the eccentricity and friction, is 
obtained by substituting the time-varying wave forces into Eq. 3 and taking 
the maximum value, then, the maximum value for each run was plotted. Some 
scattering for each period was observed in the maximum wave force, and this 
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Figure 9: Estimated and experimental values for spherical armor unit. 

scattering is significant in the movement of the armor unit. On the slope, as 
shown in Fig. 9(b), both onshore and offshore rolling movements were ob- 
served; thus, the calculated values are based on these two movements. These 
two directions of rolling movements occurred because on the slope, downward 
movement is likely to prevail; however, the onshore wave force is generally 
greater than the offshore wave force, as described in Fig. 3, thus, onshore 
movement is also evident. Although there are some discrepancies between the 
calculated and experimental values because of the non-uniformity of the slope 
of the structure, the calculated values generally agree well with the experi- 
mental value. Thus, the models derived in this study express well the stable 
weight of the spherical armor unit. 

5. STABILITY MODEL OF ARMOR RUBBLE STONE 

A straightforward application of the stability formulae of the spherical 
armor unit to the armor rubble stone is quite difficult because the shape effect 
and contact angle vary for a given stone. Thus, some modifications with 
theoretical consideration and engineering point of view are considered. In 
this study, only the physical quantities which has a major influence on the 
movement of the armor stone were included. 

For rolling-type movement, the important quantities considered were the 
acting wave force and the moment-arm lengths. Representing the arm lengths 
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of the overturning and restoring moments by the maximum tangential and 
normal lengths, the following models were summarized and given as: 
• Stability model for  offshore rolling   (CASE-I) 

,      {Fn-LeS(l + e/L2K)Ft}m 
l~ (cos9- LeS sin 9) {> 

• Stability model for offshore rolling  (CASE-II) 

(12) 

„rl      {Fn - 2LeS(l + s L2K)Ft] 
2~ (cos9-2LeSsm9) {    ' 

• Stability model for onshore rolling  (CASE-I) 

w,>{Fn + 2LeS(l + s/L2K)Ft}m 

3 - [cos9 + 2LeSsm9) [    ' 

• Stability model  for onshore rolling   (CASE-II) 

w^{Fn + LeS{l + e/L2K)Ft}m 

~ (cos 9 + LeSsin6) 
For sliding-type movement, the acting wave force, friction and contact angles 
were considered important. However, the accurate estimation of the contact 
angle is complicated for the case of the actual stone. Thus, in the computation, 
the contact angle can be assumed equal to zero for conservative estimation. 
The following sliding models are summarized and given as: 
• Stability model for offshore sliding  (CASE-I) 

W> >        tfn(sin/? + /^cos/?) ~ ^(cosp-fJ-sm/3)}m 
J ~ (cos 9 sin /? — sin 9 cos j3) + /i(cos 9 cos j3 + sin 9 sin j3) 

• Stability model for offshore sliding (CASE-II) 

W  > t ^^ P + 2t" C°S ^  - 2Ft(-C°S P-V^ /?,)}m (14) 
6 ~ (cos 9 sin j3 - 2 sin 9 cos j3) + 2/i(cos 9 cos (31 + sin 9 sin /?') 

• Stability model for onshore  sliding   (CASE-I) 

, > {Fnjsinp + 2/icos/?') + 2Ft(cos/3 - ^sin/?')}m 
7 ~ (cos 9 sin /? + 2 sin 9 cos /?) + 2/i(cos 0 cos /?' - sin 0 sin /?') ^    ^ 

• Stability model for onshore sliding (CASE-II) 

W< >        {-Fn(sin /? + /i cos /?) + -Ft(cos j3 - ^ sin /?)}m . 
8 ~~ (cos 9 sin /? + sin 0 cos /?) + /i(cos 0 cos /? — sin 9 sin /?) 

where Le = L2/£i, 5* = cot/?, A' = cos/?/2, and the relation between the 
contact angles, /? and /?', is given by tan/? = 2tan/?'; for sphere, Le= 1.0. In 
the above mentioned formulae, W is the weight of stone in water, and for the 
weight of armor rubble stone in air, W, the following equation is given. 
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W = W' + pV = W'{l + —) (17) 
Ps 

where V is the volume of stone and ps is the density of stone. 

6. APPLICATION OF STABILITY MODEL 

The movements observed for armor stone were rolling and sliding with 
no uplifting movements. The type of movement depends largely on shapes of 
stones and location on the structure. On the crown, dnshoreward rolling was 
generally observed for round-type and edged-type of stones. For the case of 
flat-type stones, onshoreward sliding was generally observed for D/d — 0.236 
and 0.353; whereas, for D/d = 0.277 onshore rolling was always observed. 
Regardless of shape and size of stone, offshoreward movement was not observed 
on the crown. On the slope, only rolling motion was generally observed for 
round-type and edged-type of stones, the direction of movement was almost 
onshoreward because the onshore wave force is predominant over the offshore 
wave force. However, there are some cases that offshorewai'd movement was 
observed, since armor unit is easily moved in offshoreward direction (down the 
slope) due to gravitational effect. 

The validity of the derived models was examined by comparing the weight of 
each sample with the estimated weight. Although there is no clear classification 
of CASE-I and CASE-II for the actual stones, comparison between these two 
arrangements is made for analysis. 

For round-type stones on the crown, the model given by Eq. (11), as shown 
in Fig. 10(a), for onshoreward rolling for CASE-I generally gives a good esti- 
mate although small scattering of data was observed. Figure 10(a) also shows 
the comparison for the case of the edged-type of stones; the model based on 
CASE-I arrangement overestimates the actual value. This is attributed to the 
effect of interlocking between stones, thus, movement is relatively difficult for 
the same acting wave force. However, the model based on CASE-II arrange- 
ment can estimate well the stable weight of the edged-type stone. Therefore, 
the stable weight of the round-type and edged-type stones can be estimated 
by Eq. (11) and (12), respectively. The present results suggest that the shape 
effect is clearly recognized by referring to the arrangement of the spherical 
armor unit which is the basis of the models derived for rubble stones. Figure 
10(b) gives the comparison of stable weight for onshoreward sliding, in this 
study, /i = 0.60 is used. The model based on the contact angle of sphere, 
,6 = 35.26°, underestimates the actual values; whereas, the model with li = 
0 .0° gives good agreement. Therefore, the model based on CASE-I for onshore 
sliding with /3 =0.0° can estimate well the stable weight of flat-type stone. 

The onshore movements on the slope were also analyzed. Figure 11(a) 
shows the comparison between the actual value and the estimated weight based 
on CASE-I for round-type and edged-type of stones. Although the number of 
data is limited, the model estimate well the stable weight. The estimated 
weight based on CASE-II overestimates the stable weight.  On the slope, the 
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Figure 10: Estimated and experimental values for armor stones on the crown. 
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Figure 11: Estimated and experimental values for armor stones on the slope. 

shape effect of the edged-type stone was not so clear as in the case on the 
crown. This can be attributed to the contribution of the vertical wave force 
because on the slope the acting vertical wave force is almost upward when 
the onshoreward wave force takes its maximum value at incipient motion; 
consequently, the weight of stone is reduced, thereby, reducing the resistance 
against rolling. For flat-type stone, the model for offshoreward sliding based 
on CASE-I gives a good estimate of the stable weight, as shown in Fig. 11(b). 

Summarizing these results, the recommended models for each shape of 
stone are given in Table 3. 

7. SIMPLIFICATION OF STABILITY MODEL 

The proposed models express the stable weight as a function of both the 
tangential and normal wave force components. Thus, it is convenient to ex- 
press the stable weight a* a function of only one wave force component. The 
orthogonal wave forces are correlated by a linear relationship as given in the 
following equation. 
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Table 3 Summary of recommended stability models. 
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STONE 
SHAPES 

LOCATION MOVEMENT DIRECTION 
STABILITY 
FORMULA 

REMARKS 

ROUND 
TYPE 

SLOPE ROLLING 
ONSHORE Equation 11 

OFFSHORE Equation 9 

CROWN ROLLING ONSHORE Equation 11 

FLAT 
TYPE 

SLOPE SLIDING OFFSHORE Equation  13 P - 0.0° 

CROWN 
ROLLING ONSHORE Equation 11 

SLIDING ONSHORE Equation 15 p - 0.0° 

EDGED 
TYPE 

SLOPE ROLLING 
ONSHORE Equation 11 

OFFSHORE Equation 9 

CROWN ROLLING ONSHORE Equation 12 

Fn„ 4Ft„ (18) 

where 4> is the coefficient. This assumption is based on the experimental results 
that the movement occurs at the phase that the tangential wave force takes 
almost a maximum value. Then, if the normal wave force at the phase is 
expressed in terms of the tangential wave force, the normal wave force can be 
eliminated. Based on the result, the coefficient 4> is taken equal to unity for 
engineering point of view. This means that the normal wave force is almost 
the same magnitude with the tangential wave force, a phenomenon which 
corresponds to the most dangerous condition for armor stability. This result 
was confirmed in some cases but in other cases, the vertical wave force is 
overestimated. However, the variations of the maximum wave force for each 
wave period exist even in the case of the regular wave train, and this effect 
has a significant contribution in the stability of armor unit. On the other- 
hand, it is very difficult to estimate such variation of maximum wave force and 
mean value of the maximum wave force may be available as an input data. 
Consequently, the assumption, Fnm ~ Ftm, does not overestimate the stable 
weight, as shown in Fig. 12, where W'(t)m is the computed stable weight using 
the maximum time varying quantity of the right-hand side of the corresponding 
model, and W'(Ft)m is the computed stable weight using the relation that the 
maximum normal is approximately equal to maximum tangential wave force. 

Substituting the variation of maximum wave forces into the respective mod- 
els, depending on the arrangement, the distribution of the stable weight of 
typical shape of stone along the submerged breakwater is obtained, as given 
in Fig. 13. It is noted that there is no significant differences among the three 
shapes of stones, although the shape effect was evident in wave force and stabil- 
ity. This implies that the shape effect of armor unit has a. significant influence 
on wave force and moving limitations, but, for the case of stable weight, the 
shape effect due to the wave force and moving limitations cancel each other. 
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8. CONCLUSIONS 

Significant results are summarized as follows: 
(1) A general stability models were derived based on acting wave forces, moment- 
arm lengths and contact angles. 
(2) The vicinity around the crown-edge is revealed to be the most critical lo- 

cation on the submerged breakwater. 
(3) Large cross-sectional area enlarges the wave force. 
(4) To consider the moment-arm length and contact angle, the stability model 

for spherical armor unit can be applicable to the armor stone. 
(5) The stable weight is not so affected by the stone shape since the shape 

effect on the stability is offset by the shape effect of the acting wave force. 
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CHAPTER 105 

Wave Induced Flow around Submerged Sloping Plates 

Hitoshi Murakami1, Sadahiko Itoh2, 
Yoshihiko Hosoi3 and Yoshiyuki Sawamura4 

Abstract 

This paper deals with the hydraulic characteristics of two kinds of 

submerged plate type breakwaters. One is a plate with a gradual upward 
slope, the other is with a downward slope. The characteristics of the 
temporal and spatial wave induced flow and turbulence around a plate are 
discussed in detail on the basis of the result of the water particle velocity 
measured by the Laser Doppler Velocimeter. In addition, the effects of 
the plate length, the submerged depth of the crown and the inclination 
angle of a plate on the wave transmission, reflection and wave energy 
dissipation are discussed. 

Finally it is suggested that a plate with a gradual upward slope is 
effective not only for the control of wave absorption but also for water 
purification. 

Introduction 

For improvement of a much better environment in the coastal zone, 
various kinds of breakwaters have been designed in full consideration of 
the conservation of water quality, sediment and non-injury to the land 
scape. The artificial reef is a typical example of the breakwater designed 
for this purpose. However, it has been known that its crown width should 

l.Prof., Dept. of Civil Eng., Univ. of Tokushima,Tokushima, 770, Japan. 
2.Assoc. Prof., ditto. 
3.Prof., Dept. of Social Systems Eng., Tottori Univ., Tottori, 680, Japan. 
4.Kajima Corporation., Kagawa, 760, Japan. 
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be constructed widely in comparison with regular submerged breakwaters,if 
we expect the reduction of wave energy in an artificial reef. In covering 
the sea bed with the rubble mound in order to set up an artificial reef, the 
destruction of a good environmental condition of habitat would be a 
worry. Such fear will be removed in the case of submerged plate type 
breakwater. 

In recent years, the characteristics of wave reflection and transmission 
in submerged sloping plate type breakwaters have been actively investigated 
experimentally and theoretically (Aoyama et al,1988,Takahashi et al,1989, 
Yu et al, 1989,1991, Yamashita et al,1990). Unfortunately, we have no 
information on the characteristics of wave induced flow and the turbulence 
around a plate, though it would be important to understand the motion of 
water particles and behavior of eddies not only from the hydraulic viewpoint 
but also from an ecological point of view. 

Prior to this study, we have experimentally investigated the 
characteristics of the flow around both the vertical and horizontal plate 
type breakwaters (Murakami et al.,1992). 

Two kinds of submerged sloping plate type breakwaters are chosen in 
this study. First, the characteristics of wave transmission, reflection and 
wave energy dissipation are investigated for the two kinds of breakwaters 
which comprise the plate with a pradual upward slope and one with a 
gradual downward slope. Second, based on the results of the two direction 
components of water particle velocities measured by the Laser Doppler 
Velocimeter, the characteristics of the flow and the turbulence around a 
plate are discussed. 

Experimental Method 

A wave tank with a flap-type wave generator at one end, which was 
15m long, 20cm wide and 30cm deep, was used as shown in Fig. 1. The 
submerged plate models were placed at a distance of 9.15m from the 
wave generator. 

For convenience, the plate models with a gradual upward slope were 
named the A-type and ones with a gradual downward slope the B-type. 
The rear edge of the plate was in water. It did not touch the sea bottom in 
all of the experiments. The submerged depth d was defined as the water 
depth from the front edge of the plate. The water depth h and the wave 
period T were kept at a constant of 15cm and 0.65sec, respectively. 
Consequently, the wave length L was 60cm. 

The wave heights were measured at the points a, b and c to obtain the 
reflection and the transmission coefficients. 
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Fig. 1 Experimental Apparatus 

On the other hand, both the horizontal and the vertical water particle 
velocities were measured separately by the Laser Doppler Velocimeter 
(SYSTEM9100-3, KANOMAX) at 93-94 points around the plate. The 
change of water surface elevation was also measured at the same time 
above a measured point of the velocity. 

Experimental conditions were shown in Table I. In the table , the 

minus sign for the inclination angle of the plate 6 was assigned to the 
A-type, a plus sign to the B-type. 

Table 1 Experimental Conditions 

T=0.65sec, h=15cm, L=60cm, h/L=0.25 

1) Experiment of Wave Absorption     2) Experiment of Water Particle Velocity 

H/L 0.029 0.062 0.075 H/L 0.062 
d(cm) 

d/h 
1.5 
0.1 

3.0 
0.2 

4.5 
0.3 

d/h 0.2 
1/L 1/3 1/2 

l(cm) 
1/L 

15 
1/4 

20 
1/3 

30 
1/2 

eo -10, -5, 0, 10, 20, 30 10 

eo -10,-5,0, 10, 
20, 30, 40 

-10,-5, 0 
10, 20, 30 

-5,0, 
10,20 
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The effect of the relative plate length 1/L and the relative submerged 
depth d/h on the wave energy dissipation have already been discussed for 
the horizontal plate (Murakami et al,1992). The dimensions of the models 
were determined with reference to these studies in this paper. 

Analytical Method 

The incident and the reflected wave heights were separated by Goda's 
method from the wave record at point a and b in Fig. 1 (Goda et al, 1976). 
Using these results and the transmitted wave height, the coefficients of 
the transmission kT and the reflection kR were obtained. The wave energy 
dissipation rate £ was calculated by the following equation. 

s^l-k,2-^2 (1) 
Let's describe how to obtain the water particle velocity and the turbulent 
intensity at a measured point. 

From the data of each velocity component which consists of the horizontal 
velocity U and the vertical one V, the data corresponding to a train of 30 
waves were used for the analysis. Each averaged velocity component 
(U,V) and each turbulent component (u'=U-U,v'=V-V) at an arbitrary 
phase of a wave period were obtained as mentioned hereunder. 

First, one wave with T=0.65sec was divided into 50 phases, the 
components of the velocity and the turbulence at each phase were obtained 
by calculating the average value of 30 waves at each phase. Second, the 
velocity (^TP+V2 ) and the turbulent intensity (j u'2 + v'2)at a measured 
point were obtained by the composition of each component. 

Characteristics of Wave Absorption 

1) Wave Profile Transformation 
Fig.2(l) shows only one example of the spacial wave profile 

transformation with time in the case of l/L=l/3, d/h=0.2, 6 =-5° in the 
A-type. 

With the installation of the plate, the wave profile gradually changes 
with regard to time. By the wave breaking on the plate, the wave height 
decreases immediately. After that, the wave induced flow rolls beneath 
the plate. Then, an eddy with air bubbles can be observed there. Such 
patterns are periodically repeated. 

The transmitted wave height is attenuated from this figure. 
Fig.2(2) shows this in the case of the B-type. When an incident wave 

reaches right at the front edge of the plate, the wave profile is compulsorily 
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transformed there. Though the wave crest becomes sharp for a while, the 
wave does not break and the transmitted wave height does not decrease 
so much as in the A-type. 

(l)A-type (2)B-type 

Fig.2 Wave Profile Transformation 

2) Characteristics of Transmission, Reflection and Wave Energy 
Dissipation 

Fig.3 shows the characteristics of the transmission coefficients kT in 
d/h=0.2. The results in the A-type and the B-type are plotted in the minus 
and the plus region of the inclination angle 6 , respectively. The plate 
with 6 =0° represents the horizontal plate. 

In the A-type, the transmission coefficient kT decreases with the increase 
of the inclination angle 8 . Such a tendency is remarkable as this relative 
plate length 1/L increases. 

In the case of l/L=l/2, the value of the kT could be controlled 0.1 even 
for  0=-5°  . 

In the B-type, if the horizontal plate (0=0° ) is inclined downward 6 
= 10° ,the value of the kT increases steeply. However the effects of the 1/L 
and the 6 on the kT are not so remarkable in the range of 6 S!= 10°  . 

Fig.4 shows the characteristics of the reflection coefficient kR in d/h=0.2. 
It can be considered that there is no effect of the 1/L on the k„ for each 
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type of plate . 
In the A-type with a range of -10° £s 6 ^0° , the kR decreases with 

the increase of the 6 ,because the wave is easy to break on at the plate as 
the 6 increases. The k„ takes the small values 0.3-0.4 in this experiment. 
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In the B-type, the kR increases slightly with the increase of the 6 for 
l/L=l/2. Contrary to this , the tendency of the kR decreases slightly for 
1/L= 1/4. In this experiment, the kR takes the values 0.3-0.45. These values 
of the kR are not so big in comparison with the reflection coefficients in 
some other types of breakwaters. 
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Fig.5 shows the characteristics of the wave energy dissipation rate £ in 
d/h =0.2. 

In the A-type with the range of -10° 2s 8 2s0° , the £ increases 
with the increase of both the 8 and the 1/L. For 8 =-5° , the incident 
wave energy is dissipated about 60% in the case of l/L=l/4, 80% in 
l/L=l/3 and 90% in l/L=l/2. 

It is effective for wave energy dissipation to incline the rear edge of the 
plate upward. 

In the B-type with the range of 0° 2s 0 2s 10° , the £ decreases 
steeply with the increase of the 8 and with the decrease of the 1/L. 
However, the values of the £ in the range of 10° 2s 8 2s40° do not 
remarkably change regardless of the 1/L . It means that effective dissipation 
of wave energy can not be expected regardless of the plate length, when 
the 8 exceeds a given value. 

Fig.6 shows the effect of the relative submerged depth d/h on the £ in 
the case of l/L=l/3. The values of the £ in d/h=0.3 are smallest of the 
three cases, the difference between the values of the £ in d/h=0.1 and in 
d/h=0.2 is not so big. 

Characteristics of Wave Induced Flow and Turbulence 

l)Spacial Distribution of Velocity and Turbulence at Arbitrary Phase 
The spacial distribution of the mean velocity and turbulent intensity 

was obtained at every 1/50 phase of a wave period. 
Fig.7 and Fig.8 show only two examples of the spacial distribution at 

the phases t/T=0 and 0.52 of in the case of l/L=l/3, d/h=0.2, 8 =-5° in 
the A-type. 

The Umax in a figure represents a maximum horizontal velocity at the 
still water surface calculated by the small amplitude wave theory. The 
value of Umax= 19.6 cm/s is obtained in this experiment. 

Pay attention to the upper figure of Fig.7. At this phase of t/T=0, the 
wave breaks intensely at the region from the front edge to the center part 
on the plate. Then the velocity at the forehead of the wave crest is about 
two times as large as the Umax. The wave induced flow plunges into the 
rear part of the plate, and the shoreward flow is generated at the upper 
part of the inner basin overtopping the plate edge. However, the velocity 
along the back of the plate is very small in contrast to the velocity at the 
upper part of the plate. 
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(2)Turbulent Intensity 

Fig.7 A-type(t/T=0) 

The values of turbulent intensity are shown by the nondimensional 
expression in the lower figure. It can be found that the large value of 
turbulent intensity appears at the forehead of the wave crest and at the 
rear edge of the plate where the overtopping flow plunges into it. 

At the phase after the time of a half of a wave period t/T=0.52, the 
surge after a wave breaking climbs up the slope and jumps over the rear 
edge of the plate as shown in Fig.8. So, the region with a large velocity 
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can be seen at the upper part of the inner basin. On the other hand, the 
seaward flow with a small velocity is generated at both sides of the plate. 
The direction and the size of these velocities near both edges are very 
complicated. As a consequence, comparative strong turbulence is generated 
there as in the lower figure. Generally, we can say the turbulence at the 
under region of the plate is very weak at any phase in the A-type. 

Umax t/T=0. 520 
WAVE 

*^       *«        v. * * + * 

'^-''--'''•""'^^"'••'''''^''•^•'^y •' '""""^   ' 
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ycu' 2+w' 
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)/Umax t/T=0. 520 
6 =-5 " 
l/L=l/3 

N ~, * — H 
3 0 3 0 

UN IT : cm 

(2)Turbulent Intensity 

Fig.8 A-type(t/T=0.52) 

Fig.9 and Fig. 10 show the spacial distribution  in the case of l/L=l/3, 
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d/h=0.2, 0=10° in the B-type. At t/T=0 as shown in Fig.9, the region 
with a large velocity exists at the upper part of the front edge of the plate. 

Umax 
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(2)Turbulent Intensity 

Fig.9 B4ype(t/T=0) 

As the velocities along both sides of the plate are different, the turbulence 
due to the strong eddy is generated at the rear edge of the plate as shown 
in the lower figure. 

At t/T=0.52, the upward flow with a large velocity is generated at the 
rear edge as in Fig. 10. It could be observed that the eddy existing at the 
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lower part of the rear edge gradually expanded and moved upward. In 
the lower figure, we can see the result of the behavior of the eddy. It is 
noticeable that the influence of the turbulence extends to the lower part of 
the plate, though the turbulent intensity is not so strong. 

Umax t/T=0. 520 
WAVE e =10 " 

l/L=l/3 

UN IT : cm 

(l)Velocity 

7(u'   2+w'   2) /Una x 

WAVE 
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e =io ° 
1/L=1/3 

UNIT: cm 

(2)Turbulent Intensity 

Fig. 10 B-type(t/T=0.52) 

2) Spacial Distribution of Averaged Value of Velocity and Turbulence 
of a Wave Period 

Fig.l 1 shows the spacial distribution of both the averaged velocity and 
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turbulent intensity of a wave period in the case of l/L=l/3, d/h=0.2, 8 
=-5 ° in the A-type. 
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(2)Averaged Turbulent Intensity 

Fig. 11 A-type 

Each velocity vector in the upper figure means the residual velocity. 
The shoreward residual flow with comparative large velocities generated 
at the limited region of the upper part of the inner basin can be seen. 
Then,the strong turbulence can be found at the rear edge of the plate as in 
the lower figure. However, it is clear that strong turbulence is not generated 
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at the under region of the plate as already pointed out. 
Fig. 12 shows the case of 1/L= 1/3, d/h=0.2, 0=10°   in the B-type. 
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(2)Averaged Turbulent Intensity 

Fig. 12 B-type 

The shoreward residual flow is generated only at the region of the 
water surface behind the front edge of the plate. Furthermore, the 
complicated residual flow can be seen at the rear edge of the plate. It can 
be found that weak turbulence is scattered at the surface , the rear edge 
and at the bottom of the rear edge as shown in the lower figure. 
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Fig. 13 shows the change of the flow rate Q through a cross section of 
the rear edge of the plate in the case of I/L=l/3, d/h=0.2 in the A-type 
with 0=-5° and the B type with 0=10° . The Q was calculated by the 
product of the averaged velocity in 5-6 points of the cross section and the 
water depth from the water surface to the bottom. Though the seaward 
flow is generated for a short time at some phases in the A-type, the one 
directional shoreward flow is almost always generated in both types of 
plates. It means that seawater with pure water quality flows into the inner 
basin through these types of breakwaters. Furthermore, if we suppose the 
reflected wave at a seawall in the A-type again acts upon an A-type plate, 
the seawater in the inner basin must flow out smoothly into the sea 
through the breakwater by the seaward residual flow. This is because the 
reflected wave seaward in the A-type corresponds to the incident wave 
shoreward in the B-type. 

o 
1000- 
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-2000- 
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d/h=0. 2 

...:<?V   JL 
• 6>=10° 
o 6--b° 
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Fig. 13 Change of Flow Rate 
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Conclusion 

The mechanism of wave absorption and the characteristics of wave 
induced flow around two kinds of submerged plate type breakwaters 
were discussed experimentally. 

Results are summarized as follows. 
1) it could be certified that the validity of a sloping plate type breakwater 

for wave absorption, especially a plate with a gradual upward slope is 
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effective for the control of wave absorption. 
2) The behavior of temporal and spacial water particle velocity and 

turbulence around a plate type plate breakwater could be understood. 
3) The submerged sloping plate is effective for water quality purification 
producing a one directional flow, regardless of the raising and lowering 
of the rear edge of the plate. 

Through this knowledge, we could give information to make a good 
environmental habitat for aquatic biota. 
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CHAPTER 106 

Second-order wave interaction with arrays 
of vertical cylinders 

of arbitrary cross section 

Keisuke Murakami* Akinori YoshicW 

ABSTRACT 

This paper proposes an approximate calculation method for the second- 
order wave interactions with arrays of vertical cylinders of arbitrary cross sec- 
tion. In mathematical formulations, the first- and the second-order boundary 
value problems are derived by perturbation method, and Green's Identity For- 
mula is used to express the distribution of the velocity potentials on horizontal 
plane. Second-order water surface elevations near the cylinders and wave forces 
acting on the cylinders are computed, and the results are verified by compar- 
ing with wave tank experiments in the valid range of the Stokes second-order 
wave theory. 

1. INTRODUCTION 

Nonlinear wave interactions with structures are important under severe 
wave conditions, and the developments of a numerical method for calculating 
nonlinear wave forces and wave deformations are needed. A numerical cal- 
culation method of the second-order wave forces utilizing Hskind's reciprocal 
relationship has been proposed(e.g.,Molin,1979), and this method has been fur- 
ther applied to the case of plural vertical cylinders(e.g.,Masuda. et. al.,1986). 
Nonlinear wave field near the structures, however, can not be calculated by 
this method because the second-order velocity potential in a fluid region is 
not determined.  On the other hand, great efforts have been made to predict 
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the nonlinear wave field near the structure by solving the second-order bound- 
ary value problem. For examples, Yamaguchi and Tsuchiya(1974) derived a 
second-order solution of closed form for a vertical cylinder, Garrison(1979) 
proposed a numerical solution based on a source distribution method using 
Green's function. Recently, Kriebel(1987) proposed an analytical solution of 
the second-order diffraction problem for a single circular cylinder and Kim 
and Yue(1989) showed the complete second-order diffraction solution for an 
axisymmetric body. However, these methods are difficult to be applied to the 
case of plural cylinders of arbitrary cross section. 

The main purpose of this study is to develop an approximate calculation 
method for the second-order interaction between water waves and the arrays 
of vertical cylinders of arbitrary cross section. The validity of the method are 
confirmed through comparison with experiments and other numerical results. 
In mathematical formulations, perturbation method is used to derive the first- 
and second-order boundary value problems, and Green's Identity Formula is 
also used to express the distribution of the velocity potentials on a horizon- 
tal plane(Ijima et al.,1974). A particular solution for scattered waves of the 
second-order problem is approximately expressed on the assumption that it 
has the same form of an eigenfunction in the vertical direction as that of the 
second-order Stokes solution. 

2. FORMULATION OF THE BOUNDARY VALUE PROBLEM 

2.1 General formulation 

Fig.l shows a coordinate system, x and y being the horizontal axes and z 
the vertical axis taken upward from the undisturbed still water surface. Fixed 
vertical cylinders of arbitrary cross section in water of uniform depth h, are 
subject to the incident waves with first-order wave amplitude (o, and angular 
frequency a, propagating with an incident angle 6, measured from positive x 
direction. It is assumed that the fluid is both inviscid and incompressible, and 
its motion is irrotational. The velocity potential <!>(x,y,z,t) satisfy following 
Laplace equation in the whole fluid region. 

d2$      d2$     d2$ _ 

dx2 + dy2 + dz2 ~ { ' 

The kinematic boundary condition and the dynamic boundary condition 
on the free water surface, and bottom boundary conditions are written as: 

<£-& + <d^*r°   <*=«*.'.'))      (2) 
d$       ,     1 |7<9$\2     [d§\2     (d<& 
lH+«+2\{te     +UJ   +W   >=Q        <* = «*'".'»    <3> 
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V//////////////////////////////////A 
Fig.l Definition sketch. 

<9* o (z = -h) (4) 

where Q is a constant and g is a. gravity acceleration. 
In order to obtain the first- and the second-order boundary value prob- 

lems, perturbation method is employed. The velocity potential $(x,y,z,t), 
the water surface elevation ((x,y,t), and the constant value Q are expressed 
in power series by introducing a parameter e (e = k(0, where k is the incident 
wave number). 

®(z,y,z,t) = -—Re \t^)(x,y,z)exp{~iat) 

+ e2 {4°\x, y, z) + $\x, y, z) exp(--*2<rt)}] 

C{x,y,t) = J,Rt [^i1)(a',:?/)exp(-i(T/) 

+e2 {V
{

2°\x, y) + r,^(x, y) exp(-z2at)}} 

Q = 9-Re [eQ, + t2Q2] 

(5) 

The time independent component (j>2 in the second-order potential func- 
tion does not contributes to the second-order wave forces and water surface 
elevation. Since the main purpose of this study is to develop the numerical cal- 
culation method of the second-order wave forces and wave height, we consider 
the time dependent component (f>.2    only in the following formulations. 

By expanding both Eqs.(2) and (3) in Taylor series about z=0, and substi- 
tuting Eq.(5) into them, the first- and the second-order combined free surface 
boundary conditions are obtained. 
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2.2 First-order problem 

The first-order boundary value problem is given as follows: 

V2$\x,y,z) = 0 (6a) 

aft (!) ~2 a 
A(I) i1' =0 (* = 0) (6b) 

dz g 

— =0 {z = -h) (6c 
d 

The solution is obtained by separating the potential function ip\ ' into the 
incident plane waves and the scattered waves. A general solution of Eq.(6a), 
which satisfies free surface boundary condition and bottom boundary condition 
simultaneously, is given as(Ijima et al.,1974) 

,(i). ,       ,      .      . ,      ,, cosh. k{z -\- h) . . 
4>\   (x,y,z) = {<fU(x,y) + fis(x,y)} r~j-  (7) 

cosh kh 
In Eq.(7), fn and fis represent the potential of the first-order incident 

plane waves and the scattered waves respectively, and ifu is given as 

Vi/(a;;2/) = —iexp{—ik(xcos6 + ysia6)} (8) 

where i = \f—\ and k satisfies the following dispersion relationship. 

2 7 

— = kh tanh kh (9) 

pis must satisfy the following Helmholtz equation since <j>[ satisfies Laplace 
equation. 

VVis(*, y) + *Vis(s, y) = 0 (10) 

2.3 Second-order problem 

The second-order boundary value problem is given as follows: 

(11a) 

dx  J        \   dy 

d42) 

Ik   |  g    c)z dz 

0 {z = -h) 

dWYl 
dz)   l 

(Z- = 0)   (lib) 

(lie) 



SECOND-ORDER WAVE INTERACTION 1473 

The second-order free surface boundary condition ,Eq.(Hb), is nonhomo- 
geneous because the quadratic forcing terms appear in the right hand side. 
The solution may be obtained by the separation of potential function <j>2    as 

<t>2\x,y,z) = hi{x,y,z) + hdx,y,z) + </>2F(x,y,z) (12) 

where <j62j represents the second-order incident plane waves expressed as 

cosh 2k(z + h) 

cosh zfcft 
^,(x .,) -     3»rcosh2fcfe      2k(xcose+,siue) 

(13) 

where V = a2h/g. 
In Eq.(12), (j>2i represents a phase-locked wave which satisfies the nonho- 

mogeneous free surface boundary condition and (J>2F represents a free wave 
which satisfies the homogeneous free surface boundary condition. The bound- 
ary value problems of </>2L, and <f>2p are obtained by a substitution of Eqs.(12) 
and (13) into Eqs.(lla),(llb) and (lie). 

Firstly, the boundary value problem for <jf>2L is given as follows: 

VV2L(Z,!/,*) = 0 (14a) 

4—<j>2L = r ) o Vi» (¥>is + 2^1/) + dz g k [       2 

0<*. (fyu + 2d^u\ + dp1fd^1 + 2d^L {z = Q)(i4b) 
dx   \ dx dx )       dy   \ dy dy 

d</>2L 

dz 
0     (z = -/i) (14c) 

By assuming that the <j)2L has the same form of an eigenfunction for z 
direction as the Stokes second-order solution has(Sabuncu et al.,1985), the 
particular solution of 4>2L is approximately expressed as follows: 

, ,      .cosh2k(z + h) , 
<hL(x,y,z) = iHx,y)-codi2kh (15) 

w here 7 and f(x,y) are given as follows: 

7      2k2 tanh 2kh - 2 tanh M ^ 



1474 COASTAL ENGINEERING 1994 

3p2 _ p 

/(*> y) - —2—Vu (<Pu + 2ip1^ 

difls (dipu     2d<pu\     dfls (dipls    ^dtpu , 

dx   \ dx dx J       dy   \ dy dy 

Secondary, the boundary value problem for <j>2F is given as follows: 

V2<hF(x,y,z)=0 (18a) 

0) (18b) 

(18c) 

The solution of Eq.(18a), which satisfies the homogeneous free surface 
boundary condition and bottom boundary condition simultaneously, can be 
expressed in much the same way as the first-order problem as 

,     . . ,       . coshk^iz + h)      • .    . 
<hF(x,y,z) = <P2F(x,v)     cQshkm (19) 

d(j>2F ^\ 
dz -i — (j>2F = 0 

9 
(* 

d<j>2F = 0               (z = -h) 

where k*-2' satisfies the following dispersion relationship. 

k^ht&nhk^h (20) 
{2a)2h 

9 

(f2F must satisfy the following Helmholtz equation since <J>2F satisfies Laplace 
equation. 

VV2F(Z, y) + {k{2)) 2<P2F(X, y) = 0 (21) 

3. NUMERICAL CALCULATION METHOD 

As shown in Fig.l, the boundaries C\ and C2 are defined as the intersec- 
tion of still water surface and the vertical structures, and v as an unit vector 
normal to the boundary. X{ and Xj are the coordinates taken in the fluid 
region and on the boundary respectively. Since the potentials of the first-order 
scattered waves and the second-order free waves satisfy the Sommerfeld's radi- 
ation condition respectively, each potential at X,; can be expressed by means 
of Green's Identity Formula as follows (Ijima et a.1.,1974): 
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^1S(X,;) = af Lls{Xj)^-H^(krtJ) 

-l4L\krKI)^-Vls(X,)\ds (22) 'a V 

JC1+C2  { dv 

-H^(k^r>3)^2F(X3)\ds (23) 

where ?•;, represents a distance between Xi and X3 and H\ represent the 
first kind of Hankel function, and a= —i/2(Xi is on the boundary) and a— 
—i/4:(Xi is in the fluid region) 

For the first- and the second-order potential functions, no-flow conditions 
around the cylinders are written as follows: 

oV\ (1) 

d$. (2) 

(~h < z < 0) (24) 

0 {-h<z<0) (25) 
dv 

By substituting Eq.(7) into Eq.(24) and Eq.(12) into Eq.(25), and by inte- 
grating Eq.(24) and Eq.(25) over the water depth after multiplying by eigen- 
functions cosh k(z + h) and cosh2k(z + h) respectively, the boundary conditions 
of ipis and <p2F on Ci and C2 are derived as follows: 

d<fu _     dipu 

dv dv 
(26) 

9^F       i   1 1     (k^y     (d<p2I     df 
+ T^7 (27) dv ikT M0j{2k)2 ~(k^)2 \ dv        ' dv 

where M0 = (1 + 2k^h/ sinh2/fc(2>/i)/2 
In order to obtain the numerical solutions of the integral equations written 

as Eqs.(22) and (23), the boundaries C\ and C2 are discretized into elements 
ASj of Nx and iV2 numbers, and the coordinate X{ is set on them. On each 
element, the potential and its normal derivative are assumed to be constant. 
By applying Eqs.(26) and (27) to Eqs.(22) and (23) respectively, the linear 
matrix equations for <pi3 and ip2F are obtained as follows: 
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Wi+A'2   /  x Ni+N2 

3=1      V ' 3 = l 

(i = 1 ~ N, + N2) (28) 

N     ,  . N __ 

E [Gf - ki) V2F{X:i) = -0 E G\f {WI(X:I) + Tf(X,)} 

(i = 1 ~ M + iV2) (29) 

G.^ = 
JASj Z ./AS.,  W 

l J AS-, 2 JASj OV 

(30) 

where <j>u,   tp2i and / mean a normal derivative of <j>u,   tp2i and / on the 
boundaries. 

From Eq.(15),   f(X{) must satisfy the following Helmholtz equation. 

V2/ + {2k)2 f = 0 (31) 

By assuming that <j)2i satisfies the same radiation condition as y>ls and (p2p, 
f{Xi) can be also expressed by means of Green's Identity Formula as follows: 

f(Xi) = al lf{X1)^H^(2kr.n) - H^(2krii)-ff(Xj)\ ds     (32) 

From Eq.(32), f(Xj) can be computed without numerical differentiations 
of f(Xj) on the boundaries. 

The first-order potential function <f>\ ' expressed in Eq.(7) is obtained by 
solving the linear matrix equation. After solving the first-order equation, </>2L 

is determined from the first-order solution and thus <f>2p is obtained by solving 
the linear matrix equation given as Eq.(29). By applying these second-order 

solutions to Eq.(12), the second-order potential function (j>\    is determined. 

3. RESULTS OF CALCULATIONS 

To verify the numerical calculation method, we conducted the wave tank 
experiments for single and double vertical circular cylinders. The vertical 
circular cylinders of radius a = 18.5cm are placed in the center of the wave tank 
of 18?7» long and 10m wide, and the water depth is maintained at h = 4:0cm. 
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Table-1 Incident wave conditions for single and double circular cylinders 

Single Circular Cylinder Double Circular Cylinder 
kh T(sec) (o/h kh T(sec) Co/h 
1.0 1.46 0.081 0.8 1.74 0.178 
1.4 1.14 0.109 1.0 1.46 0.202 

1.4 1.14 0.179 
1.6 1.05 . 0.175 

3.0 

2.0 

pr 0.0 

-2.0 

- Linear Results kh=1.0 
- Second Order Results     a/h=0.463 
Expt Co/h=0.081 

90 135 
<X(deg.) 

180 

Fig.2 Wave runup and rundown around single circular cylinde 

Table-1 shows the incident wave conditions. The water surface elevations 
around the cylinders are measured by the wave gages. In the case of the double 
circular cylinders, the cylinders are placed in a row with spacing B = \m, 
normal to the incident wave direction. 

Fig.2 and Fig.3 show the wave runup and rundown around the single 
cylinder for kh =1.0 and kh = 1.4. The incident wave propagates from posi- 
tive x direction and a is measured counterclockwise from positive x direction. 
In the experimental results, the secondary effects are observed at front side 
and rear side of the vertical cylinder and the second-order results show good 
agreements with experimental ones. 
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3.0 

2.0 

• Linear Results kh= 1.4 
• Second Order Results 

•    Expt. 
a/h=0.463 

C0/h=0.109: 

90 135 
<X(deg.) 

180 

Fig.3 Wa,ve runup and rundown around single circular cylinder. 

Fig.4 and Fig.5 show the wave runup and rundown around the double 
cylinder for kh - 0.8 and 1.0. In the experiments, the waves become very 
steep between the cylinders and the wave patterns around the cylinders are 
more complicate than the case of single cylinder. The linear results are largely 
different from experimental ones especially at the front side(a - 0), rear 
side(a = 180) and inner side(a = 270) of the cylinders. On the other hand, 
the second-order results show good agreements with experimental ones. 

Fig.6 and Fig.7 show the computed maximum wave amplitude distribution 
around the double and the triple circular cylinders. The wave with kh = 1.0 
and (0/h = 0.1 propagates from positive y direction normal to the row of 
the cylinders(a//i =0.5, B/h =2; a is the cylinder radius and B is the space 
between cylinders) The second-order results show more complicated pattern 
than linear ones and secondary effects are clearly observed around the cylin- 
ders. The maximum differences of wave amplitude between linear results and 
second-order,ones around the cylinders are about 20%. 

Fig.8 shows the maximum wave forces acting on the single and double 
circular cylinders, and Fig.9 also shows the maximum wave forces acting on 
the center of the triple circular cylinders. The cylinders are placed in a row 
normal to the incident wave direction. The differences between linear results 
and second-order ones become small as the ka increase. 
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-2.0 
0 90 180 270 360 

a 
Fig.4 Wave runup and rundown around double circular cylinder. 
 Linear Results,        Second-Order Results,       • Expt. 
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Fig.6 Maximum wave amplitude distribution near double circular cylinders. 
[B/h = 2,a/h = 0.5,Co//« = 0.1,kh = 1.0] 

Fig.7 Maximum wave amplitude distribution near triple circular cylinders. 
[B/h = 2,a/h = 0.5,(o//i = 0.1,kh = 1.0] 
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On the other hand, the differences become large as the ka decrease for 
ka < 0.5. The divergence of the present method in small value of ka(ka < 0.3), 
small value of ka means large Ursell parameter in this case, is caused by the 
failure of the Stokes second-order theory(Isaacson,1978). In 0.6 <ka< 1.3, the 
wave forces acting on the single cylinder are always larger than those on the 
double cylinders and the center cylinder of the triple ones, but with increase 
of ka, the wave forces acting on those plural cylinders are converged to the 
value of single cylinder. 

5. CONCLUSIONS 

An approximate calculation method for the second-order wave interactions 
with array of vertical cylinders of arbitrary cross section is proposed by using 
both Green's Identity Formula and perturbation method in combination. The 
validity of the present method is confirmed by comparing the computed results 
with experimental ones. Though the present method includes approximation 
that the second-order potential function for phase-locked wave has the same 
form of an eigenfunction of the second-order Stokes solution, the nonlinear 
wave field and wave forces are estimated with good accuracy in the valid range 
of the Stokes second-order wave theory. 
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CHAPTER 107 

HYDRODYNAMIC FORCES ON BOTTOM-SEATED HEMISPHERE 
IN WAVES AND CURRENTS 

H. Nishida1 , A. Tada2 and F. Nishihira3 

Abstract 

The characteristics of hydrodynamic forces acting on a bottom-seated 
hemisphere in waves only , in currents only and in waves & currents are 
presented from the viewpoint of the design of an artificial reef. A large number 
of regular wave experiments were conducted in order to find the empirical 
formulas of the hydrodynamic coefficients for the bottom-seated hemisphere . It 
is shown that the proposed empirical formulas are sufficiently accurate for 
predicting the hydrodynamic forces. The effects of the normalized water depth 
and hemisphere spacing relative to its diameter are also elucidated experimentally. 

Introduction 

In order to provide a continued supply of marine products, the Japanese 
fishing industry has been shifting from fish catching to fish farming. Various 
artificial reefs have been used to attract fish by producing coherent eddies with 
upward flow as well as by providing hiding places for fish. Most of these 
reefs have rectangular shapes and caused tearing of fishing nets. In order to 
reduce entanglement of fishing nets, the authors have proposed bottom-seated 
hemispherical reefs. For the design of such a reef against waves and currents, 
the hydrodynamic forces acting on the reef need to be predicted. 
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Hydraulic Experiments 

Regular wave experiments were conducted in a wave flume which was 
65m long, 1.0 m wide and 1.6 m high. The flume was capable of generating 
steady currents in both directions relative to the direction of wave propagation. 
As a first attempt, plastic hemispheres without any opening were used in the 
experiments. The experimental results presented herein may hence be of interest 
to researchers working on the design of quarry stone armor units. The three- 
dimensional hydrodynamic force acting on an individual hemisphere was 
measured using a three-component waterproof load cell with a water pressure 
adjustment. Fluid velocities at the location of the hemisphere were measured 
using a two-component electromagnetic current meter. Free surface oscillations 
above the hemisphere are measured using a capacitance wave gage. For limited 
tests, flow visualization was performed to examine the flow pattern and eddy 
formation using a laser and a high speed camera, as shown in Photo. 1. A large 
number of tests were performed for a single hemisphere and three hemispheres 
in a row. 

Fig.l shows the experimental setup for three hemispheres , where 
X=horizontal coordinate taken to be positive in the direction of wave 
propagation with X=0 at the center of the middle hemisphere; Z=vertical 
coordinate taken to be positive upward with Z=0 at the still water level(SWL); 
A=water depth below SWL ;//=height of incident regular waves whose period is 
denoted by  T; Lfcdiameter of the hemisphere; and L,=distance between the centers 

of two adjacent hemispheres.  The experiments were conducted  for the following 
conditions; 
1)A=40,60 and 80 cm 
2)i/=3.0,6.0 and 9.0 cm 
3)T=1.2,1.6,2.0,2.4 and 2.8 sec 
4)D=15.0 and 20.0 cm 
5)^/0=1.0,1.5,2.0,2.5 and 3.0 

6)£/ = ±5.0,±10.0,±20.0,±30.0and ±40.0 cm/sec 

where U =depth-averaged steady current velocity which is negative for opposing 

currents. 

hemisphere" hemisphere* hemisphere | 

Photo. 1 An example of flow visualization in currents only 
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Fig.l Experimental setup for three hemispheres 

Data Analysis 

The measured horizontal and vertical hydrodynamic forces acting on the 
hemisphere are assumed to be expressed in the form proposed by 
Morison(Morison et al. 1950). 

Fx = \pC^D^u + U] u + U\ + pCjfg 

F• = |pCif D2K + U)* 

a\ du 
dt (i) 

(2) 

K=horizontal   force ; p=fluid    density ; u=oscillatory   horizontal   fluid where 
velocity ; [/=steady fluid velocity ; Qj=drag coefficient ; CM=inertia coefficient ; 
and Q,=lift coefficient .The velocities u and U are at the location of the 
hemisphere. The constant values of CD and CM for each test were determined 
using the method of least squares(Reid 1957). The constant value of CL was 
estimated   such  that   the   maximum   vertical  force   FZM could  be  predicted   by 

Eq.(2) accurately. This was because Eq.(2) with constant CL did not reproduce 
the entire variation of F^with respect to time t very well. 

Drag , Inertia and Lift Coefficients 

The efforts for developing the empirical relationships for CD, CM and CL 

were separated into; 
• single hemisphere in waves only 
• single hemisphere in currents only 
• single hemisphere in waves & currents 
• middle hemisphere among three hemispheres in waves only 
• middle hemisphere among three hemispheres in currents only 
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For these tests, the inertia force was generally dominant in Eq.(l) and the 
horizontal force was normally greater than the vertical force. In addition, it was 
judged that there was little scale effect on hemispherical models because the 
influence of  Reynolds number   Re=u D/' y on   the wave force   coefficients  were 

negligible under adopted experimental conditions, refer to Figs.2 and 3. 
Fig.4 shows the relationship between the wave force coefficients and Keulegan- 

Carpenter number(X".C.=um77D)  for the  single   hemisphere in the water depth  of 

40 cm, where um is the maximum value of u. As shown in Fig.4, CM in waves 

only    is on  the  order of  1.35   and  CD in waves  only varies with   K.C. in  a 
manner similar to a sphere (Jenkins and Inman 1976). 

Eqs.(3), (4) and (5) are the empirical formulas of CD , CM and CL in 
waves only Respectively. They are statistically derived by means of the method 
of least squares. 

CD = 6.79- (K.C.)"089 

CM = 1.35 

CL = 3.3 >(K.C.)-°98 

for U=Q (3) 

for £7=0 (4) 

for [7=0 (5) 

Eqs.(6) and (7) are the empirical formulas of the drag and lift coefficients 
in currents only for the single hemisphere in the depth of 40 cm, respectively. 
The effect of Reynolds number Re=UD/ p on these coefficients seems to be also 
negligible for the case of currents only as shown in Fig.5. 

CD = 0.48 

CL = 0.8 

for u =0 (6) 

for u =0 (7) 

CD D (cm)  o : :  
•   : 

o :               :               ; 
15 • 

20 O  •:  

 ^o-;V8"-~0':  

0     10000   20000   30000   40000   50000   60000 
Re=umD/v 

Fig.2 Drag coefficient CD versus Re(=u D/p) in waves only 
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Fig.3 Inerrtia coefficient CM versus Re(=u D/v) in waves only 

cD
50 

%20 

10 

5 

2 

1 

0.5 

0.2 

h/D=2.0 

8 

CD 

• CM 

o 
o   o 

QOQ 

• • \.% A #•« 

-n- 
1 0.2  0.3    0.5 1 2     3        5 

K.C. 
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Fig.5 Drag coefficient Co versus Re(=UD/v) in currents only 
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Fig.6  shows the  relationship between   CD in waves & currents and  the 
modified Keulegan-Carpenter number K=(\U\+um)T/D for the single hemisphere in 

fair currents for which  £/>0 (Iwagaki et al . 1983). The water depth is 40 cm. 
The parameter  a   shown in the figure is defined as   a=\U\/u    and two solid 

lines    in    this  figure   indicate   the   empirical   formulas   of  CD  in   waves   only 
[Eq.(3)]   and in currents only   [Eq.(6)] , respectively. CD is  slightly affected 

by   K   and    a and     also   approximately     approaches     0.48   for   large  a, 
corresponding to the value of CD for currents only. 

On the basis of these characteristics shown in Fig. 6, the following empirical 
formula of CD for the single hemisphere in waves & currents with £/>0 have 
been proposed; 

CD = 6.97 • er» • /C089 + 0.48(1 - e^ for u=0    <8> 
with   p = 0.019a2 + 0.99a - 0.07 

When a is equal to zero and K=K.C, Eq.(8) yields almost the same value of 
CD in waves only. On the other hand, this formula corresponds to CD in 
currents only when a tends to infinity. The broken lines in Fig.6 indicate 
Eq.(8) for a in the range of 0.25 to 2.5. In order to evaluate the accuracy 
of Eq.(8), Fig.7 compares CD calculated by Eq.(8) with CD obtained from the 
experiments. It is realized that the former agrees fairly with the latter, regardless 
of a. 

Fig.8, for the case of water depth 40 cm, shows the relationship between 
the inertia coefficient in waves & currents and K for the single hemisphere in 
fair currents. It is obvious that CM increases with increasing K in the region 
CJU>1.35 , whereas CM decreases with increasing AT in the region CM<\.35. 
Furthermore , CM decreases with increasing a  if AT is assumed to be constant. 

Considerating the above characteristics, the  following empirical formula of 
CM as a function of  a  and K is derived from the method of least squares. 

CM = 1.35 • exp 0.084(1.18 - o)K for U>0 (9) 

Eq.(9) is equivalent to CM in waves only if a is equal to 1.18. Broken lines 
in Fig.8 indicate the above formula for a in the range of 0.25 to 3.5. It is 
found that Eq.(9) coincides fairly with the experimental values. 

The relationship between CM calculated by Eq.(9) and CM obtained from 
the experimental results is also shown in Fig.9. The reason why the accuracy 
of Eq.(9) is lower as the parameter a becomes larger is that the drag force is 
more predominant than the inertia force and it is hard to estimate CM 

accurately for large  a • 
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h/D=2.0 

Fig.6 Drag coefficient CD versus K in waves & currents(fair current) 
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Fig.7 Drag coefficient CD(EXP) versus Drag coefficient CD(CAL) 
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Fig.10 shows the relationship between CL in waves & currents and K for 
the single hemisphere in the water depth of 40 cm . The variations of CL with 
respect to these dimensionless parameters were similar to those associated with 
CD. The following formula in fair currents is introduced. 

CL = 3.3.e-a5a«/C-°-98+ 0.8(1 - e~°-5a)a16 for u>o (10) 

The relationships between the hydrodynamic coefficients and K for the single 
hemisphere in adverse currents for which U<0 and a are shown in Figs. 11 
and 12. Moreover, the following empirical formulas for adverse currents are 
derived   using the same procedure . 

CD = 6.97 • e-P • /C089 + 0.48(1 - e-P) 

with  p = -0.08a2 + 1.05a - 0.1 

CM = 1.35 • exp [0.063(1.34 - a)K 

CL = 3.3-e-a6a-/C*-98+ 0.8(1 - e"06")0-43 

for  U<0 (11) 

for U<0        (12) 

for U<0      (13) 

Those formulas should be reevaluated because free surface oscillations became 
larger and more irregular as waves propagated over a long distance in adverse 
currents. 
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Fig. 10 Lift coefficient CL versus K in waves & currents(fair current) 
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Fig. 11 Drag coefficient CD versus AT in waves & current(adverse current) 
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Applicability of Empirical Formulas 

The above experimental results were for the water depth of 40cm. It is 
very important to study the effect of the variation of water depth on CD and 
CM in waves & currents. Figs. 13 and 14 show the effects of the water depth 
normalized by the diameter D on CD and CM , respectivery. These coefficients 
are almost constant, regardless of the dimensionless parameter h/D. In other 
words, CD and CM in waves & currents are not practically affected by the effect 
of the water depth in the range h/D=2.0~4.0 tested here. 

Fig.15 shows the relationship between the dimensionless CMG I CM and LJD, 

where  CMG is the inertia coefficient    of the middle    hemisphere among    three 
hemispheres   and  Lf is  defined  in  Fig.l. CMG/CM approximately   approaches   1 

for  large  Lf ID.   The  empirical formulas   on  the inertia coefficient  proposed  in 

this   paper   are   valid   for   the range   Lf/D>2.Q. The   effect   of   the   adjacent 

hemispheres on the drag coefficient was also negligible for Lf/D>2.0 . 

Conclusions 

The experimental  results in this paper are summarized as follows; 
(l)The   empirical   formulas  of   CD and   CM in    waves & currents   are   derived 
using the modified Keulegan-Carpenter number K and   the  parameter   a indicating 
the  current  strength  relative  to the  wave  velocity. These formulas  are  accurate 
enought to estimate the hydrodynamic forces. 
(2)These hydrodynamic coefficients in waves & currents are not affected by the 
normalized water depth h/D in the range h/D=2.0~4.0 . 
(3)The empirical   formulas   proposed   in   this   study are   valid   for   the range 
Lf/D>2.0 for the conditions shown in Fig.l. 

CD 
111 K 0.75-0.94 a   : 1.31-1.83 
A K 1.37-1.66 a   : 1.33-1.70 
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Fig.13 Drag coefficient CD versus h/D      Fig.14 Inertia coefficient CM versus h/D 
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CHAPTER 108 

The Pressure Field due to Steep Water Waves 
Incident on a Vertical Wall 

D.H.Peregrine1 & M.E.Topliss2 

Abstract 

The entrained air present when a wave impacts upon a vertical wall is modelled. A 
numerical boundary-integral method is applied, with appropriate initial conditions 
giving a prescribed surface profile and corresponding velocity potential, to model 
an overturning wave trapping a single air pocket between the oncoming wave front 
and the vertical wall. The resulting detailed computations provide suitable initial 
parameters for a simple theoretical model of the trapped air pocket as described 
in Topliss, Cooker & Peregrine (1992). The fundamental frequencies, and pressures 
on the impact wall due to the bubble can thus be estimated from the numerical 
computations. Video frames of small-scale experiments by Hattori & Arami (1992 
and private communications) are also examined in detail and similar use of the model 
provides further pressure estimates. The resulting frequencies and maximum pressures 
are compared with the measured values. The peak pressures on the impact wall are 
within 30% of those measured and the frequencies are generally closer. Scaling with 
wave size is also discussed. 

Introduction 

Much attention has been given to the peak pressures developed when storm 
waves meet sea walls and breakwaters, e.g. experimental studies by Kirkgoz 
(1991), Hattori & Arami (1992), Oumeraci & Partenscky (1992) and theoretical 
studies by Cooker & Peregrine (1990,1992).   These breaking-wave impacts can 

1 Professor of Applied Mathematics, School of Mathematics, Bristol University, University 
Walk, Bristol BS8 1TW, England, (d.h.peregrine@bristol.ac.uk) 

2 Research Student 
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have substantial aeration, either as air trapped at the wall or as pre-entrained 
air. 

Aeration in wave impacts has been described in the laboratory experi- 
ments as either a cloud of small air bubbles in the water adjacent to the vertical 
structure or as a single air pocket trapped between the overturning wave and 
the impact wall. Numerical computations presented in this paper can simulate 
the motion of an overturning wave against a vertical structure on a finite depth, 
up until point of impact. This provides detailed data which can be used with 
theoretical analysis to describe the initial motion of an air pocket. Comparison 
of the analytic theory with the computations and experimental data, in partic- 
ular that of Hattori & Arami (1992 and private communications) and Hattori, 
Arami & Yui (1994), has led to fairly good agreement with the various parame- 
ters. Three experimental data sets have been compared with computations that 
produce the same size air pockets. 

The majority of experiments undertaken to study wave impact are per- 
formed in small-scale tanks and a discussion of scaling from model to prototype 
completes the paper. 

Numerical Method 

The numerical method used in this paper for computing the unsteady two- 
dimensional motion of a water surface, including that for breaking waves, is 
described in Dold & Peregrine (1986) and Dold (1992). 

The fluid is taken to be incompressible and the flow irrotational so that 
a velocity potential can be defined such that u = Vcf> and <f> satisfies Laplace's 
equation with the fully nonlinear free surface boundary conditions. We have taken 
the pressure immediately above the free surface to be a constant and neglected 
surface tension. 

The surface profile and velocity potential are prescribed on the free surface 
as initial data. The domain is reflected about the bed y = — h to form a 
symmetric image flow where a point on the upper free surface has an image 
on a lower free surface. The free surface boundary conditions are satisfied at 
the free surface which moves with time. The surface of the fluid is considered 
to be a smooth continuous profile approximated by a set of discrete points. 
A truncated Taylor series is used to perform explicit time-stepping. Cauchy's 
integral theorem is used to obtain a boundary integral equation for the evaluation 
of velocities and multiple derivatives of the surface motion. After the unsteady 
surface motion is calculated, the velocity and pressure beneath the surface can 
be evaluated at points over a rectangular grid. Variables are scaled accordingly: 

y* = y/h, x* = x/h, p* = p/pgh, t* = tJg/h, u* = uj\fgh and A* = Ag where 
h is a chosen value and * represents the scaled variables. 
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Computations for an overturning 'tanh' wave. 

Using this boundary-integral method for a non-periodic surface, Cooker (1990) 
has described the motion of a wave overturning immediately before a vertical 
wall (with a finite depth), trapping a pocket of air against the wall. This was 
achieved by allowing two equal waves propagating in opposite directions towards 
each other to form a flow which is symmetric about a point. This is equivalent 
to a single wave approaching a vertical wall at this point. The initial data used 
obtained from a tanh expression describing a long wave of elevation: 

u(x) = —-u0 11 + tanh 
(x - x0) 

(1) 

where x0 is the initial centre of the wave, u0 is the initial maximum velocity, and 
s is a constant. The wave elevation is of the form rj(x) = |u| + \u2 which gives a 
wave propagating towards the wall by shallow water theory. This long shallow 
water wave steepens and breaks as it propagates into water of constant depth, 
for an example see the surface profiles in figure 1. The computations have to 
stop just before the wave jet comes into contact with the wall and so the results 
only describe the motion immediately before impact. 

Three examples have been studied of a wave overturning immediately in 
front of a vertical wall. Different initial positions of the wave give different 
size air pockets to illustrate the varying characteristics of the motion due to 
the volume of air trapped. In this section, h is the lowest water depth at the 
wall. Approximately 250-350 discretisation points were used for the surface of 
the wave. The wave is taken to have a large initial amplitude of 1.7 with s = 
2.0, chosen to obtain large air pockets. Accuracy tests with more discretisation 
points have been very satisfactory. Surface profiles are presented for several 
timesteps and the pressure contours below the free surface have been evaluated 
in each case for the final computed time. 

The first example (example 1) presented has an initial distance from the 
wall of x0 = 8.0. 

The wave steepens and begins to overturn as it comes nearer to the wall 
as portrayed in the time history of the surface profiles in figure 1. The timesteps 
are reduced as the wave becomes steeper and the motion more violent. The 
computations stop just before impact with a small pocket of air is trapped 
between the wave front and the wall. 

The pressure field at the final computed time shown in figure 2 has pressure 
contours in increments of 0.4. The thickened line represents the water surface. 
As well as high pressures at the foot of the wall, a region of much higher pressure 
is found just below the waterline with very tightly packed contour lines. Note 
that no direct impact between the water and the wall has yet occured. The high 
pressures are spread over a substantial area of the fluid domain. 

For a similar wave of amplitude 1.7, the initial distance of wave from wall 
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Figure 1:  Surface profiles for a tanh waveform of amplitude 1.7, initial distance 8.0 
at times 1.53, 2.81, 3.45, 3.77, 3.93 and 4.01 - 4.17 in steps of 0.04. 

I   i   i  i   i  l 
0.5 1.0 

T 
1.5 2.0 2.5 

distance x/h 

Figure 2: Pressure contours for a tanh waveform of amplitude 1.7, initial distance 8.0 
at time 4.17 with increments of 0.4. 
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is now increased to x0 = 9.0 in example 2. The time history of the surface 
profiles of the wave is displayed in figure 3. The waterline at the wall now lower 
and a larger amount of air is trapped. As can be seen in figure 4, the isobars, 
are at the same intervals, and show much lower pressures and pressure gradients 
than in example 1. Now the greatest pressures are at the bed. 

0.0 0.5 5.0 5.5 6.0 7.0 7.5 8.0 

Figure 3:  Surface profiles for a tanh waveform of amplitude 1.7, initial distance 9.0 
at times 1.48, 2.76, 3.40, 3.72, 4.04, 4.36 and 4.44 - 4.56 in steps of 0.04. 

Example 3 has a further increase of initial distance of the wave from wall 
to x0 = 10.0. The wave now overturns further from the wall and produces the 
largest air pocket. The surface profiles in figure 5 show the time history of the 
wave. Figure 6 shows the pressure distribution under the free surface for the 
final profile before impact has lower values than for the previous two examples. 
The pressure field is now in sharp contrast with the pressures of example 1, 
as the isobars are almost horizontal, indicating that pressures are not much in 
excess of hydrostatic. These three examples show that as the amount of air 
trapped increases, the pressures decrease and the characteristics of the pressure 
field change. Other examples have confirmed this trend. 

The numerical data from the final computed times enables the character- 
istics of the three examples to be studied and compared. A representative set of 
numerical data includes the incident wave amplitude be H0, the vertical height 
of the water above the bed after the final computational time be H, the vertical 
height of the water line in contact with the wall at the final computed time be 
Hw, and the vertical velocity, acceleration at this point be up,ap respectively as 
shown in figure 7. The initial wave amplitude H0 is 1.7 in all three cases, but 
with three different size air pockets resulting from the original placing of the 
wave with regard to the wall.  Let the horizontal velocity at the centre line of 
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0.0 0.5 1.0 1.5 2.0 2.5 

distance x/h 

3.5 4.0 

Figure 4: Pressure contours for a tanh waveform of amplitude 1.7, initial distance 9.0 
at time 4.56 with increments of 0.4. 
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0.0 0.5 5.0 5.5 6,0 

Figure 5: Surface profiles for a tanh waveform of amplitude 1.7, initial distance 10.0 
at times 2.0, 3.28, 3.92, 4.24 and 4.44 - 4.92 at steps of 0.04. 

the pocket be uj and the horizontal velocity at the tip of the jet be ut. The 
respective parameters for the three examples from the numerical results of the 
final computed time are shown in table 1. The horizontal velocity at the centre 
line of the bubble becomes much smaller as the radius of the pocket increases 
with the horizontal velocity of the tip of the jet not significantly altered. Thus 
in the first two examples, the velocity of the jet tip is larger than the velocity 
of the centreline as noted by Hattori, Arami & Yui (1994). In addition the up- 
ward velocity of the waterline at the wall decreases rapidly with the formation 
of larger pockets leading to the forward velocity Uf becoming greater than the 
upward velocity up. 

For very small bubble sizes, large values are obtained for the vertical ve- 
locity and acceleration of the waterline. This shows an approach to the violent 
conditions reported by Cooker & Peregrine (1990) in their report of the "flip 
through" phenomenon. The vertical height of the waterline at the wall be- 
comes much lower as the amount of air trapped increases resulting in the ratio 
Hw/H becoming smaller. These ratios are in agreement with those presented 
by Oumeraci, Klammer & Partenscky (1993). 

Comparison of numerical and experimental data 

The numerical method for an overturning wave provides many parameters al- 
lowing different sizes of air pockets to be studied.  Given experimental results, 
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Figure 6:   Pressure contours for a tanh waveform of amplitude 1.7, initial distance 
10.0 at time 4.92 with increments of 0.2. 

Example 1 Example 2 Example 3 

Wave amplitude H0 1.7 1.7 1.7 
Initial distance from wall 8.0 9.0 10.0 

Pocket radius 0.071 0.445 0.784 
Vertical height H 2.75 2.85 2.84 

Vertical height Hw 2.390 1.823 1.522 
Vertical velocity up 15.821 2.368 1.345 

Vertical acceleration ap 1700.7 10.93 4.09 
Horizontal velocity Uf 5.35 2.69 1.99 
Horizontal velocity ut 3.06 2.81 2.77 

Ratio Hw/H 0.869 0.640 0.536 

Table 1: Comparison of dimensionless numerical data from the final computed times 
for the three tanh waveform examples. 
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Figure 7: Parameters for an overturning wave 

either with data showing the size of a trapped air pocket and its position under 
the free surface or photographs from which these parameters can be measured, 
a computation can be used to model the overturning wave by producing a re- 
sulting trapped air pocket of the same dimensions. We choose a computation 
to compare with an individual experiment by varying the initial wave height H0 

and distance from the wall x0 until the computation gave a trapped air pocket 
which was a good match with the values for the radius r, the distance d of the 
bubble centre from the bed and the height H of the water after impact measured 
from the experimental data. We have compared with video frames from Hattori 
& Arami (1992). For a bubble nearer the bed than the free surface, a higher 
incident wave amplitude is required to obtain a correct d/H ratio. For a larger 
bubble, the initial distance of the wave from the wall needs to be increased as 
shown in the above examples. The numerical data for the final computed time 
gives values for the normal velocities around the curved surface which can then 
be averaged to give a radial velocity uT. 

The subsequent motion of the trapped air pocket has been modelled as a 
two-dimensional semi-circular bubble using Topliss, Cooker & Peregrine's (1992) 
result for the fundamental frequency. To a first approximation, it is 

^IVo 
p,a* log[\(*a/H) tan(l(«*/ff))] 

(2) 
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where pi is the density of water, p0 the atmospheric pressure, 7 the ratio of 
specific heats and u> = 2wf where / is the fundamental frequency of the bubble. 
Once values for a, d, H and ur have been obtained, either from a computation 
or, as in the next section, from experimental measurements, the frequencies 
and amplitudes of oscillation of the bubble can be predicted using equation 2, 
the linearised kinematic boundary condition, ur = toe0, a0 = ae0uj and the 
corresponding expression for maximum pressure, 

Pmax = -pu>a0 log ( — tan(Ad) j (3) 

Hattori & Arami have provided us with many details of their experiments 
to investigate the importance of a trapped air pocket between the breaking wave 
and the wall. The experiments were undertaken in a small wave tank with a 
1:20 bed slope to cause the wave to break. In each case the still water depth was 
five centimetres. High-speed video frames were taken of the fluid motion with 
simultaneous pressure histories. The experimental data sets with large clear 
trapped air pockets were chosen for comparison. 

The histories of the pressure, measured on the impact wall immediately 
after impact exhibit three stages when air is trapped. Initially the pressure rises 
to a peak value and is followed by an interval of regular smooth oscillations, of 
decreasing amplitude. These oscillations are displayed with the same frequency 
in all six pressure gauges. This finally develops into a more confused signal, 
consisting of higher frequencies with lower amplitudes, and which carries on for 
an indefinite time. 

The photographs show a cylindrical air pocket trapped between the wave 
front and the structure immediately after impact. In the video frames following 
the impact, it can be seen that the free surface rises and a thin jet of water 
shoots up the wall. We neglect this since it is usually much thinner than the 
bubble until a later stage and assume a flat surface in our models. The damped 
oscillations recorded by Hattori & Arami decay exponentially like e~^'. The 
peak pressure is presented in the dimensionless form p* = p/pgH0 where H0 is 
the incident wave height above the bed. 

Three sets of experimental data on the formation of an air pocket by 
Hattori & Arami have been examined in detail. In each case measurements 
have been taken from the video frames to obtain values for a, d, H, uj, where u/ 
is the forward velocity as previously defined. The bubble surface in the frames is 
not sufficiently well defined to take measurements around the surface and so the 
value obtained for uj is used for the average radial velocity ur. The video frames 
indicate a horizontal free upper surface at impact and so the computations 
of a tanh waveform should provide a good numerical model. For each of the 
cases studied, a table below shows the values of a, d, H and ur obtained from 
both measuring the video frames of the experiments and from the corresponding 
computation The table also gives the estimated values of /, e0, a0 and maximum 
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p* using the theoretical analysis for a semi-circular bubble and the measured 
values of peak pressure and oscillation frequency. 

In experiment No. 132-3 the bubble radius was measured to be 7.5 mm 
from the video frames. Comparisons are made with a computation using a wave 
of initial dimensionless amplitude 8.0 and at an initial distance 6.5 from the 
impact wall. The corresponding dimensional value is 72 mm for wave height 
and there are comparable values for d and H. The radial velocity given by the 
numerical computations also gives agreement with that measured from the pho- 
tographs. The top line in the table gives the maximum experimentally measured 
pressure and the frequency of its oscillation. 

d H / ur to a0 P* 
Hattori & Arami 190 38.1 

From video 0.0295 0.066 221 1.0 0.00072 0.0075 43.5 
Computation 0.0219 0.055 222.2 0.95 0.00068 0.0070 35.4 

Table 2:   Comparison of theory with experiment and computation for a pocket of 
radius 7.5 mm. 

In experiment No. 172-3 the trapped air pocket, from the video frames, 
had radius 9.5mm. The computation producing a trapped pocket of the same 
size uses a wave of initial dimensionless height 5.0 and initial distance of 7.4, 
corresponding to 62 mm dimensional wave height . 

d H / ur Co a0 P* 
Hattori & Arami 210 55.7 

From video 0.029 0.063 186.5 1.1 0.00093 0.01 49.0 
Computation 0.03 0.061 191.5 0.99 0.00082 0.0094 39.7 

Table 3: Comparison of theory with experiment and computation for pocket of radius 
9.5 mm. 

The third data set, experiment No. 178-3, has the largest trapped air 
pocket, radius 20 mm, and produces the lowest pressures. The computation of 
initial dimensionless wave amplitude 7.0 with an initial distance from the impact 
wall of 9.0 corresponds to an incident wave height of 86 mm. 

As can be seen from the comparisons, reasonable agreement is obtained 
between the experimental and theoretical results with larger bubble sizes pro- 
ducing lower frequencies. The measurements from the frames show that the 
lower surface rises more rapidly up the wall for a smaller pocket in agreement 
with the numerical computations.   The damping of the oscillations appears to 
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d H / ur £» a0 P* 
Hattori & Arami 106 22.5 

From video 0.026 0.067 99 0.8 0.0014 0.015 28.7 
Computation 0.029 0.069 101.2 0.76 0.0012 0.015 20.0 

Table 4: Comparison of theory with experiment and computation for a pocket of 
radius 20 mm. 

be not as strong for the largest bubble and the oscillations last the longer. The 
slow rise of the pocket and mass of small bubbles in the video frame during the 
oscillations indicate little air loss initially through the surface of the water. The 
damping of pressure oscillations is yet to be modelled. 

difference 
with Hattori & Arami 

pressure 
from 
video 

pressure 
from 

computation 

frequency 
from 
video 

frequency 
from 

computation 
132-3 +12% -7% +16% +17% 
172-3 -12% -29% -11% -9% 
178-3 +22% -11 % -7% -5% 

Table 5:  Comparison of the maximum pressure and oscillation frequency estimates 
for the three data sets. 

The pressures predicted by the theory give reasonable agreement for both 
the experimental and computational parameters. Table 5 shows the differences 
in the pressures and frequencies estimated compared to those those measured by 
Hattori & Arami in each of the three experiments. The pressure differences are 
the percentage change between the peak pressures recorded in the data and the 
predicted values from the theory. Differences with those from the computations 
are all lower. The frequencies are generally closer to the experimental values. 

Scaling 

Most experiments undertaken to investigate wave impact on vertical structures 
involve laboratory model-scale wave flumes. Scaling from model to prototype 
remains a complex and not fully understood problem. The number of parame- 
ters concerning the motion need to be identified and mathematical relationships 
established between the dimensionless scaling parameters. 

When modelling the entrained air as either a single air pocket or a uniform 
bubbly mixture, expressions for the resonant frequencies have been obtained in 
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each case. Peregrine (1994) has suggested, to get order of magnitude estimates, 
a simpler approximation, similar to 

w = (jgHJC) 1/2 
(4) 

but without 7, where C is the volume of trapped air per unit length of wall (r2 

for a single bubble or LH for a mixture of bubbles in a layer of width L at the 
wall), Ha is the hydrostatic head of water equal to atmospheric pressure. The 
comparison of this formula with 7=1.0 (for isothermal bubbles) and 1.4 with 
the analytical expressions in each case is shown in figure 8.   As can be seen 

bubbly mixture single bubble 
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Figure 8: Comparison of the estimated fundamental frequencies, for a single cylin- 
drical bubble with d/H=0.5 (right) and for a column of bubbles next to a wall with 
Q=0.1 (left). 

from figure 8, the simplified formula presented by Peregrine is within a factor 
2, particularly for the single air bubble, except for small pockets or very thin 
columns of bubbles. 

Peregrine (1994) also presents a simple expression to estimate the maxi- 
mum pressures: 

ymax       n I  'tJ-La 

7gh~   \c~ 
(5) 
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where (5 is the fraction of the wall over which this impact occurs. For a reasonable 
ranges of /?, 0.1 to 1.0, and C, 0.01 h2 to 0.25 h2, this gives 

(H \1/2 

»-2 T     * 
Pn 

pgh 
< 10 

1/2 

(6) 

To assess these formulas, the maximum pressures for the three experimental 
data sets studied in have been evaluated using equation (5) with the data taken 
from the computational parameters and compared with the results obtained 
previously in tables 2, 3 and 4. 

C h P / / P* P* 
m2 m eq(2) eq(4) eq(3) eq(5) 

No 132-3 (0.0075)2 0.072 0.27 222.2 212.2 35.4 30.8 
No 172-3 (0.0095)2 0.062 0.31 191.5 167.5 39.7 25.8 
No 178-3 (0.02)2 0.086 0.58 101.2 79.6 20.0 26.9 

Table 6: Comparison of estimated frequencies and pressures evaluated earlier for the 
data sets from Hattori et. al. using the computational parameters, and the simple 
estimates for frequencies and maximum pressures given by Peregrine. 

The maximum pressures predicted by equation (5) show agreement with 
those predicted by equation (3) to within 30 percent and thus this equation 
gives a very simple calculation for rough estimates. Looking at the range for 
the pressures given by equation (5), the values C= 0.01, 0.02 and 0.05ft2 are 
obtained for No 132-3, 172-3 and 178-3 respectively, giving pmax/pgh to be 3.2, 
4.4 and 2.1 (Ha/h)1/2 respectively, well within in the range given by (6). 
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CHAPTER 109 

RESULTS OF EXTENSIVE FIELD MONITORING 
OF DOLOS BREAKWATERS 

D PHELP*, S LUGER*,  A VAN TONDER* and A HOLTZHAUSEN* 

ABSTRACT 

The entrances to most of the ports in South Africa are protected 
by rubble mound breakwaters which have dolos armouring. As part of 
their maintenance programme, Portnet, the local Port Authority, has 
commissioned the CSIR to annually monitor the main breakwaters. A 
minimum of five years of photographic and other monitoring data have 
now been accumulated. This paper presents a brief description of the 
dolos breakwaters in South Africa, and the field monitoring techniques 
used to record the annual damage to the armouring. The results and 
analysis of the photographic monitoring are given in more detail. The 
application of these results are also presented, and some exciting new 
developments in breakwater monitoring are discussed. 

INTRODUCTION 

The conclusions of the report of the PI ANC Working Group no. 12 
on the Analyses of Rubble Mound Breakwaters, (PIANC, 1992), stated: 

"Finally, it is worth repeating that the experience of this 
working group has shown again, as others have found 
before us, that there is a great need for more detailed 
monitoring of existing rubble mound breakwaters including 
records of the wave conditions to which they are subjected 
in service. Collection and publication of data on this subject 
would greatly assist the advancement of engineering 
knowledge.' 

*    Ematek, CSIR, P 0 Box 320, Stellenbosch 7600 South Africa 

1511 



1512 COASTAL ENGINEERING 1994 

The long-term stability of, and the intermittent storm damage to 
rubble-mound breakwaters are of considerable interest to the designers, 
builders and authorities responsible for maintenance. Depending on the 
severity of the wave attack, the breakwater armouring will deteriorate in 
time if not properly maintained. Gradual deterioration can often pass 
unnoticed until weak areas give way to major damage. Early detection 
of deterioration such as displaced, broken or lost armour units is 
therefore essential. 

Annual monitoring of a breakwater provides an early warning 
system to identify any weak spots in the armouring which can then be 
repaired before the overall stability of the breakwater is threatened. The 
accumulation of data on damage which can be linked to the prevailing 
sea conditions during the monitoring period can also be used to improve 
breakwater design techniques and calibrate the design formulae which 
are mostly based on the results of hydraulic model tests. Breakwater 
monitoring also offers the potential for increasing our understanding of 
failure mechanisms associated with rubble-mound structures which are 
difficult to simulate accurately by way of physical model tests. 

DESCRIPTION OF BREAKWATERS 

The seven harbours, where the breakwaters are monitored, are 
spread out along the east and south coast of South Africa, from Richards 
Bay in the north-east to Cape Town and Saldanha Bay in the south-west, 
as shown in Figure 1. All but one of these ports are protected by rubble 
mound breakwaters, which are covered with dolos armour units. 
Saldanha Bay, which is also monitored on an annual basis, lies in a large 
natural bay, and is protected by an artificial spending beach breakwater 
across the entrance to the bay. 

Figure 1.   Location of Breakwaters 
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The main dolos breakwaters lie on the southern sides of the port 
entrance channels and the water depths at the toe of the breakwaters 
vary between 3 m and 15 m. The extreme wave conditions at most of 
the harbours are therefore depth limited. At the east coast ports the 
breakwaters have a dual function of reducing wave heights and 
preventing siltation in the entrance channels. At these ports maintenance 
dredging is necessary to intercept the littoral drift which is predominantly 
from south to north. Table I summarises the details of each of the dolos 
breakwaters (CSIR, 1981). The calculation of percentage damage, as 
given in the table, is described later in this paper. 

Richards Bay has two dolos breakwaters, a shorter straight 
breakwater on the northern side and a longer curved breakwater on the 
southern side. East London, the only river port, is the oldest dolos 
structure which still has the original dolosse designed by Mr E Merrifield, 
the port engineer, in 1964. The main reason for the very high 
percentage damage to armouring on this breakwater, is that the dolosse 
were placed directly over randomly placed 35 ton blockwork. In some 
areas, there is only the blockwork left to protect the concrete mass- 
capping. Although the original breakwater was founded in 10 m water 
depth, a sand-bank, of 5 m depth, has formed just off-shore, which gives 
added protection from severe wave attack. 

At the commencement of the regular monitoring programme for 
Portnet in 1989, a base-line damage status had to be calculated for those 
breakwaters which were already extensively damaged (specifically East 
London and Mossel Bay). This was done using a combination of visual 
inspection (of broken dolosse) and crane and ball survey. Cross-sectional 
plots compared the difference between the original as-built profiles and 
the existing profiles, and percentage damage was based on section areas. 

Harbour Length No Dolosse Year 
constructed 

Monitored 
Years 

Dolos 
size 

Waiste 
ratio 

Design 
Hs 

Max % 
Damage 

Average 
Damage 

Richards Bay 
North 600 m 

1000 (Head) 
8800(Trunk) 

1973-1975 1987-1994 15t 
5t 

0,33 
0,33 7,9 m 

17% 
16% 

8,5% 
6,5 % 

Richards Bay 
South 1400 m 

2200(Head) 
13400(Trunk 

1973-1976 1979-199 4 30t 
20t 

0,36 
0,33 7,9 m 

10% 
17% 

3,9% 
7,5% 

Durban 585 m 2100 1982-1987 1989-199 4 20 t 0,33 6,5 m 20 % 6,1% 

East London 600 m 2000 1964 1987-1994 18 t 0,34 8,5 m 71% 39 % 

Port Elizabeth 370 m 4600 (outer) 
3700 (inner) 

1978 1988-199 4 10 t 0,31 6,4 m 7,5% 
4,3% 

3,4% 
2,7% 

Mossel Bay 200 m 2400 (outer) 
1900 (inner) 

1967-1969 1987-1994 5,4t 
2,7t 

0,33 5,2 m 37% 
1,3% 

2(1 % 
1,1% 

Cape Town 500 m 2900 1988 1989-199 4 25 t 0,355 7,5 m 16% 2.6% 

Table I.   Summary of Breakwater Damage 
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MONITORING METHODS 

Most of the breakwater monitoring methods, used by the CSIR in South 
Africa, are listed briefly below, together with descriptions of their 
usefulness and applicability. Detailed descriptions of these methods are 
available in various reports (CSIR, 1988a and Kluger, 1982). 

• Visual inspections are useful for checking specific damage. The 
number of broken units per section of breakwater, and the type of break 
(important for structural analysis of armour units) can be checked visually 
but this is more time consuming than photographic methods and is not 
suitable for monitoring the entire slope. More broken units can usually 
be located using the visual method, and it is therefore useful at the start 
of a monitoring programme to get the base-line damage figures. 

• Close up photography merely records the results of visual 
inspection and is useful for checking detailed progress of localised 
damage such as cracks in the mass capping. Camera type and position 
should be kept constant for good comparisons of subsequent 
photographs. Valuable information can also be obtained from 
photographs taken during extreme sea conditions. Areas of focused 
wave action can often be identified in this way, and related to the 
resulting damage to the breakwater. Aerial photography is normally not 
possible during storm events, but photographs, taken from the closest 
possible safe vantage point, have proven to be very useful. 

• Diver inspections are just an extension of visual inspections to 
below water, provided visibility is good. Recording can be done by video 
or still photography but position fixing is more difficult and the whole 
operation more time consuming. This type of monitoring is normally only 
done if damage is already indicated by other methods such as crane and 
ball surveys. 

• Photographic surveys from fixed positions to produce overlapping 
photographs covering the entire above-water condition of the breakwater 
(viewed at low spring tide) are the most useful and cost effective 
methods of breakwater monitoring. This method which involves the use 
of overlay techniques to check damage, should not be confused with 
photogrammetric survey methods, described below. The photographs 
may be taken from a boat (horizontal view), or crane or aircraft (vertical 
view), whichever is available. The helicopter was found to be most 
suitable, in that it could hover (wait for wave drawdown) and move 
quickly between monitoring stations. Position fixing of the helicopter is 
normally done by the use of Differential GPS, which is accurate to within 
1m.   The height can be set to suit the camera lens being used (the 
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greater the height, the better the accuracy, but once chosen, the 
equipment should be standardised for subsequent surveys). For South 
Africa's dolos breakwaters the above method was found to be generally 
adequate for monitoring the above-water damage to the armour units. 
A new development, however, is to substitute the helicopter photographs 
with video, which is equivalent to taking 25 images per second (at the 
TV frame rate of 25 Hz for the PAL standard). 

• Photogrammetric surveys can also be done from a crane or 
aircraft, although position fixing of the camera is more critical and 
accurate benchmarks are required to properly reference each section of 
breakwater being stereographically photographed. This method is time 
consuming and expensive and is only used where very accurate three- 
dimensional recording of armour unit positions are required. This method 
is more applicable to the monitoring of small armour units or rock where 
the individual movements are more difficult to identify. As with the 
photographic surveys, a spring low tide and good wave drawdown are 
essential to get maximum exposure of the breakwater slope. 

• Crane and ball surveys are used to monitor the breakwater profile 
(above and below water) at predefined intervals. A mobile crane is 
normally used to position the ball, and the level of the ball is measured 
from a theodolite station on the breakwater. The size of the ball which 
must obviously be kept constant from one survey to the next is normally 
around r = 1,14 V1/3/sin 45° where r is the ball radius and V is the dolos 
volume. The above survey method was found to be the most successful 
in recording underwater damage, but the reach of the crane could be a 
limiting factor in the seaward extent of the survey. During construction 
of the breakwater, this method is essential to monitor the as-built rock 
and dolos profiles. 

• Seismic, sidescan sonar and bathymetric surveys can be used to 
supplement the crane and ball survey by extending the monitoring 
seaward. Seismic profiling can even be used to check the profile of the 
original breakwater which may now be buried by sand. This detail is very 
important for the design of breakwater repairs including the toe berm. 
The survey equipment can be operated from either a crane or boat 
depending on the sea conditions adjacent to the breakwater. Provided 
visibility is good, any unusual features indicated by the above methods 
can be investigated by divers. 

• Standard tacheometric survey methods may be used to accurately 
monitor levels of predetermined positions on the capping slab and 
specific armour units to identify general deterioration by settlement of the 
entire structure. Cracks in the capping slabs usually indicate settlement. 
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This method can be used to obtain cross section profiles by pre-marking 
(studs or drill holes) and surveying points up and down the breakwater 
slope. This survey data should be referenced to a stable benchmark 
located on shore. 

Although a number of different breakwater monitoring methods 
have been listed above, not all these surveys, except possibly the 
photographic survey, need to be done on an annual basis. It is, however 
important that 'base-line' surveys using each of the different methods, 
listed above, are done as soon as possible after construction of the 
breakwater to provide a reference level to compare future damage 
against. 

Other forms of monitoring which are complimentary to the 
breakwater monitoring techniques presented above, are: 
• wave recording (by wave buoy - height, period and direction) 
• bathymetric surveys around the breakwater to monitor toe erosion 
• sediment sampling adjacent to the breakwater to check grain size 
• water/sediment movement through the breakwater (dye tests) 
• monitoring of concrete decay (possible alkali aggregate reaction) 
• monitoring of cracks in capping slab (linked to settlement) 
The results of these surveys are then linked to the breakwater damage 
analysis. 

ANALYSIS OF MONITORING DATA 

Only the photographic survey will be described here, but the 
analysis principles are the same for the other methods of breakwater 
monitoring listed above. With the aim of the monitoring being the 
assessment of the deterioration of the breakwaters, the cumulative 
damage per monitoring station is calculated by comparing photographs 
taken before and after the monitoring period (usually annual) and adding 
the new damage to the previous cumulative damage per station. 
Provided the camera position and type of lens are kept constant for 
consecutive surveys, it is possible to use the overlay (or stereo- 
comparator) technique to quickly compare respective photographs to 
detect individual armour unit movements of less than 0,5 m. New, digital 
image analysis techniques are presently being investigated, and are 
presented later in this paper. 

Both annual and cumulative damage are given in the monitoring 
reports. The visible damage has been categorised into three degrees of 
dolos movement (A) < 0,5 m, (B) 0,5 - 1,5 m and (C) > 1,5 m, (D) 
dolos breakage and (E) disappearance (loss) of the dolos from the visible 
slope. The damage per monitoring station, which normally cover 20 m 
to 25 m of breakwater length, are expressed as percentages, which are 
calculated by adding (C) + (D) + (E) and dividing by the total number of 
dolosse per station (N). 
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The movement of pieces of dolosse, which have already broken 
are also monitored, but do not contribute further to the damage 
calculation. In the same way, the smaller dolos movements (A) and (B) 
are recorded for information purposes, but do not contribute to the 
damage total. The movement history of a particular dolos is also tracked, 
so that the cumulative movement can be measured. Once this 
cumulative movement reaches more than 1,5 m (C), or h/2 where h is 
the height of a dolos, it is then added to the damage total. Although 
some experts only consider prototype dolos breakage as 'damage', it was 
found that once a dolos had moved more than half its length (h/2), the 
gap left by this movement often resulted in focused wave action, which 
in turn resulted in further damage (movement or breakage), especially 
under severe wave conditions. Monitoring results have shown that 
unrepaired localised damage causes an increase in the rate of damage in 
that localised area. 

Because the main purpose of breakwater monitoring is to warn of 
potential failure areas which need to be maintained, it was decided to 
include these dolos movements (C), in the damage criteria given in the 
table. This theory is also more in line with the definition of damage of 
dolosse in scaled model tests, where movements more than h are 
generally recorded as damage (together with an observation of the 
number of rocking dolosse, to represent dolos breakage without 
displacement). The broken dolosse have however been listed separately 
to allow further analysis of damage, using dolos breakage as the only 
criteria. 

It is recommended that the moved, broken or lost units be 
highlighted on the photographs which should be included in the 
monitoring report for easy reference. Weak areas or 'holes' in the 
armouring, which are more easily identified from photographs than in 
prototype, should also be highlighted to assist maintenance planning. 
When a hole is repaired with new units, the cumulative damage is 
reduced by the number of new units placed (n), but when the new units 
are just added to the slope and are not particularly filling any 'holes', only 
the total number of units per section (N) are increased. 

The results of annual monitoring exercises at each port have been 
presented in reports issued to the port authority. The monitoring report 
also includes a brief description of the survey methods used, including 
camera details, and position and heights of camera stations to ensure 
continuity and ease of comparison for future monitoring. The wave data 
from wave buoys off each harbour, covering the monitoring period, are 
analyzed and included in each report so that annual damage can be linked 
to the prevailing sea conditions or significant storm events. Graphs are 
also plotted showing the rate of increase of damage per station which 
highlights those areas of the breakwater which may need urgent repairs. 
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APPLICATION OF RESULTS 

The results of these breakwater monitoring surveys have been 
found to be vitally important for a better understanding of, design of, and 
appropriate maintenance planning of dolos structures. Prototype 
monitoring results are presently being used for both structural (Zwamborn 
and Phelp 1989) and hydraulic damage analysis. The ultimate objective 
is to have sufficient prototype breakwater data (of dolos structures in this 
case), to combine with the recorded wave conditions, to create a basis 
for validating design formulae which are, thus far, predominantly based 
entirely on the results of small scale model tests. 

Some of the uses to which these results have been applied in 
South Africa,   include the following: 

• Planning of breakwater maintenance - On-going maintenance is 
carried out on those breakwaters with permanently mounted breakwater 
cranes (Durban and East London have hammerhead cranes mounted on 
rails along the length of the mass-capping). At these ports it is 
economically feasible to carry out spot repairs, as needed and indicated 
by monitoring surveys. Gaps in the armouring are filled, and the 
percentage damage is kept low. For this purpose, a stockpile of spare 
dolosse is required at the root of the breakwater, within reach of the 
crane. As explained above, the damage at the East London breakwater 
was already high before the monitoring programme was started. 

At other breakwaters, without permanent cranes, or spare dolosse, 
it is more feasible to let the damage rise to higher levels, before the 
planning of more major repairs. This critical level of damage depends on 
the importance of the breakwater in protecting the harbour entrance, and 
in the importance of the harbour itself. At Richards Bay, a major 
exporting port, planning for repairs to the southern breakwater 
commenced when the percentage damage per station exceeded 15 per 
cent. While at Mossel Bay, a small fishing harbour with a shallow water 
breakwater (-4 m), the maximum percentage damage per station was 
allowed to rise above 30 per cent before temporary repairs were done, 
and major repairs planned. As for East London, the damage to the 
Mossel Bay breakwater was already high when detailed monitoring 
commenced.   Both dolos breakwaters are approximately 30 years old. 

• Age of breakwater vs damage (history of damage after 
construction) - The Durban and Cape Town harbour breakwaters, which 
have been carefully monitored since construction, have shown that the 
initial "settling in' of dolosse during the first major storm event, can result 
in more than double the normal annual damage. The rate of damage at 
any station, after initial settling-in, is generally related to the cumulative 
damage total at that station; this tended to increase after 20 per cent. 
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The damage history of the Port of Cape Town breakwater is shown 
in Figure 2, below. This graph is based on 6 years of monitoring data on 
the breakwater trunk, which consists of approximately 2 400 25 ton 
dolosse over a length of 500 m. The cumulative damage (movement and 
breakage, and breakage only) is plotted as a line graph against the left Y- 
axis, whilst the four worst storms (during the annual monitoring period) 
are plotted as bar graphs against the right Y-axis. The 1989 survey 
showed very high 'settling in' damage. 

Annual Damage vs Storm Wave Heights 

o 
o 
D 

£ 
o 

1988 1989 1992 1993 1990 1991 
Year 

Figure 2.   Damage History of Port of Cape Town Breakwater 

• Ratio   of   dolos   movement   vs   breakage   -   All   visible   dolos 
movements (above water) were recorded to within an accuracy of 0,1 m 
by the photographic survey method.   Of all the recorded movements: 

52  per cent  were less than 0,5 m, 
32  per cent  were between 0,5 m and 1,5 m, and 
16 percent were above 1,5 m 

In this case, 1,5 m is approximately h/2 where h is the height of a 25 ton 
dolos. This means that on average, only 16 per cent of all recorded 
dolos movements contribute to the recorded damage total. After the 
initial 'settling in' of the breakwater after construction, which normally 
involves a high percentage of small movements, approximately 
55 per cent of the recorded movements, were new movements while 
45 per cent had moved before. Besides rocking units, many dolosse 
move, or are displaced more than once, before becoming stable. 

Based on a sample of 233 events (dolos movements including 
breakage), recorded on the Table Bay breakwater over a 5 year period: 

75   per cent  moved (without breakage) less than h/2, and 
15   percent  moved morethanh/2(alsowithoutbreakage). 
10  per cent  of all the movements resulted in breakage. 
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Fewer than half the dolosse which moved more than h/2, actually broke, 
while some dolosse were seen to rotate up to 270° without breaking. 
Breakage of dolosse which had moved less than h/2, were usually the 
result of either rocking, impact from other dolosse or cold joints. 

• Effect of rail reinforcing in dolosse - The results of swing tests 
(with yield cushions) on 9 t dolosse using rail reinforcing (Zwamborn and 
Phelp, 1989) compared well with the results of monitoring the 25 t rail 
reinforced units which were used to repair the Cape Town breakwater 
(Zwamborn, Claassens and Van Tonder, 1990). The three types of rail 
reinforcement tested are shown in Figure 3. The test results showed 
that X-type rail reinforced dolosse could withstand approximately double 
the fall height, compared to unreinforced dolosse. A near design storm 
which occurred in July 1989, resulted in damage (as monitored 
photographically), of the same order as that predicted by the swing tests 
and hydraulic model tests, thereby validating the design. 

Single rail (43kg/m) X-type rail Double-V type rail 

Figure 3:   Types of Rail Reinforcement 

Prototype reinforced units were observed to have moved more 
than h/2 without breakage, and many of those units which did break, 
were still held together by the rail reinforcing, and thus continued to be 
functional in providing protection to the breakwater. Monitoring surveys 
of Cape Town breakwater revealed that rail reinforcing reduces both 
shank and fluke failure, but was not effective in reducing torsional failure 
(especially the double-V type, Figure 3). Torsional loading of reinforced 
dolosse tended to shatter concrete on the shank of the dolos, leaving the 
rails exposed. However, this is not considered too significant, because 
torsional failures constituted only 11 per cent of all observed dolos 
breakage (based on a sample of 357 broken dolosse). 
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• Improvement of dolos shape to reduce breakage - As part of the 
breakwater monitoring exercises done in South Africa, a detailed study 
has been made of the number and type of broken dolos armour units, 
with a view to improving the shape to reduce breakage (Luger, 1993). 

An analysis of these prototype dolos breakages has identified the 
fluke-shank intersection of the dolos as a region of structural weakness. 
Over 80 per cent of the dolosse breakages were found to originate from 
this point. Finite element analysis has been used in an attempt to 
improve the stress distribution in the dolos by modifying the dolos shape 
in the region of the fluke-shank intersection. Three of the shapes which 
have been analyzed are shown in Figure 4. This work is aimed at 
developing a dolos shape which is structurally superior to the existing 
shape, without significantly reducing the excellent hydraulic stability of 
the existing shape. The improved shape should be suitable for use on 
new projects as well as for the repair of existing breakwaters. 

Existing chamfer Maximum chamfer Large curved fillet 

Figure 4: Evolution of Improved Dolos Shape 

The continued monitoring of breakwaters where improved armour 
units are used will provide valuable data to determine the improved 
performance of the prototype units and confirm the theoretical 
advantages. The curved filleted dolos (Figure 4) are presently being used 
in the repair of existing breakwaters at Richards Bay and Mossel Bay, and 
in coastal protection works in Table Bay near the entrance to the Port of 
Cape Town. One advantage of using the improved dolosse for the repair 
of older dolos structures, is that there is still good interlocking between 
the new and old shaped units of the same weight. 

• Effect of dolos size and waist ratio - As a general rule, it was 
found that a larger waist ratio reduces the percentage of shank failure but 
increases the percentage of fluke failure. Independent of the waist ratio, 
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the introduction of even the smallest fillet, reduces breakage at the 
fluke/shank intersection. This was observed on some of the older 
breakwaters which have both dolosse with no fillet and dolosse with 
small rounded fillets and the original chamfer (SPM,1984). 

No relation could be found between breakwater damage and dolos 
size. It is the author's opinion however that dolosse, being slender units, 
are not suitable for deep water applications, and become structurally 
unstable above 35 ton to 40 ton, even with higher waist ratios. In South 
Africa, where most of the breakwaters lie in relatively shallow water, the 
dolos is still considered to be the most suitable armour unit. 

• Calibration of site-specific model tests - The Port of Richards Bay 
breakwaters, have been monitored by various techniques since 
completion in 1976, but regularly since 1987 using photographic survey 
from a mobile crane. The results of these surveys indicated that it was 
necessary to consider doing repairs to the 20 ton dolosse on the trunk of 
the south breakwater (CSIR, 1988b). Both 3D basin and 2D flume scale 
model tests were undertaken in 1991 to optimise the proposed 
breakwater repairs and check the effect of sand trap dredging adjacent 
to the breakwater (CSIR, 1992). 

Because the breakwaters had already experienced storms with 
wave heights in excess of the 1:50 year design wave height of Hmo = 
7,9 m, it was decided to calibrate the 'design damage' in the model to 
equate the existing prototype damage. Each test consisted of a 
sequence of wave height steps from 2,5 m to 8,5 m in increments of 
1,5 m, run for an equivalent of six hours (prototype) each. The model 
damage was determined using the photographic survey method to record 
dolos movements. These dolos movements were divided into the number 
of movements less than the height of a dolos (<h) and the number of 
movements greater than the height of a dolos (>h). The calibration 
factor 0,4 (< h) + (> h) was found to give the best model approximation 
of prototype damage. Figure 5 shows the prototype and calibrated model 
damage for monitoring stations 5 to 17, which were spaced 25 m apart. 

Model Damage 

Prototype Damage 

5       6      7      8      9     10    11     12    13    14    15    16    17    18 

Figure 5: Prototype versus Calibrated Model Damage 
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By applying the same calibration factor to the model tests of different 
repair options, the expected design damage could be determined and the 
most effective repair option chosen. 

Figure 5 also shows, both in model and prototype results, that the 
worst damage occurred between stations 7 and 9. Hydrographic surveys 
of the sand trap between 1977 and 1991 have shown that, almost since 
completion of the breakwater, the deepest area of the sand trap was 
located opposite stations 7 to 9 (Figure 6). This also coincided with the 
area where the sides of the sand trap were steepest and closest to the 
toe of the breakwater. One model test which was carried out with a 
larger deeper sand trap resulted in an increase in damage proportional to 
the extension of the sand trap, which indicated that the increased 
breakwater damage could be linked to the sand trap dredging (CSIR, 
1992). 

+ 

Figure 6: Mean Existing Sand Trap 

FUTURE DEVELOPMENTS 

Future developments, in the field of breakwater monitoring, include 
improved correlation of damage with wave data, and video scanning for 
digital analysis, storage and presentation of monitoring results. The 
former involves the installation of directional wave recorders off the 
breakwaters.   A brief description of the latter follows below: 

A disadvantage of the photographic monitoring technique which 
is presented above, is the tedious manual comparison of photographs, 
even if the overlay or stereo comparator are used, to identify dolos 
movement and breakage. A recent new development is the replacement 
of the photograph of the breakwater by a digital image, captured by 
video recording or a live video camera signal. Flicker Optics1 is a digital 
image processing technique which is then used to interlace, in real time, 
the image with a preview of the same breakwater station before the 
damage occurred. Any changes are then detected as a stroboscopic 
flashing of just that portion of the screen where the change has taken place. 
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A dynagram (Figure 7) is then generated by simply subtracting the 
video image in which movement has been detected, from the initial or 
reference video image. The dolos that has moved shows up clearly while 
the background, which has not changed, is almost featureless. Three 
main areas of application of the above technique are as follows: 
• Digitizing of archived photographic records (via CCD camera and 
frame grabbing card) for re-analysis and inclusion in a database. 
• Aerial monitoring of prototype breakwater using video camera. 
• Real time monitoring of scale model tests on breakwaters. 

Reference Image Later image Dynagram 

Figure 7.   Digital Image Processing 

Direct image subtraction assumes an invariant image geometry, 
illumination and reflectance. Initial testing of this new monitoring 
technique was carried out under ideal conditions, achievable in the 
laboratory at small scale. By real time video monitoring, even the small 
'settling in' movements of the scaled dolosse were detected. For 
analysis of the photographic and prototype video record, however, the 
images need the following manipulation to overcome certain variables: 
• Translation, rotation, scaling and warping to allow for errors in 
camera position (even with DGPS position fixing). 
• Contrast  stretching  and   histogram  equalisation  to  allow  for 
changes in illumination   (sun and shadow) during consecutive surveys. 
• Spatial  intensity  gradient  image formats  and  edge  detection 
techniques to allow for surface variation such as sea growth. 

Advantages of digital images, include the ability to store only the 
necessary data (ie dolos movements and breakage), for the database and 
later presentation of survey results. By using a screen overlay grid and 
the cursor to scale known positions on the image, the dolos movements 
can be quantified,   this information is then added to the data base. 
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CONCLUSION 

Breakwater monitoring in general, at South African ports and 
photographic monitoring in particular, have been successfully used as 
useful tools to identify damage, provide an early warning system (giving 
time for model tests of the repairs to be carried out) and assist in the 
planning of maintenance. 

In this paper, the various methods of breakwater monitoring were 
covered and the use of monitoring results to calibrate model test results 
and improve repair designs were presented. Three projects involving two 
breakwater repairs and one new breakwater, soon to be undertaken, have 
been designed using mathematical and physical model tests, aided 
directly by the results of prototype breakwater monitoring. Ongoing 
monitoring of these structures will prove the performance of their design 
and of improvements made to the shape of the dolosse which are to be 
used. 
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CHAPTER 110 

FAILURE OF RUBBLE MOUND STRUCTURES DUE TO THE 

STORM DURATION AND THE IRREGULARITY OF OCEAN WAVES 

Cheong-Ro Ryu1 and Hyeon-Ju Kim2 

Abstract 

Failure mechanism and destruction processes of rubble mound structures under 
the irregular wave attack are discussed in considering with the effects of wave 
grouping, storm duration, and structural conditions using the model test results. In 
the analysis of the stability, a new irregular force parameter that affect the 
failure of rubble mound structures is defined by combining wave grouping 
characteristics, storm duration effects and wave-structure interaction mechanisms. 
Using the external force parameter, a modified rubble mound design formula is 
suggested, and its applicability is proved by the results of comparative studies 
with the conventional results. 

1. Introduction 

Wave climate, irregularities and uncertainty of ocean waves, and 
wave-structure interactions are the important parameters in the design 
of rubble mound structures. Remarkable efforts to develop design 
formulas of rubble mound structures considering irregular ocean waves 
have been made by Ryu and Sawaragi (1986), van der Meer (1988), 
and many of other researchers. Sawaragi et al. (1985) and Ryu et al. 
(1984) developed the design formula introducing the irregularity of 
ocean waves. Ryu and Sawaragi (1986) improved it considering 
allowable damage, material and/or block characteristics, spectral shape 
effects of ocean waves on the stability of rubble mound structures. Van 
der Meer (1988) proposed similar advanced design formula considering 
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the storm duration, allowable damage, and the permeability of rubble 
mound structures. However, any of the results can't explain 
sufficiently the destruction mechanism and processes of rubble mound 
structures by the effects of storm duration and the irregularity of 
ocean waves including wave-structure interactions. 

In the study, define a modified irregular force parameter that can 
consider the spectral shapes, wave-structure interactions and storm 
duration effects on the stability. Using the experimental data (Ryu, 
1984), the destruction processes will be analyzed with the conception 
of storm duration effects, and combining the relation between the 
damage level increase and the irregular force parameter, a new design 
formula of rubble mound structures will be developed, and the 
applicability will be discussed by comparing with conventional results. 

2. Conventional Design Formulas and Problems 

The parameters considered in the conventional design formulas to 
estimate stable rubble weight (W) for the monochromatic wave can 
be summarized as: 

w =   A(H,d, r„, r,.f) 
+ A(TiL), 0.D, P,i,h,Ya.he) (1) 
+ M ) 

where    H   = wave height 

6     = slope angle 

Yw.Ys  = relative weight of sea water and cover material, 

respectively 
/    = friction coefficient 

7\L)   = wave period (length) 

0    = incident wave angle 

D   = allowable damage ratio (%) 

P   = permeability coefficient 

i    = slope of sea bottom 

h   = water depth 

ya = thickness of cover layer 

hc = crest height. 
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The most design formulas considered only the parameters in the fx 

of Eq. (1), and the effects of parameters in f2 and /3 were introduced 

as a constant to correct the stability. Since the variety of the 
constant, the design results are varied by the career of designer and 
selection of design formula, however, the design rubble weight (W) 
are presented to be proportional to the H3 (Ryu, 1984). 

W* a IT (2) 

where  a represents the proportional constant. 
The variation of the design results will be largely increased, if the 

irregularity of ocean waves are introduced in the design concept. As 
shown in Fig. 1, the degree of rubble weight change can be pointed 
out as an important technical problem to develop a new design 
conception that minimize the scattering. In the figure, Ryu's (Ryu and 
Sawragi, 1986) and Meer's (van der Meer, 1988) formulas are to the 
irregular waves, and others are to the regular waves. It can easily 
found that the design rubble weights changed to 2 times or more due 
to the difference of coefficients and formulas. 

In the case of irregular waves, following irregularity parameters of 
ocean waves should be considered additionally in Eq. (1). 

W= firr.{ Hlln, i1/n, ESUJ{), Qp, N, 
D,P, 6,b,yu,rt, ) 

(3) 

5.0 7.0 9.0 r.O 3.0 5.0 7.0 9.0 

cot 8 cot 8 
Fig.  1. Design weights of rubble units in relation to the slope angle 

by various formulas. 
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where H1/n is the statistic wave heights, £u„ the surf similarity 

parameter using 1/w significant waves, Qp the spectral peakedness 

parameter (Goda, 1985), N the number of incident waves, <f> repose 
angle of cover material. Esumj'() denotes the concept of run-sum 

which is defined as the mean energy level of group formated waves 
as Eq. (7). 

The representative design formula for irregular waves was 
proposed by parameterization of the effects of wave grouping/spectral 
shapes, wave periods/wave-structure interactions and the allowable 
damage level considering equilibrium slope formation as follows (Ryu 
and Sawaragi, 1986): 

W~. 
y„(6.15Q,+20.0)   tanfl 

7s/3(Z>+30.1)      tan 5$ 

3/2 

Hi 1/3 

for the uniform slopes 

(4a) 

Wr> r« (5,46Q,+17.73)   tan< 
.,1/3 / 

i    3/2 

m 77s (D+36.3)        tan0 

for the composite slopes 

1/3 (4b) 

QP = A CfsHf) df 

in which Wr denotes the design rubble weight by Ryu's formula, 

allowable damage ratio D denotes percentage of eroded volume of 
cover layer to the total eroded volume until the damage level directly 
affects the stability of filter layer stones, w0 the zero-th spectral 

moment,   S(f)  the spectral density function,  / the frequency. 
Another design formula on irregular waves was proposed by van 

der Meer (1988) considering the permeability and storm duration etc. 
as follows: 

W„>- 
il2ysn\ 1/3 

[ 6.2P0-18 (Djm0-2] 3(- -l)3 

for £m < Sc 

(5a) 
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wv> 
y~A  (5b) 

[ p^(Dv/m°-2Uote)°-5fj 3(^-i)3 

for Sm > £c 

where £m is surf similarity parameter using mean wave period, Dv is 
the damage level defined by van der Meer (1988) that has the relation 
of    Dv =  0.08D.   Eqs.   (5a)   and   (5b)   correspond   to   plunging   and 
surging breakers, respectively classified with transition value of surf 
similarity parameter  £c given by 

£e =  (6.7P°-3Vtar70) p+0-5 (6) 

Though these design formulas are the most advanced, each has 
not included important parameters in Eq. (3). Ryu's formula (Ryu and 
Sawaragi, 1986) did not account for the effects of storm duration 
effect and structural permeability, and van der Meer(1988) neglected 
the wave grouping characteristics. To overcome before mentioned 
shortcomings and scatterings, the improved formula is needed to 
develop. It can be pointed out that such storm duration and wave 
grouping statistics is not clarified statistically as design parameters to 
introduce in actual design. However, it can be emphasized that the 
irregularities should be considered in the experiments on the stability 
and reliability check for the reasonable design. 

3. Analysis of Available Data 

3.1 Experimental Features and Analysis 

Destruction mechanism and damage processes are investigated used 
the results of hydraulic model tests in addition to previous works of 
Ryu (1984), and Ryu and Sawaragi (1986). The tests were carried out 
with 3 kinds of structural slopes 1:1.5, 1:2.0, 1:3.0 on a uniformly 
sloping beach of 1/40 with controling the permeability of core layer to 
correct the scale effects. Irregular waves are generated with various 
spectral    shapes    of   200   cases.    The   destruction   processes    were 
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visualized simultaneously with incident waves by the 16 mm high 
speed cine camera (50 frames/sec) during the experiments. 

Destruction mechanism is reanalyzed to investigate the effects of 
irregular wave parameters and correct the effects of resonance 
phenomena on the slope by introducing the tolerable destruction 
concept. And storm duration effect on destruction process is analyzed 
by measuring the destruction history to the irregular wave trains. 

3.2 Analysis of Wave Irregularities as a Design Force Index 

Waves used in the experiments were analyzed by wave by wave 
analysis and spectral analysis methods, and wave grouping parameters 
that is important to stability of rubble mound structures were 
evaluated. The wave grouping parameters such as run-length /( ) 
and run-sum were defined same as Ryu (1984). The mean run-sum 
(Esum) is defined as the mean of energy-sum of group formated 

waves shown in Eq. (7). In the study, the mean run-sum of 
conditional run of £* under the condition of significant wave height, 

Esumi(?o\H\iz) is introduced as a grouping parameter that affects to the 

stability. From the previous work by an author (Ryu and Sawaragi, 
1985) on relations among the mean run-sum and Qt, it can be 

estimated by the following formula. 

CO CO        -1 CO 

Emmi{ ) =  S 2 f yw H\ I 2 NK ) (7) 

EmmX&\HJ =  r«,#?(0.04Q, + 0.13)    forHc=Hi/3 (8) 

£ =   {1.5 < £'m < 2.5} (9) 

ft/3 ~    fmax    -     tan0/y (H/L0)m 
(10) 

where   Hk( k =1,2,3,...) is   £-th wave of run-length   X ),   j( ) denotes 

the run-length  j of the run of ( ),  N-, is number of wave group with 

the run-length j. The breaker types could be classified by 
surf-similarity  parameters   $,  and  the  range  of Eq.   (9)   makes  the 
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resonance phenomena on the slope by wave by wave interaction. 
Ryu and Sawaragi (1986) defined irregular force parameter [X] 

including wave grouping and resonance phenomena, and arranged the 
correlation with destruction ratio  D{%) as follows: 

[X]   = 
E mm J(£*o\Hy3)   tan 6 

7s l\           tan^ 

D{%)   = 153.81 X ]   -30.1 

(11) 

(12) 

in which la is the characteristic length of stone/block. Eq. (12) did 

not consider the effects of storm duration and permeability of 
structures. 

3.3 Analysis of Destruction Processes 

Destruction mechanism and processes of rubble mound structures 
can be explained with combining the effects of storm duration time, 
resonance phenomena and wave force parameter [X] shown as Eq. 
(13). The contribution of the effects to the damage level illustrated 
schematically in Fig. 2. 

D{%) =  AN0-25 [X] (13) 

Fig. 2. Schematic definition of weighting function. 
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3.0 

D=100% 

1.0 1.4 1.8        2.2        2.6        3.0 

£l/3 
Fig.   3.   Variation  of modified  stability   number  according  to  relative 

surf-similarity number. 

Damage of rubble mound structures is strongly related with the 
waves in the range of 1.5 < £*y3 < 2.5 where the minimum point of 

modified stability number (Ns') is appeared as shown in Fig. 3. From 

Fig. 3 by Ryu and Sawaragi (1986), it can be pointed out that critical 
surf similarity parameter £*c with the minimum point of modified 

stability number decrease with the damage level increase. 

N; 7w  np(%) tan# 
(?Vr. ~DWm tan< 

(14) 

where HDm is the design wave height for the damage level in 

percent D(%). In the case of tolerable destruction ratio D = 0%, 

minimum point of Ns located at about 2.3 of relative surf similarity 

parameter £*/3, in D = 100%, about 1.8. If the critical surf similarity 

parameter £*c can be assumed to be linearly changed according to 

tolerable damage ratio, it is represented as follows: 
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A4W=|C:-CWI 
HI/S/HD =1.6 
HD = 4.8cm 
W   = 20g 

D 

20- 

Cc -tVK 0.1 
HD    = 4.8cm 
W   = 20g 

O AH,/3=1.6 
D AH,/3=1.4 
A AHi/3=1.2 
O AHi/3=0.8 

Fig.   4.   Storm   duration   effects   on   the   failure   of   rubble   mound 
structures with the resonance indexes ACV3 (a) and AHv3 (b). 

£ = 2.3 -0.005 7) (15) 

Dimensionless damage level to irregular force parameter has a peak 
around critical surf similarity parameter £* and decrease with increase 

of AfJ/3 ( = £* - £y3) in Fig. 3. This was proved by investigating of 

the effects of the resonance indexes, A£*/3 and Aff1/3 to the failure of 

rubble mound structures as shown in Fig. 4. In the figure, it is 
clarified that the damage level increase is affected by decrease of A£/3 

and increase of   AH1/3  with the storm duration time   N. Considering the 
characteristics, a weighting function was introduced as Eq. (16) by 
trial and error method with storm duration effect. 

A = Ci cos ( to - r3 1/3 ) =  Ci cos 
(2.3 - 0.005Z)) - £\ 1/3 (16) 
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60 

50- 

D 
HI/S/HD 

O 0.0<Ati/3<0.1 
• 0.1<A£W<0.2 

A 0.2<A5w<0.3 
O 0.3<AC1/3<0.4 

* 0.4<Ati/3 

1000 

Fig. 5. Damage level increase of rubble mound structures according to 
the resonance indexes and the storm duration effects. 

Combining Fig. 4(a) and (b), the damage level change due to 
storm duration under the condition of various A£*/3 is shown in Fig. 5. 

It can be said that the severe damage will occur at smaller A|J/3. 

Dimensionless damage level to the force parameter [ X ] and weight 
function A was compared versus the storm duration. The result of 
this analysis presented in Fig. 6. The variance of the results is 
considerable, however, if one wants to design more reliable structures 
considering uncertainty of damage processes, the upper limit of the 
figure will be applied, and the trend of damage increase whose 
resonance index is close to 0 can be presented as follows: 

D 
A[ X] = CJV0-25 

(17) 

Using the relations, the destruction processes can be summarized and 
formulated combining constants   Q  and   C2 to   C as follows: 

AN^ =  Ccos(  <2-3-0-0050)-fl/3 ] N„.s (18) 

where  C is a constant of 0.194 from the data. 
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0 0.(KA£,/3«).1 
1 1 0.1<A4,/3<0.2 

A 0.2<At,/3<0.3 
O 0.3<Ati/3<0.4 
+ 0.4<A^w 

C2 = 0.194 

_—-1.5c2Nu 

+    .---ff'-F 
---'•fc       a    ++ 

3- _ .   °+ ,+o 

200 400 600 800 1000 

N 
Fig. 6. Variation of damage level according to the storm duration. 

4. Development of Design Formula 

To develop a design formula considering the effects of irregularity 
of ocean waves and storm duration time on destruction processes as 
written in Eq. (18), the relationships between damage level (D) and 
modified irregular force parameter [X]' were investigated by 
comparing  with previous  result used  [X].  Fig.  7  shows  the results, 

100 

80- 

D 60- 

40- 

20 

0.0 

Fig. 7. Comparisons between failure characteristics with respect to the 
previous irregular force parameter (a) and the modified 
parameter (b). 
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and it can be clarified that the modified force parameter [X]' 
represents very well the damage processes than [X], The correlation 
between the damage ratio and the new force parameter can be derived 
empirically as: 

D =   29.84[X]' - 5. (19) 

[X]' = A N°-25 [X] (20) 

By the relation, the formula to calculate the design weight of a rubble 
unit can be rearranged to as follow: 

W 7«,(1.19©.+3. tan# 
rTWIAN0-25 +5.82)   tan< 

3/2 

H) 1/3 (21) 

Using the new design formula and conventional formulas, the 
variation of design weight of a rubble unit is compared according to 
the storm duration under the same conditions of other parameters. 
Fig. 8 shows a typical example of variation of design weight of 
rubble unit. The design weight becomes heavier according to the 
longer storm duration, and the difference between new formula and 
others   are   significant  by   irregular   wave   conditions   and   allowable 

35 

30 

W    20 
(ton) 

(a)   H,/3=3m, TiA.=8sec, 0=20% 

A28 

„ A-o-e e-o-e &-°-« 

,-B- 
.B-' rET' 

• Qp = 4, o Qp = 2  by  new  eq. 
* Qp = 4, A Qp = 2   by  Ryu's 
• p = 0.2,u  p = 0.6   by  Meer's 

20 

(ton) 

(b)   Hi/3=3m, Ti/3=8sec, D=60% 

-A -A -& -@^j-fi'-S -A -A -A -A -A -A -A -A -A -A -A 

H        • Qp = 4, oQp=2  by  new  eq. 
A Qp=4, A Qp = 2   by  Ryu's 
• p=0.2, a p = 0.6  by  Meer's 

500    1000   1500   2000   2500   3000 
—I 1 1 1 1 1 1 1 1 r 
500 1000 1500 2000 2500 3000 

N N 
Fig.   8.  An  example of design  weight of rubble  unit  in  relation  to 

storm duration. 
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damage leveK D). This point out the importance of storm duration as 
well as the force parameter. It is emphasized that the wave grouping 
effects/spectral shape effects is one of the most important parameter 
in the new formula while neglected in van der Meer's formula. 

Many researchers including authors pointed out the importance of 
permeability in rubble mound structures, but it is difficult to formulate 
using effective parameters on the stability. Kaku et al. (1991) 
developed a design formula using the experiments by van der Meer 
(1988), which was simplified as function of  P    and  im, however, it 
has also problems for sensitivity analysis to the irregularity of waves. 

To expand the new formula to the variable permeability,  stability 
analysis parameter   Qs can be defined by combining the experimental 
results by author(1984) and van der Meer(1988). 

Qs =    ,,^ no.36   ~ 3.32 (22a) 7.3C|P°-36 —  0.06 

for  £m< $c 

p0.26 
-3.32 o.i9 c\e* 

for  £m> gc 

Qs   =       n   ,n^2rff     ~ 3-32 (22b) 

where Ck denotes constant as introduced by Kaku et al. (1991). This 
formula represents the effect of Qp to the stability in use of the new 
formula by introducing  £m and P of van der Meer's formula Eq. (5). 

Stability analysis method could be formulated with regard to the 
storm duration, wave grouping characteristics, resonance phenomena 
and permeability, however, the parameters can not easily get in the 
field data. In future, field measurement to get a design parameter 
should be designated to satisfy the estimation of the force parameter, 
and the experiments should be designed to cover the effects. It is 
needed to consider the effects of crown height and 
wave-structures-soil interactions in the design. 

These methods and data will be contributed to database as design 
constraints with numerical models on wave-structure interactions in 
the applications of the optimal design algorithm developed by Ryu et 
al.(1992). 
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5. Conclusions 

Destruction processes of rubble mound structures are investigated 
by the hydraulic experiments considering irregularities of ocean waves 
and storm durations. The main results obtained in the study are: 
1) From the analysis of destruction mechanism and its process, the 
effects of wave grouping and spectral shapes of irregular ocean 
waves, storm duration and wave-wave interaction on the slopes are 
emphasized as the important parameters in the analysis of stability of 
rubble mound structures. 
2) The destruction processes are formulated empirically introducing the 
new irregular force parameter included the storm duration and 
resonance phenomena in addition to the irregular force parameter. And 
a modified design formula is proposed by rearranging the relationship 
between the damage level and the modified force parameter to 
calculate weight of rubble units. 
3) By the comparative study with previous works, it can be 
emphasized that the new formula represents reasonably the effects of 
storm duration, wave irregularities, damage increasing processes, and 
wave-wave interaction on the slope. Applicability of the formula and 
research needs were discussed to the comprehensive optimal design 
algorithm of rubble mound structures. 
4) The effect of permeability to the stability can be applied by a 
correct parameter to expand the use of the new formula. 
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CHAPTER 111 

BLOCK SUBSIDENCE UNDER PRESSURE AND FLOW 

T. Sakai1, M. ASCE, H. Gotoh2 and T. Yamamoto3 

Abstract 

The block subsides gradually into sandy bed under 
water pressure fluctuation. In actual coast the 
oscillatory flow also acts on the block. The block 
subsidence is reproduced qualitatively in a laboratory. 
The subsidence occurs even under the oscillatory flow. 
Under some combinations of water pressure fluctuation and 
oscillatory flow, the subsidence is larger than any of the 
subsidence under the pressure fluctuation only and the 
subsidence under the oscillatory flow only. 

Introduction 

In sandy coast armour blocks gradually subside into 
the bed. Fiq.l shows an example of the block subsidence 
and dispersion of an offshore breakwater off the west 
coast of Niigata facing the Japan Sea(Nakata, H. et al., 
1991). There are several mechanisms proposed : for 
example, the rocking of the block and the porewater flow 
in the sand bed under the block. 

One more explanation for this phenomenon is that the 
porewater pressure fluctuates due to the wave pressure, 
the vertical effective stress decreases at each wave 
trough phase, the block subsides slightly and it is 
repeated wave and wave. Already the subsidence was 
reproduced under a water pressure fluctuation in a 
laboratory(for example, Zen et al., 1990. See Fig.2). The 
behaviour of a sand bed during a block subsidence was 
observed in a laboratory(Nago et al., 1993. See Fig.3). 

1 Prof., Dept. of Civil Engrg., Kyoto Univ., Sakyo-Ku, 
Kyoto, 606, Japan. 

2 Res. Assoc, Dept. of Civil Engrg., Kyoto Univ., Sakyo- 
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Depth  beloW 
Sea Bottom Cross Section 

,. o 

ID 

21) 

Inshore 

Fig.l Subsidence and dispersion of block of offshore 
breakwater(Nakata, H. et al., 1991) 

Fig.2 Reproduction of block subsidence due to water 
pressure fluctuation(Zen, K. et al., 1990) 

In actual coasts, however, the oscillatory flow is 
also induced by waves and the scour around the blocks 
occurs. Here the subsidence of a model block on a sand bed 
is reproduced under a simultaneous action of a water 
pressure  fluctuation  and  an  oscillatory  flow  by  a 
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laboratory experiment. The effects of the pressure and 
flow on the block subsidence are examined qualitatively. 

Fig.3 Behaviour of sand bed during block subsidence 
(Nago, H. et al., 1993) 

Experimental setup, procedure and conditions 

experimental setup 
An oscillatory tank, which can generate a water- 

pressure fluctuation and an oscillatory flow 
simultaneously, was used. It consists of a U-shaped 
tank(30cm x 30cm cross section) with both ends closed and 

oscillatory flow 

 scale 
block' X, 

scale- 

._t_ 
5.5 cm 

bed surface 

t 
nll'ms mi**.}: cm 

front view side view 

Fig.4 Experimental setup 
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a sand pit(200cm wide and 100cm deep) attached to the 
horizontal part of the tank. 

The medium grain size of the sand was 0.25mm. A 
rectangular block(10cm wide, 5.5cm high and 20.5cm long) 
was set on the sand-bed surface(Fig.4). 

experimental procedure and conditions 
Three kinds of experiments were done, water-pressure 

fluctuation only, oscillatory flow only and both water- 
pressure fluctuation and oscillatory flow simultaneously. 
The periods of the pressure fluctuation and the 
oscillatory flow are same(3.0s and 6.0s). Fig.5 shows the 
combination of the total pressure fluctuation amplitude 
head and the average oscillatory flow amplitude for the 
case of wave period = 3.0sec. Fig.6 shows the combination 
for the case of wave period = 6.0sec. The phase between 
the pressure and the flow could not be controlled 
arbitrarily. It varied around 90 degrees. After 100 waves 
loaded, the amount of subsidence was measured. 

The average head of water pressure was about 2.0m, the 
maximum total pressure-fluctuation amplitude head was 
1.3m, and the maximum amplitude of oscillatory flow was 
60cm/s. The void ratio of the sand bed was estimated 
several times during the experiment. 

Experimental results 

water-pressure fluctuation only 
Fig.7 shows an increase of the amount of subsidence 

for the case of the period = 6.0sec and the total pressure 
fluctuation amplitude head = 141cm. Even after 300 
waves(30min.) the subsidence continues. 

Fig. 8 shows a relation between the amount of 
subsidence after 100 waves and the total pressure- 
fluctuation amplitude head for the period = 3.0sec. The 
relation between the amount of subsidence and the total 
pressure fluctuation amplitude is roughly linear. The 
result for the period = 6.0sec shown in Fig.9 is nearly 
the same. No clear difference from that of the period = 
3.0sec is seen. 

oscillatory flow only 
Under the oscillatory flow, the block was inclined 

generally. The amount of subsidence of the gravity center 
of the block was measured. Fig.10 shows a relation between 
the amount of subsidence after 100 waves and the average 
amplitude of oscillatory flow for the period = 3.0sec. 
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Fig.7 Increase of amount of subsidence in time 

When the average oscillatory flow amplitude becomes larger 
than about 30cm/sec, the block begins to subside. The 
relation between the amount of subsidence and the flow 
amplitude is roughly linear. The result for the period = 
6.0sec shown in Fig. 11 is nearly the same. No clear 
difference from that of the period = 3.0sec is seen. 

pressure fluctuation and oscillatory flow simultaneously 
Fiq.s 12 and 13. shows the amount of subsidence in the 

parentheses for the period = 3.0sec and 6.0sec 
respectively. The data on the horizontal axis are for the 
case of pressure fluctuation only. The data on the 
vertical axis are for the case of oscillatory flow only. 

Discussions 

pressure fluctuation only 
In the experiment of Zen et al.(1990), the width, 

height and length of the block were 6.9cm, 19.0cm and 
6.9cm respectively(Table 11. The weight per unit area of 
the sand surface was 52.0g/cm2 in the experiment of Zen et 
al., while it was 9.7g/cm2 in this experiment. The void 
ratio of the sand bed, the period of pressure fluctuation 
and the total pressure fluctuation amplitude head were 
0.80, 3.0sec and 566cm respectively. The amount of se 
after 100 waves was 0.5cm. 
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Fig.12 Amount of subsidence after 100 waves under both 
pressure fluctuation and oscillatory flow 
(wave period = 3.0sec) 
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Fig.13 Amount of subsidence after 100 waves under both 
pressure fluctuation and oscillatory flow 
(wave period = 6.0sec) 
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Table 1 Comparison with Zen et al.s experiment(1990) 

Zen et al.(1990) this study 

width(cm) 6.9 
height(cm) 19.0 
length(cm) 6.9 
weight/bottom area 52.0 

(g/cm2) 
void ratio 0.80 
degree of saturation high 
period(sec) 3.0 
total pressure 566 
amplitude head(cm) 

subsidence(cm) 0.5 

10. .0 
5. ,5 

20. .5 
9. .7 

0. ,93 
low 
3. ,0 

131 

1.2 

In this experiment, the amount of subsidence under 
total pressure fluctuation amplitude head of 131cm is 
1.2cm. In the experiment of Zen et al., the amount of 
subsidence is less than half of that of this experiment 
under about 4 times larger pressure fluctuation. The void 
ratio of the sand bed of this experiment was 0.93 and 
fairly larger than 0.80 of the experiment of Zen et al. 
This is one reason of the large amount of subsidence of 
this experiment. 

One more possible reason may be the low degree of 
saturation of porewater. The lower the degree of 
saturation of porewater, the larger the attenuation and 
the phase lag of the porewater pressure(Zen et al., 1990). 
It induces the larger decrease of the vertical effective 
stress under the wave trough. 

pressure fluctuation and oscillatory flow simultaneously 
For convenience' sake, the data in each figure of 

Fig.12 are divided into several groups. The group (a) 
consists of the data for the case of pressure fluctuation 
only. The group (b) consists of the data for the case of 
oscillatory flow only. 

The scatter of data is large, but the following can 
be said. In the case of 3.0sec, the amount of subsidence 
under the pressure fluctuation and the oscillatory flow, 
the average flow amplitude of which is less than 35cm/sec, 
group (c), is roughly the same as that of group (a). In 
other words, under the average flow amplitude less than 
35cm/sec, in which no subsidence occurs in group (b) of 
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oscillatory flow only, there is no effect of oscillatory 
flow on group (c). 

In group (d), in which the average flow amplitude is 
larger than 35cm/sec, the amount of subsidence is larger 
than that of group (a) for the same pressure fluctuation 
amplitude. Some data show the amount of subsidence larger 
than any of those of the cases of the same pressure 
fluctuation only and the same oscillatory flow only. 

In the case of 6.0sec shown in Fig. 13, the similar 
trend is seen. There are the data in which the average 
flow amplitude is less than 35cm/sec and the total 
pressure fluctuation amplitude head is less than 40cm, 
group (ci). In the case of 3.0sec, there is no such data. 
Under the average flow amplitude less than 35cm/sec, in 
which no subsidence occurs in the case of flow only, the 
amount of subsidence is lager than that expected from the 
pressure fluctuation amplitude. This is one of the 
additive effects of the pressure fluctuation and the 
oscillatory flow. 

Conclusions 

The amount of subsidence of a model block(10.0cm 
wide, 5.5cm high and 20.5cm long) on a sand bed was 
measured after 100 waves under a water pressure 
fluctuation and an oscillatory flow in a U-shaped 
oscillatory tank. The tank generated a water pressure 
fluctuation and an oscillatory flow simultaneously. The 
maximum total water pressure fluctuation head was 1.3m. 
The maximum average oscillatory flow amplitude was 
60cm/sec. The period was 3.0sec and 6.0sec. 
(1) Under the water pressure fluctuation, the relation 

between the fluctuation amplitude and the amount of 
subsidence is roughly linear and independent on the 
period. 

(2) The amount of subsidence under the water pressure 
fluctuation is fairly large compared with that of Zen 
et al.(1990). This is thought to be due to the larger 
void ratio and the lower degree of saturation of the 
porewater. 

(3) Even under the oscillatory flow, the subsidence 
occurs. The relation between the flow amplitude and 
the amount of subsidence is roughly linear and 
independent on the period. 

(4) Under both the water pressure fluctuation and the 
oscillatory flow simultaneously, the subsidence is 
larger than any of the subsidence under the pressure 
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fluctuation only and the subsidence under oscillatory 
flow only for some combinations of the pressure and 
the flow. 
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CHAPTER 112 

STABILITY OF ROCK ON BEACHES 

by 

Gerrit J. Schiereck, Henri L. Fontijn, Wout V. Grote, Paul G. J. Sistermans1 

ABSTRACT 

Stability relations for rock on a mild slope are derived and compared with 
experimental results. It appears that for non-breaking waves the stability on a mild 
slope can be described with existing relations for stability on a horizontal bottom in 
oscillatory flow. For breaking waves, no existing relation can be used and a 
provisional empirical design rule was established. The results can be applied in 
designing outfall protections. 

1. INTRODUCTION 

TOP LAYER 
FILTER LAYER 

Figure 1 Outfall protection 

Pipelines on the sea bottom are usually protected in order to prevent damage by 
anchors or erosion. When a pipeline crosses a beach, it often lays in a dredged 
trench, see Figure 1, is covered with stones including a filter layer and is again 
covered with the original sand. The protection then acts as a last defence in case of 
severe wave attack on the beach. For the design of such a protection, which can be 
seen as an armour layer on a mild slope, no design rule is available at the moment. 

'Delft University of Technology, Faculty of Civil Engineering, 
P.O. Box 5046, 2600 GA Delft 

1553 
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Much information is available on static stability of rock on steep slopes, as 
occurring at breakwaters and revetments, see e.g. Hudson (1959) or van der Meer 
(1988). Information is also available on static stability in oscillating flow on a 
horizontal bottom, see e.g. Sleath (1978) or Ranee & Warren (1968), while Naheer 
(1977) investigated the stability under breaking solitary waves. For mild slopes 
much is known about dynamic stability, e.g. for sand and pebble beaches, where the 
profile is reshaped when conditions change. About static stability on mild slopes, 
which is a rather unusual combination in coastal engineering, practically nothing is 
known. At Delft University of Technology two studies were done (Sistermans 
(1993) and Grote (1994)) to find a static stability relation for rock on mild slopes 
which can be used as a design rule for outfall protections. 

2. LOAD AND STRENGTH 

Vks 
Figure 2 Orbital velocity and wave friction 

The basic phenomenon in stability under waves on a mild slope, at least under non- 
breaking waves, is assumed to be the shear stress due to oscillatory flow: 

(1) 

with: 

a>a. uH      1 
2    smhkh 

(2) 

fw and ub depend on the wave height, H and period, T. Given a certain wave height, 
the longer the period, the larger the orbital velocity at the bottom, u„, (Figure 2a). 
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With fw, the friction coefficient, the relation is opposite: the shorter the period, the 
larger the friction coefficient, see Figure 2b, derived from Jonsson (1966) where fw 

is given as a function of the orbital stroke at the bottom, related to the bottom 
roughness. This is caused by the fact that the boundary layer, (5, see Figure 2a) 
under a longer wave is more developed, leading to a lower velocity gradient, 
causing a smaller shear stress (given a certain velocity). In CUR/CIRIA (1991) an 
expression by Swart is given to describe the relation of Figure 2b: 

fw = exp[ -6+5,2(V«]     ffwmax = 0.3) (3) 

For the stability relation between shear stress and stone dimensions, the critical 
Shields parameter, as adapted by Sleath (1978) for turbulent flow is: 

0.056 (4) 
(Ps-Pw)gd 

d is the equivalent spherical diameter, in this paper approximated with d50, the 
median sieve diameter, which is easily available and differs only a few percent from 
the spherical diameter. Equation (4) is partly based on experimental data by Ranee 
& Warren (1968) from experiments in an oscillating flow tunnel. In this research, 
their results are, as an alternative for equation, (1), (3) and (4), described with: 

= 0.025 [ft]"l (5) 
J*Ag d 

In breaking waves, for the time being, the same mechanism is assumed to work. But 
due to a complete change in the velocity field and the turbulence in a breaking or 
broken wave, it can be expected that some amplification factor on the computational 
results has to be applied to fit experimental data. 

3. EXPERIMENTS 

Set up 

Experiments were done in a wave tank (length 40 m, width 0.8 m, depth 0.9 m) at 
the Laboratory of Fluid Mechanics at Delft University of Technology (DUT). On 
the concrete surface of a slope 1:25, stones were laid with dimensions ranging from 
d50 = 7 mm to 17 mm and densities ranging from 2400 to 2900 kg/m3. The width 
of the sieve curves of the stones (d^/dis) used in the experiments was about 1.5. 
3 to 4 layers of stone were used, in order to ascertain a proper roughness between 
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the stones and the slope. The difference with the geometry of a real pipeline cover, 
which has a filter layer under the top layer, is assumed to be negligible with respect 
to stability of the top layer. 

The stones were laid in coloured strips of 0.2 m (in the wave direction) over the full 
width of the flume. By counting the number of stones displaced, n, after every test, 
the damage S was determined as a percentage of the total number of stones available 
in a strip: S = n * d^o2 / A (%). For every strip a relation between n and the wave 
height at the toe of the slope was established and from these curves, the level S = 
0.5 % was arbitrarily chosen as incipient motion. 

The maximum number of waves in regular wave tests was 750. Irregular waves 
were generated according to a JONSWAP-spectrum; the number of waves was 2000 
in irregular wave tests. The wave heights and spectra were determined at the toe of 
the slope. The water depth at that location varied from 0.7 m for regular waves to 
0.6 m for irregular waves. 

Scale effects 

The flume in the laboratory is considered as a physical reality in itself, not as a 
model of some prototype with a scale 1:X. Computations are made for that reality 
and compared with the experimental results. However, in the end, the relations thus 
found have to be used for prototype circumstances. This is permissible only if no 
scale effects are present in the relations. Sources of scale effects in small flumes 
using water as a fluid, can be the viscosity of the water, the surface stress and air 
entrainment in breaking waves. 
To avoid viscosity effects, the particle Re-number in the Shields-graph (u.cd/c), 
should be more than about 600, indicating that the flow around the stones is 
turbulent. The minimum stone size of 7 mm was chosen to meet this demand. 
Stive (1985) investigated the scale effects in breaking waves on a 1:40 slope and 
found no significant scale effects in wave heights and velocities on the slope for a 
wave height range from 0.1 to 1.5 m. The wave heights in the authors' experiments 
ranged from 0.1 m to 0.35 m. 

4. COMPUTATIONS 

Orbital velocities were computed with the linear wave theory. Although the 
circumstances on the slope are beyond the validity-range of this theory, LeMeliaute 
(1968) already showed that for orbital velocities at the bottom, the theory predicts 
measured values quite well. Figure 3 shows for various locations along the slope 
and wave steepnesses, s, in the authors' experiments, the comparison between 
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ORBITAL VELOCITIES AT BOTTOM 
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Figure 3 Comparison computed and measured orbital velocities in DUT wave flume 

computed and measured maximum orbital velocities at the bottom. The measured 
values are in the upslope direction, since it appeared from the experiments that the 
first movement of the stones is in upslope direction. The agreement between 
computed and measured values is remarkably good. 

The wave heights on the slope were determined, applying the shoaling coefficient: 

_1  

(6) 
K... = 

N 
tanhkh 1 + 

2kh 
sixth 2 kh 

The water depth at the toe of the slope in the flume cannot be considered as deep 
water. Hence the local wave height is computed as: 

H, KsU*H0 Ksh+* 
H- 

sh.Toe 

(7) 

For irregular waves the same procedure is followed, now with respect to a 
significant wave height, Hs, and a peak period of the wave spectrum, TP. 

Tests were done with various stone sizes. For each water depth along the slope, the 
(local) wave height for the threshold of motion for the stone dimensions in a certain 
test, and the corresponding wave height at the toe of the slope were determined with 
the above mentioned relations and compared with the measurements. 
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5. NON-BREAKING REGULAR WAVES 

Jonsson / Sleath Ranee & Warren 
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Figure 4 Wave height at toe of slope for incipient motion with constant T 
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I 
Computations: Experiments: d50 (mm) A (-) 
  Jonsson / Sleath O 7.5 1.7 
  Ranee & Warren A       11.4 1.7 

I i       V       17.5 1.7 
D 7.3 1.9 

T" 
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Water depth on slope (m) 
0.5 

Figure 5 Wave height at toe of slope for incipient motion with constant s = 3% 

Figure 4 shows the results for constant wave period (2 s and 3.5 s). The differences 
between the computation according to Jonsson/Sleath and Ranee & Warren are 
small. The agreement for T = 2 s is quite good. For T = 3.5 s there is a deviation 
for water depths around 0.3 m. The wave steepness for which the threshold of 
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motion was determined was 1 % or less, and the corresponding wave appeared to 
be unstable in the flume: the waves fell apart into two separate waves. Figure 5 
shows the stability for a constant steepness, s-r = HT/1.56*T

2
 = 3 % and various 

stone sizes and densities. The difference between Jonsson/Sleath and Ranee & 
Warren is again small for the smaller stones in relatively deep water. For larger 
stones the difference increases. This is caused by the fact that a large stone diameter 
gives a large friction coefficient, fw, which is computed iteratively in Jonsson/Sleath. 

In general it can be said that the assumed mechanism describes reasonably well the 
experimental results. In the following, all computations have been done with the 
method of Ranee & Warren, being simpler than that of Jonsson/Sleath while the 
differences are small. 

6. NON-BREAKING IRREGULAR WAVES 

The stability mechanism in irregular waves does not differ from that in regular 
waves, but it is obvious that the higher waves cause the damage. In this research, 
the irregular wave field is described with a significant wave height and the peak 
period of the wave spectrum. From a first comparison between the results for 
regular and irregular waves, it appeared that, for incipient motion, in regular waves 
the wave height was about 50% higher than the significant wave height in irregular 
waves. Taking the Rayleigh-distribution as basis for the wave height distribution, 
this would mean that the 1 % highest waves are responsible for the incipient motion 
(H1% » 1.5HS). In shallow water, the wave height distribution is going to deviate 
from the Rayleigh-distribution. An expression for this deviation is given by Stive, 
see CUR/CIRIA (1991). This expression is, however, independent of the wave 
period, while in the experiments the difference between regular and irregular waves 
was larger for lower wave steepness. 

A magnifying factor for the significant wave height, K,, is now defined with a lower 
limit 1 and an upper limit depending on the water depth and the wave period: 

HML   ~ KI * HSL 1 + Constant * tanh | 
Hso 

*««. 

1    /-     .   .   *   .(0.14*Z,*tanh(*A) 1 + Constant * tanh  -—- 
[ Hso 

(8) 

*HSL 

HM, is the breaker height according to Miche, see CUR/CIRIA (1991). For the 
constant in K„ a value 0.6 was chosen. The result is a magnifying factor for HSL 

along the slope between 1 and 1.6 depending on the depth and the wave steepness. 
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Figure 7 Regular non-breaking waves, A = 1.4 

d50 -7.3 mm, Delta-1.9 

CO 
Q. 
o 
«•         09- 
"5      ' 
CD 

S .,--:p'^-" 
CO 

<n 
X 

0.1 
-''S'^--":"r' 

Legend 

— s-3% 

 s-1% 

O   s-3% 

->•   s-1% 

Computation 

Experiment 

0.2 0.3 0.4 0.5 
Water depth on slope (m) 

Figure 8 Regular non-breaking waves, A = 1.9 

Figure 6, Figure 7 and Figure 8 show the results for non-breaking irregular waves. 
It appears that for all stone densities investigated, the computations follow the trend 
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of the experiments rather well; the influence of the wave steepness, however, is 
underestimated. The constant (0.6) in K, was chosen such that it fitted the 
experimental results for irregular waves with s = 1 %, being a practical lower limit 
for irregular waves. It appears that the representation of an irregular wave field with 
Hs and TP, as used in shoaling computations, combined with the proposed 
magnifying factor, K„ is too simple to describe correctly the whole process. For this 
first round, however, this is taken for granted, since the trend is indicated quite well 
and the final values to be used in the design rule are on the conservative side. 

Note: The use of HM, the local breakerheight according to Miche, seems somewhat 
peculiar in a formula for non-breaking waves. This is however deemed acceptable 
because, in an irregular wave field, there is a very gradual transition from non- 
breaking to breaking, while the mechanism at the point of breaking is not 
necessarily completely different. Moreover, the use of Kr, including HM, has no 
other pretention than being a sensible way of curve-fitting. 

7. BREAKING REGULAR WAVES 

The assumed mechanism for the stability in breaking waves is again the shear stress 
under a wave. Starting with a given wave at the toe of the slope, the local wave 
parameters are computed and from these the stone diameter needed. 
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Figure 9 Computation of stone diameter in breaking wave 
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Figure 9 shows the computed wave heights due to shoaling and the breaker height 
according to Miche. The maximum of these two is used in the computation of the 
diameter, yielding a maximum value along the slope. It can be expected that this 
procedure will underestimate the necessary diameter, since the shape of the wave, 
the velocity field and the turbulence in a breaking or broken wave are unfavourable 
compared with non-breaking waves. Therefore, a second tuning parameter, KB, 
comes in: 

Breaking AJ     uNon-BreaUng (9) 

The diameter that finally results from this procedure is taken as the diameter in 
breaking regular waves. 

Legend 
o Computation 
a Experiment 

WAVE STEEPNESS (%) 

Figure 10 Comparison measured and calibrated values for regular breaking waves 

Figure 10 gives the results of the comparison between computation and experiment, 
in which the above mentioned procedure was performed in a reversed order and 
iteratively (starting with a given diameter, which is the case in a flume experiment, 
computing the local wave height for incipient motion and hence the wave height at 
the toe of the slope). KB = 2 is used in the figure, giving the best fit. 

Here again it can be seen that a larger wave steepness leads to a more stable 
situation (larger wave height for incipient motion, see Figure 10). This can also be 
explained from the way of breaking of the waves. According to the common 
classification, all these waves belong to the spilling type (£ < 0.4, see Battjes 
(1974)). There is, however, a gradual change in breaking characteristics and the 
lower the steepness of the waves in the experiments, the more they showed a 
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plunging behaviour. In a plunging breaker the bottom is attacked by a jet, giving a 
more unfavourable situation compared to a "real" spilling breaker. The energy 
dissipation in a plunging breaker is more concentrated than in a spilling breaker, see 
Figure 11. 

Plunging breaker Spilling breaker 

Energy dissipation 

Figure 11 Energy dissipation in spilling and plunging breakers 

8. BREAKING IRREGULAR WAVES 

With a magnifying factor, K„ for the irregularity of the waves and an amplification 
factor, KB, to take the effect of breaking into account, the stability in breaking 
irregular waves is computed and the results are given in Figure 12. 

2 3 4 5 

WAVE STEEPNESS (%) 

COMPUTATION 

EXPERIMENT 

PROVISIONAL 
DESIGN CURVE 

Figure 12 Comparison computed and measured values for irregular breaking waves 

In this figure the stability is expressed as Hsc/Ad^o in order to compare it with the 
stability of rock on breakwaters or revetments. Hs0 is a fictitious deep water wave 
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height, derived from equation (7) in order to have an unambiguously defined wave 
height. The nominal diameter (d„50) is used instead of the sieve diameter because this 
is a more practical measure for large stones. The relation between d and dn can be 
taken as an average for normal rock, see CUR/CIRIA (1991): d„ = 0.84*d. 
From Figure 12 the following can be seen: 

The dimensionless parameter H/Ad, computed according to the procedure 
outlined above,  still shows variation with A. This means that either the 
mechanism assumed in the computation is not correct or the use of this 
dimensionless parameter is not allowed. 
The rather scarce data do not fit very well with the computations. 
Typical values of H/Ad for a wave steepness of 3 %, lie around 6 compared to 
2 for revetments with steep slopes. 

For the time being, the lower limit of the experimental results is taken as a 
conservative approach for a provisional design rule: 

H, so 
Ad, 

= 4.5 + 50 * sn (10) 

The tendency of this result is conformable to van der Meer's equation for stability 
on steep slopes, see van der Meer (1988). For a given slope angle, van der Meer's 
equation for plunging breakers gives an increasing stability number H/Ad for an 
increasing wave steepness or a decreasing £. In Figure 13 both relations are given 
for a slope angle 1:25 (this is far beyond the range for which the van der Meer 
equations are valid, but it is just to show the mentioned tendency). 

V 
PROVISIONAL DESIGN CURVE 

BREAKING WAVES 

VAN DER MEER RELATION 

0.4       as       0.6       0.7       0.8       0.9 

BREAKER PARAMETER   XI 

Figure 13 Comparison experimental results with van der Meer's equation 
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9. DESIGN RULE 

The proposed design rule is now to be applied as follows: 

Start with the significant deep water wave height (Hs0), measured or from 
equation (7) and a wave height measured at any relatively deep water location 
Compute the shoaling of Hs0 along the slope with equation (6) using the peak 
period of the spectrum, TP 

Determine HML along the slope with equation (8) 
Compute the necessary diameter along the slope with equation (2) and (5) 
Compute the maximum diameter with equation (10) 

Figure 14 gives the result for Hs0 = 5 m, TP = 10 s and A = 1.65. 
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Figure 14 Design example 

NOTES: 

1 Equation (10) expresses the stability as a function of the wave steepness, s. 
Since the stability is closely related to breaking, it would be more appropriate 
to relate the stability parameter H/Ad to the breaking parameter |. Only one 
slope was investigated (1:25). Using s instead of £ is on the safe side for all 
slopes milder than 1:25, since a milder slope yields lower ^-values leading to 
a more stable situation. 
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In the figure some limits of stone classes are given, which are common in the 
Netherlands. These are not essential, but are presented to show that for a 
practical case, a choice has to be made from material available. 
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10. RECOMMENDATIONS 

The design rule, presented in the previous section, is the best approach available at 
the moment for stability of rock on mild slopes. Conservative choices had to be 
made; improvements are possible. Therefore the following is needed: 

A more complete description of the velocities and shear stresses on the slope 
in irregular waves. This can probably be obtained with a model that describes 
the behaviour of irregular waves on a slope, including bottom friction and 
breaking, see e.g. van der Meer (1990). 
A physical description of the breaker zone itself with a model that includes the 
shape of the waves, the velocity field and the turbulence. This could give more 
and better information on the attack on the slope than is possible with the 
orbital movement according to the linear wave theory. 
More systematic experimental data on stability in breaking waves, including 
other slope angles. In doing so, also an attempt can be made to make a better 
link between the relations in Figure 13, giving a complete picture of stability 
of rock on mild and steep slopes. 

SYMBOLS 

A surface area of coloured strips m2 

ab orbital stroke at bottom m 
d„50 median nominal diameter of material (dI^o=(M5o/ps)°'M)        m 
d50 median sieve diameter of material m 
fw friction coefficient in waves 
g acceleration due to gravity m/s2 

H0 deep water wave height m 
HL local wave height m 
HML maximum local wave height (Miche breaker height) m 
Hs significant wave height m 
h waterdepth m 
Kj magnifying factor for irregular waves 
KB amplification factor for breaking waves 
Ksh shoaling factor 
k wave number (k = 2ir/L)                 1/m 
k, equivalent sand roughness (k, = d50)                   m 
L0 deep-water wave length m 
M mass kg 
n number of displaced stones 
S damage % 
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s      wave steepness (s = H/L0) % 
TP    peak wave period of spectrum s 
ub    orbital velocity at bottom m/s 
a     slope angle of structure - 
A     relative mass density of material (A = (ps-pw)/pw) - 
ps     mass density of material kg/m3 

pw    mass density of water kg/m3 

f     breaker parameter (5 = tan a/\/(H7L0) - 
rb    amplitude of bottom shear stress N/m2 

w     angular frequency (w = 2x/T) 1/s 
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CHAPTER 113 

Short Term Wave Overtopping Rate of Block Armored Seawall 

Tsunehiro Sekimoto* Hiroshi Kunisu* and Tsuyoshi Yamazaki* 

Abstract 

The characteristics of short term over topping rate for a deepsea 
block armored seawall are investigated experimentally. Two series of 
experiments were conducted. One is a series that seawall has low crown 
height and a wave grouping effect is investigated. Another experiment is a 
series that it has a high crown height and slope effect of armor unit is 
studied. From these experiments, we have to consider the short term 
wave overtopping rate for the design of drainage facilities of deepsea 
structure such as an artificial island. 

Introduction 

Recently, Many ideas of offshore artificial island have been 
planning in Japan and many studies on a design method for deepsea 
seawall or deepsea breakwater have been started. In a concerning research, 
it is pointed out that excess wave overtopping maybe lead artificial island 
to ruin. Therefore it is very important in the construction of artificial 
island to estimate accurately of overtopping rate of seawall. 

Usually, In order to estimate the wave overtopping rate, the Coda's 
diagrams (Goda, 1987) are used. This diagram illustrates the relationship 
between a mean overtopping and a crown height. It has been pointed out 
that short term overtopping rate is important for the design of drainage 
facilities behind the seawall (Kimura and Seyama, 1984). Moreover it is 
suggested that the short term overtopping rate become several ten times of 
mean wave overtopping rate and large amount of water comes into the 
drainage facilities in short time (Inoue et al., 1989). 

* Penta-Ocean Construction Institute of Technology, 1534-1 Yonku-cho 
Nishinasuno-machi Nasu-gun Tochigi 329-27 Japan 

1568 
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However, Goda's diagram is illustrated only for the time average of 
total overtopping quantity and this diagram dose not include an effect on 
the slope of block armor unit. In this study, we study the characteristics of 
short term wave overtopping rate on the block armored seawall 
experimentally. 

Experiments 

Experiments were conducted by using the wave flume with 
dimension of 0.6m in width, which is partly divided from a wave basin of 
5m in wide, 34m in length and 1.2m in depth. At an end of basin, rubbles 
banked in 1: 5 slope in order to reduce reflected waves. The wave flume 
shows in Figure 1. Model seawall were set up in the flume. 

Two series of experiments for the wave overtopping were carried 
out. In these experiments, it is supposed that a prototype water depth in 
front of the seawall is 22.5m. Considering the wave flume dimensions, the 
model scale of series one and two are assumed to 1/85.7 and 1/87.5 
respectively. 

One of two experiments is a series that seawall has low crown 
height and a wave grouping effect is investigated. A typical model section 
in Series-one is shown in Figure 2. Both a vertical and a block armored 
seawall are used in this series. The water depth in front of a model seawall 
was 26.3 cm. Sea bed slope in front of a model seawall is 1/100. The 
tetrapods (58.9g) were used as armored blocks and the same size blocks 
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4.0                                               26.0                                              4.0 

X   wave maker 
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partition-wall 
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•m 
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Figure 1 Experimental setup. 
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were used in all section. A crown height was 10.5 cm. It is 9m in prototype 
scale and the slope of armor units is 1:4/3. 

Wave-dissipating 
block 

Model 

Caisson 

UNIT: m 

Figure 2 Typical model seawall (for series 1) 

Irregular waves which have Wallops type spectrum were act on 
model seawall. 
Wallops type wave spectrum is shown below. 

S(f) = pH^Tp(Tpf)-
mcxp •~T f 

4\ P 
(1) 

P = - 
0.6238w' ,(/»-2)/4 

,(m-5)/4 r[(m-l)/4: 
l + 0.7458(m + 2)~ 

r,=ri/3/[l-0.283(w-1.5)-°684] 

(2) 

(3) 

where m : Spectral shape factor, H\/i : Significant wave height,^^ : 
Significant wave period, Tp: Peak wave period, T(): Gamma function. 

The shape factor m become small, the bandwidth of wave spectrum 
becomes narrow, while the m is large, the band widths of wave spectra 
become wide. In the case that m is 5, Wallops type wave spectrum 
corresponds to Modified Bretschneider-Mitsuyasu type wave spectrum 
modified by Goda. 

The experimental cases were shown in Table 1. In this series, 24 
runs of experiment were conducted. The three types of spectral shape 
factor m= 3,5 and 9 were selected. The wave period was 1.73 second and 
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five kinds of wave height were used. The wave height normalized by the 
crown height were changed from 0.65 to 1.42. 

Table 1 Experimental case for series 1. 

Tl/3(
s) H1/3/hc 

vertical seawall block armored seawall 

m=3 m=5 m=9 m=3 m=5 m=9 

1.73 
(16.0) 

0.60 o o o o o 
0.74 o o o o o 
0.89 o o o o o 
1.04 o o o o o 
1.19 o o o o 

Table 2 Experimental case for series 2. 

Tl/3 
(sec) 

Hm'hc 
Slope of block armour units 

1:4/3 1:1.6 1:1.8 1:2.0 1:2.5 

1.28 

0.456 O 
0.548 O O o O o 
0.639 O O o o o 
0.684 O o o o o 
0.730 O 
0.812 O o o o o 
0.913 O o o o o 

1:71 

0.456 O 
0.548 O o o o o 
0.593 O 
0.639 O o o o o 
0.684 O o o o o 
0.730 O 
0.776 O 
0.821 O o o o o 
0.913 O o o o o 

2.14 

0.456 O 
0.548 O o o o o 
0.593 O 
0.639 o o o o o 
0.684 o o o o o 
0.730 o 
0.821 o o o o o 
0.913 o o o o o 
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Another experiment is a series that it has a high crown height and 
slope effect of armor unit is studied. Assuming an actual wave 
overtopping condition, the mean wave overtopping rate set below 
0.05m3/m/s in prototype scale in the condition that the significant wave 
height normalized by crown height is 0.684, and significant wave period is 
16s in this series. The crown height was 16 cm in experimental scale (it is 
14m in prototype scale). Therefore these experiments were conducted 
under the relatively high crown height and low wave overtopping rate 
condition. The slopes of armor units which were used in the experiment 
were 1:4/3, 1:1.6, 1:1.8, 1:2.0 and 1:2.5. The tetrapods (36.8g) were used as 
armored blocks and the same size of block was used in all section. The 
Wallops type wave spectra were also used in this series. In this series, the 
shape factor of incident wave spectra is selected m = 5. The wave heights 
normalized by the crown height were changed from 0.46 to 0.91 and three 
wave periods 1.28s, 1.71s and 2.14s in experimental scale were used, which 
were 12s, 16s and 20s second in prototype scale respectively. Experimental 
condition is shown in Table 2. Eighty-four runs of experiments were 
conducted. 

Short term over topping rate measurement. 

In order to get the short term overtopping rate, a time dependent 
weight of water was measured using the measurement apparatus which 
was used by Sekimoto et al. (1994). This apparatus is consist of a water tank 
which was supported by four load-cells and was set just behind the 
seawall. The instantaneous wave over topping rate was defined as a 
change rate of water weight per unit time. 

We defined a maximum wave overtopping rate as a maximum 
value of moving average of instantaneous overtopping rate over a time 
interval as shown below. The duration of average is to be n times 
significant wave period, where n is 1,3 and 5 in this study. Using this 
instrument, the short term wave overtopping rate can be measured 
accurately (Sekimoto et al., 1994). 

qSt) = ~^\nTl"']Mt + T)dT   ,n = 1,3,5 (4) 

<7»-m.x = Max[qn(tj] (5) 

where, g,(t) : Instantaneous wave overtopping quantity, qn(t) : n-waves 
mean overtopping rate, qn-max : n-waves maximum overtopping rate 
(short term wave overtopping rate), T1/3 : Significant wave period. 
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Figure 3 The relationship between spectral shape factor m 
and groupiness factor. 

Results 

Figure 3 shows the relationship between spectral shape factor m and 
groupiness factor. There is no clear relationship in both. In the case of high 
wave height, wave breaking is occurred and groupiness factor is relatively 
small. 

In Figure 4, the mean wave overtopping rate normalized by wave 
height is plotted against the spectral shape factor m. In this figure, the 
wave height is measured on the position of seawall in the condition that 
the model seawall dose not set up. On the left hand side of this figure, the 
results of vertical wall type seawall are shown and on the right hand side 
the results of block armored seawall are shown. The mean wave 
overtopping rate have tendency of increase while spectral band width 
become narrow. However, this tendency is not so strong. 
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Figure 4 The relationship between the mean wave overtopping rate 
and the spectral shape factor. 
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Figure 5 shows the maximum wave overtopping rate in the same 
manner as Figure 4. The maximum wave overtopping seems depends on 
the shape factor except for the case of high waves. In the case of high wave 
height, wave breaking effect may be appeared. 

The relationship between wave-overtopping rate and groupiness 
factor is compared in Figure 6 and Figure 7. On the left hand side of this 
figure, the results of vertical wall type seawall are shown and on the right 
hand side the results of block armored seawall are shown. The results 
show the strong relationship between both is available. In the case of the 
same wave height, the wave overtopping also increase as the wave 
groupiness increase. 

We also compared the maximum wave height in a wave train with 
wave overtopping rate. The maximum wave height in this figure is 
measured at the location of model seawall before the model seawall was 
set up. The left-hand side and right-hand side of this figure are indicated 
in the same manner as previous figures. 
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Figure 8 shows the case of mean wave overtopping rate. The mean 
wave overtopping rate has one to one correspond to maximum wave 
height. In the results of maximum wave overtopping rate (Figure 9), we 
can clearly see the same relationship. This relationship is very natural and 
shows that once we know the maximum wave height in front of seawall, 
we can accurately estimate the wave overtopping rate not only the mean 
overtopping rate but also the short term wave overtopping rate. 

Next, we investigated the slope effect on the wave over topping. 
The relationship between the mean wave overtopping rate and an 

inverse of the slope in each wave period had investigated by Sekimoto et 
al. (1994). According to this study, the tendency of these relationships is 
similar to the results of Saville's runup experiment(1952). That is the 
mean overtopping rate is small when the slope is steep. As the slope 
becomes mild, the mean overtopping rate becomes large. The slope 
further becomes mild, the mean overtopping rate decreases. 

This reason can be accounted for the wave deformation on the slope 
of blocks. In the case of steep slope, wave deformation does not occur on 
the slope because of the short slope length. As the slope becomes mild, the 
wave height increases due to wave shoaling. In the case that slope is 
further mild, the wave energy is dissipated due to the wave breaking on 
the slope and the energy loss in the armor units. In the case that the same 
wave act on the seawall, the mean overtopping rate has not same volume 
when the slope of armor units is not same. Especially in the case of the 1: 
1.8 slope, the mean overtopping rate was seven times as large as that in 
the case of the 1: 2.5 slope. 

We investigated the relationship between the maximum wave 
overtopping rate and the slope of armor unit in Figure 10. In this figure, 
the wave overtopping rate was indicated in prototype scale. The almost 
same relationship to the mean wave overtopping rate is available in this 
figure. However, the maximum wave overtopping rate is more variable 
quantity than the mean wave overtopping rate, in the sense of statistics. 
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-*-   T=2.14s 
-S  10 s 
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*. \ , 

0.0- 
1.0 1.5 2.0 

cot a 
2.5 3.0 

Figure 10 The relationship between the maximum wave overtopping rate 
and  the slope of armor unit. 
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Figure 11 The relationship between the short term wave overtopping rate 
and the mean wave overtopping rate. 

Therefore the maximum wave overtopping rate shows more complicated 
feature than mean wave overtopping rate. 

Figure 11 shows the relationship between the short term wave 
overtopping rate and the mean wave overtopping rate. In this figure, 
vertical axis is the ratio of short term overtopping rate to the mean wave 
overtopping rate and horizontal axis is taken normalized mean wave 
overtopping rate. Three types of short term wave overtopping rate were 
taken in these figures. The qmax means the maximum wave overtopping 
rate which is the maximum value of the average of wave overtopping 
quantities during one wave. The q3max means the maximum value of the 
average of wave overtopping quantities during three waves. The qsmax 
means during five waves. 

From this figure, we find that the ratio becomes large as the mean 
wave overtopping rate becomes small. The maximum wave overtopping 
rate shows 10 to 170 times the mean wave overtopping rate. The 
maximum overtopping rate during three waves shows 5 to 100 times the 
mean wave overtopping ratio. The maximum overtopping rate during 
five waves indicated 3 to 50 times. 

It shows that the large amount of water flows over seawall in short 
time and we have to consider short term wave overtopping in the design 
of drainage facilities just behind the seawall. 

Figure 12 shows the relationship between the short term wave 
overtopping rates against the mean wave overtopping rate. The data of 
maximum overtopping rate during three waves were distributed from 
0.333 to 0.8 times the maximum wave overtopping rate. In the case of 
maximum overtopping rate during five waves, it becomes from 0.2 to 0.5. 
It is natural that scattering of this ratio become small when the duration 
time for average is large. In the case of small rate of wave overtopping, the 
number of overtopped waves including the wave by which the maximum 
wave overtopping rate was occurred is only one. In the case of large rate of 
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Figure 12 The relationship between the short term wave overtopping rates 
against the mean wave overtopping rate. 

wave overtopping, the number of overtopped waves including the wave 
when the maximum wave overtopping rate was occurred is one to three. 

Conclusions 

The main results obtained from this study were shown below. 
(l)The mean wave overtopping rate is not so affected by the spectral 

band width in this experiment. 
(2)The short term wave overtopping rate is affected by the spectral 

band width, except for the case that the wave breaking obviously occurred. 
(3)The wave overtopping rate strongly related to the Groupiness 

Factor. 
(4)The wave periods become longer, the short term wave 

overtopping rate become larger. 
These results were similar to the case of mean overtopping rate. 
(5)The maximum wave overtopping quantity, which is defined as 

the maximum value of wave overtopping for one wave, becomes more 
than 100 times of the mean wave overtopping rate in the case of high 
crown height. In the design of drainage facilities, it has to be considered 
that huge amount of water flows in short time. 

(6)The mean overtopping rate and the maximum wave 
overtopping rate were clearly affected by the slope of block armor unit. 
This is a same tendency of previous experiments of Saville's wave run-up 
on composite slopes. The slope effect in the wave overtopping has to be 
considered in design of sea wall. 
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CHAPTER 114 

Estimating the Sliding Distance of Composite Breakwaters 
due to Wave Forces Inclusive of Impulsive Forces 

Kenichiro Shimosako1, Shigeo Takahashi2, Katsutoshi Tanimoto3 

Abstract 

Estimating the sliding distance is essential in the future probabilistic design 
of caisson breakwaters. In this paper, characteristics of the sliding phenomena are 
described, and a method based on the equivalent sliding forces to calculate the 
sliding distance is proposed. This calculation method is applicable for both 
impulsive and ordinary wave forces considering the shear force at the bottom of the 
caisson. 

l.Introduction 

Composite type breakwaters consisting of a rubble mound foundation and 
upright section have several advantages over conventional rubble mound 
breakwaters, since they are more stable, can be constructed faster and easier, and 
also reduce wave transmission. 

In the conventional design process of a composite breakwater, the sliding 
stability of the caisson is evaluated by the sliding safety factor (S.F.). However, 
even if the S.F. is below 1.0, the breakwater can still maintain its function if the 
sliding distance is small. Consequently, to ensure economical design, it is 
necessary to determine the expected sliding distance occurring in the return period 
of the caisson. 

'Senior Research Engineer, Hydraulic Engineering Division, Port and Harbour 
Research Institute, Ministry of Transport, 3-1-1 Nagase, Yokosuka, 239 Japan 
2Chief of Maritime Structures Laboratory, Hydraulic Engineering Division, Port and 
Harbour Research Institute, Ministry of Transport 
3Professor, Faculty of Engineering, Saitama University, 255 Shimo-okubo, Urawa, 
338 Japan 
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Ito, Fujishima, and Kitatani (1966) conducted the research on the stability of 
breakwaters and proposed the concept of the expected sliding distance. Horikawa, 
Ozawa, and Takahashi (1972) also discussed the expected sliding distance of high 
mound composite breakwater. However, it was difficult to estimate the wave 
pressure precisely, much more the sliding distance at that time. 

Tanimoto, Kimura, and Miyazaki (1988) calculated the sliding distance 
based on the fourth order finite standing wave theory. This calculation is applicable 
for non-breaking wave conditions in deepwater area. 

Goda (1974) developed a new wave pressure formula which included an 
impulsive pressure. This formula is quite useful and has become the standard 
method to obtain wave pressure against a vertical wall, although discrepancies arise 
under some impulsive pressure conditions. Takahashi, Tanimoto and Shimosako 
(1993,1994b) proposed an impulsive pressure coefficient obtained by a re-analysis 
of the results of comprehensive sliding tests, which is introduced into the Goda 
pressure formula. 

Takayama and Fujii (1991) carried out the probabilistic estimation of 
stability of sliding which considered the probabilistic property of wave height, wave 
pressure and friction coefficient between caissons and rubble mound. However, 
caisson's sliding distance was not included. 

In order to estimate the caisson's sliding distance, the complex phenomena 
including the dynamic response of a breakwater caisson due to impulsive wave 
forces must be quantified. In the present study, model experiments with some 
non-linear FEM calculations to elucidate the characteristics of the dynamic 
response are described. A method is proposed to calculate the sliding distance, 
which is applicable for both impulsive and ordinary wave forces considering the 
shear force. 

2. Present Design Method and Formulation of Caisson's Sliding 

Present Design Method 

The design wave forces acting on the caisson's upright section can be 
obtained using the Goda pressure formula. The present design method for 
determining the sliding stability is shown as follows: 

S.F. - \i{W- U)/P (1) 

The safety factor for sliding S.F. is represented by the ratio of the friction 
resistance \x(W'— II) to the horizontal wave force P, where \x is the friction 
coefficient between the caisson and rubble mound, W is the caisson weight in water, 
and U is the uplift force. When S.F. is less than 1.0, the caisson is considered to be 
in an unstable condition. However, even if S.F. is less than 1.0, the breakwater can 
still maintain its function providing the sliding distance is small. 
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In order to optimize the design from an economical standpoint, we must 
determine the expected sliding distance occurring in the return period of the 
caisson. However, the sliding distance cannot be estimated using the present design 
method. 

Equation of Motion of Caisson 

Figure 1 shows the forces that act on the caisson when it is sliding. Ma is the 
added mass, FR is the frictional resistance force, and FD is the force related sliding 
velocity including the wave-making resistance force. 

The equation of motion representing caisson sliding is presented as follows: 

(Wlg + Myx = P-FK-FD (2) 

where 
F^viW-U) (3) 

In Eq.(2), P represents horizontal wave force, but the effective force 
producing caisson's sliding, that is the shear force at the caisson bottom, Fp should 
be used instead of P in order to include the effect of dynamic response of caisson. 
Although the magnitude of impulsive pressure intensity is quite large, the shear 
force is greatly reduced due to the caisson's dynamic response which is discussed 
later. If wave pressure is not impulsive, the shear force is equal to the horizontal 
wave force. 

S.W.Ly 

Figure 1 Forces acting on the caisson in sliding. 
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In our simplified sliding model, it is assumed that n is constant before and 
during sliding, and that Ma and FD are small enough to be neglected. Consequently, 
Eq.(2) is rewritten as follows: 

(W/g)x= FT+nU-nW (4) 

Caisson's Dynamic Response due to Impulsive Wave Forces 

The magnitude of impulsive pressure intensity is quite large, being several 
times that of ordinary wave pressure. However, the shear force at the caisson 
bottom, which is the effective pressure producing caisson sliding, is greatly reduced 
due to the caisson's dynamic response. Figure 2a shows the experimentally 
determined impulsive wave force P<, inertia force mxa, shear force Fp and 
displacement xG, where the peak shear force is about 80% of the peak impulsive 
force. The ratio of the peak shear force to the peak impulsive force varies 
according to the peak value and duration time of P. Note that the stability of the 
sliding is not dependent on P itself, but instead on Fr. 

To reproduce the dynamic response of the caisson, we adopted a FEM 
calculation method named "the Bank Earthquake Analysis with Dynamic Water 
Pressure (BEAD)" (Uwabe, 1983). One advantage of the BEAD method is that it 
takes intoaccount the pore water in the seabed and the surrounding water of the 
caisson. The equations utilized are a kind of Biot's equations. The BEAD 
program can simulate the behavior of the caisson, as well as that of the rubble 
mound and soil bed. The input data consists of the shear modulus, the Poisson ratio, 
and the permeability of the rubble mound and soil bed, as well as the input force on 

P 
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(tf ) 

1.5 

1.0 
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Figure 2a Experimental caisson response. 
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Figure 2b Calculated caisson response. 

the caisson. At each time step in the simulation, the acceleration, velocity, 
displacement, stress, and strain are evaluated. Figure 2b shows the corresponding 
FEM-calculated results using the same impulsive wave force, where good 
agreement is present with experimental results. (Takahashi, Tanimoto, and 
Shimosako, 1994a) 

In actuality, sand bed and rubble mound are relatively soft in comparison 
with those of the model, and therefore, the dynamic response is much more 
significant. For instance, when applying the same impulsive force profile, the 
FEM-calculated ratio of the peak shear force to peak impulsive force under field 
conditions is about 40%, whereas about 75% in the 1/20 scale model. 

Calculation Method of the Sliding Distance 

The sliding distance of the caisson can be calculated by integrating the 
acceleration twice. Figure 3 shows the acceleration x, velocity x, and displacement 
x over time, x can be calculated from Eq.(4) if the shear force Fv uplift force U, 
friction coefficient u, caisson weight in water W and in the air Wars known. In the 
proposed model, we defined the equivalent sliding wave force Fs as follows: 

FS = FT+ \xU (5) 

The time series of Fs(t) is considered to be a triangular pulse having a 
duration of x0, which becomes smaller as the wave force increases. Figure 4 shows 
the time-dependent mathematical model used to simulate caisson displacement, 
where Fs(t) is defined as follows: 
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I (2tlx0) FSmx 

Fs(t)  =•   2(l-;/x0)/w 
'• 0 

(0^<T0/2) 

(T0/2^/<X0) 

(r^x0) 
(6) 

Figure 3 Acceleration, velocity, and displacement of the caisson. 

Fs(t) 

s2 (- 
8lifVW'FSmax

2 ) 

Ai (="-7^——) 

0 Z1! /2 ^3      To        t 

Figure 4 Proposed calculation model of the sliding distance. 
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The caisson begins to slide when Fs(t) becomes larger than \xW. S, 
indicates the sliding distance while Fs(t) is larger than \iW, and S2 is that after Fs(t) 
becomes smaller than p.W. The total sliding distance S is evaluated as follows: 

s=s{ + s2 

.g^iF^-^fjF^+^W) (7) 

Smax SjuWW FSl   
2 

FSmaxcan be obtained by the Goda pressure formula, but we still must determine x0 to 
evaluate S. We used theoretical analysis and model experiments to determine t0. 
Consequently, T0 is represented as follows: 

x0 = kx0¥ (8) 

k = l/((a*)03 +1)2 (9) 

a* = max {a„ a2} (10) 

xov = (0.5-H/(%h))T (0=S////^0.8)                                               (11) 

where a, is an impulsive pressure coefficient (Takahashi, Tanimoto and Shimosako, 
1993), a2 is a coefficient indicating the effect of impulsive pressure in Goda 
pressure formula, H is wave height, h is water depth, and T is wave period. In 
non-breaking wave, x0 is almost the same as x0F, whereas for impulsive wave, t0 is 
0.1-0.2 s in the model experiment. Note that x0 is determined based on the duration 
time of shear force. Actually, the duration time of impulsive pressure is much 
smaller than x0. 

3. Experiments 

Experimental Procedure 

Figure 5 shows a cross section of the caisson model which is made of 
synthetic acrylic plates and has its bottom comprised of a concrete slab that 
simulates the friction factor. Additional concrete blocks were placed in front of the 
caisson to generate impulsive wave pressures. Seven pressure transducers and a 
load cell are attached to the front plate to measure the applied wave pressure and 
force. Two acceleration meters and two displacement meters measure caisson 
movement. The caisson was mainly subjected to regular waves with a period T = 
3.04 s. 

Sliding tests using both impulsive and non-breaking waves were conducted 
with the same caisson model and wave conditions. Based on the wave force, 
caisson weight was accordingly adjusted by putting lead weights inside it. 
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Figure 5 Cross section of the model experiment. 

Sliding due to Non-breaking Wave Forces 

Figure 6 shows typical recorded profiles of non-breaking wave. P is the 
horizontal wave force, U is the uplift force, and Fs is the equivalent sliding wave 
force as mentioned before. xaEXP indicates the displacement of the caisson's center 
of gravity, while SCAL is the calculated sliding distance. SCAL is calculated from the 
measured Fjmax and x0 calculated from Eq.(8)-(11).   The caisson starts to move 

This is because xGFXP includes the elastic before when Fs becomes larger than \iW. 
displacement of rubble mound and soil bed. Actually, it is considered that the 
caisson starts to slide when Fs becomes larger than \iW\ and it stops when xQEXP is 

?cs) 

Figure 6 Recorded profiles of the non-breaking wave. 
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0        20      40 (gf/cm2) 

T = 3.04s      H=40.1 cm 

Figure 7 Wave pressure distribution of the non-breaking wave. 

maximum.    Notice that the elastic displacement continues until Fs becomes 0. 
Theresidual displacement of xGEXp is slightly smaller than SCAI. 

Figure 7 shows a typical wave pressure distribution for a non-breaking wave 
as measured by a model experiment. The solid lines show the design wave pressure 
distributions calculated by the Goda pressure formula. Note the horizontal wave 
pressure distribution is almost uniform, except near the top of the caisson. In 
addition, the measured and calculated pressures indicate good agreement. 

Sliding due to Impulsive Wave Forces 

Figure 8 shows typical profiles recorded for an impulsive wave force hitting 
the caisson, where mxG indicates the inertia force, and Fr is the shear force (= P— 
mxc ). The peak value of FT is smaller than that of P, and when mxG is negative 
peak, FT is larger than P. Displacement begins at the same time when impulsive 
pressure starts, and it peaks after P becomes smaller than \xW. The elastic motion 
is found just as non-breaking wave, however, it stops before Fr becomes 0. 
Therefore, the caisson does not move in the wave period, but the oscillation period 
of it. Good agreement is present between S( 

displacement of xGEXP is slightly smaller than SCAI 

CAL and x0EXP, although the residual 
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Figure 8 Recorded profiles of the impulsive wave. 
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Figure 9 shows a typical wave pressure distribution for an impulsive wave. 
The solid lines and the dotted lines are design wave pressure distributionscalculated 
by the Goda pressure formula using and not using the "Impulsive Pressure 
Coefficient" respectively. Note the calculated value by the Goda pressure formula 
is much smaller than measured pressure. However, the shear force at the caisson 
bottom, which is the effective pressure producing caisson sliding, is greatly reduced 
due to the caisson's dynamic response as described before. The "Impulsive Pressure 
Coefficient" is determined based on the result of sliding experiments in order to 
represent the effective sliding force. 

Sliding Distance 

Figure 10a compares the experimental and calculated results of sliding 
distance S versus the sliding safety factor S.F. for a non-breaking wave. Calculated 
results is obtained from the peak value of the measured equivalent sliding wave 
force Fs and the calculated of t0 (not measured x0). Note that the sliding distance 
increases as the sliding safety factor decreases, and also that good agreement exists 
between the experimental and calculated results. 

In the present design method, the friction coefficient ji is considered as 0.6. 
However, as n scatters in the experiment, the sliding distance S also scatters. Most 
of the experimental results are close to the calculations using |u = 0.5 ~ 0.7. 

Figure 10b shows the corresponding results for an impulsive wave. Notice it 
has almost the same general characteristics as the non-breaking wave. However, at 
the same sliding safety factor value, the sliding distance for the impulsive wave is 
smaller. 

30 
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Figure 10a Sliding distance as a function of the sliding safety factor. 
(Non-breaking wave) 
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Figure 10b Sliding distance as a function of the sliding safety factor. 
(Impulsive wave) 

4. Estimation of Expected Sliding Distance 

Calculation Procedure of Expected Sliding Distance 

In the future breakwater designs, calculation method of expected sliding 
distance should be established to allow some sliding of the caisson. In that case, the 
proposed method should be extended to estimate the expected sliding distance. 

Goda pressure formula with the impulsive pressure coefficient and the 
calculation model of the sliding distance can be applied as they were mentioned. In 
addition, all wave data during its return period are needed to calculate the expected 
sliding distance, and the probabilistic property of wave height, wave force, water 
level, friction coefficient, and caisson weight should be taken into consideration. 

Sample Calculation 

As a example, using 9-year wave data observed at a certain point, the 
expected sliding distance is calculated for a caisson breakwater. Figure 11 shows 
the cross section of the designed breakwater. The return period of the breakwater is 
usually 50 years, however, only 9-year observed wave data is used, and the 
fluctuation of wave force, friction coefficient, etc. are not considered. 

Figure 12 shows the wave height distribution expressed in the form of 
probability density. Using the significant wave height, each wave height is 
reproduced according to the Rayleigh distribution. The number of waves which is 
lager than a certain wave height can calculate from this distribution. For instance, 
the number of waves which is larger than 12.1 m is 3.7, and that larger than 10.5 m 
is 36.3, where 12.1 m is the maximum significant wave height, and 10.5 m is the 



1592 COASTAL ENGINEERING 1994 

# = 15. Om 
<s =» 

= 17. Om 

\h c=3. 6m 
•1 

iz=23. 4m \ 

<i = 16. 5m 

sS^                  \ ^                                          "^^ 

Figure 11 Cross section of the prototype calculation. 
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Figure 12 Probability density of wave height. 

average value of the annual maximum significant wave heights for 9 years. The 
total number of waves during 9 years is almost 32.7 million. 

Figure 13 shows the relation between wave height and sliding distance for 
one wave in various design wave heights. When the design wave height HD= 12.1 
m and sliding safety factor S.F. = 1.0, the sliding distance at H- 18.0 m is 72 cm. 

The expected sliding distance for 9 years can be obtained using the sliding 
distance for one wave and the probability density of wave height. Figure 14 shows 
the relation between the design wave height and the expected sliding distance 
caisson for 9 years. The wave height distribution and the sliding distance for one 
wave are also shown in this figure. For instance, when the design wave heights HD 

are 12.1 m and 10.5 m, the probable sliding distances are 0.6 cm and 45 cm, 
respectively. 
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Figure 13 Sliding distance for one wave. 
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Figure 14 Expected sliding distance. 

5. Concluding Remarks 

A practical method was derived to estimate the sliding distance due to wave 
forces including impulsive ones. In future breakwater designs, probabilistic design 
method should be adopted to ensure economical considerations are optimized. 
Subsequent research will be directed at extending the proposed sliding model to 
estimate the sliding distance of the caisson during its return period considering the 
fluctuation of wave force, friction coefficient, and caisson weight. 
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CHAPTER 115 

BED SHEAR STRESS AND SCOUR AROUND COASTAL STRUCTURES 

B.M. Sumer1, J. Freds0e1, N. Christiansen1 and S.B. Hansen1 

Abstract 

Two kinds of experiments were made: 1) Rigid-bed experi- 
ments and 2) erodible-bed experiments. In the former experi- 
ments, bed shear stresses were measured around three kinds of 
structures: 1) a vertical circular cylinder, 2) a cone-shaped 
structure and 3) the head of a breakwater (with and without 
side slopes) . The results are presented in terms of amplifica- 
tion in the bed shear stress for the structures considered. 

In the erodible-bed experiments, actual scour tests were 
carried out with the aforementioned structures. The results 
regarding the scour tests are related to the measured bed shear 
stress. 

1. Introduction 

Considerable knowledge may be gained on scour around coast- 
al structures by studying the bed shear stress on the un- 
scoured bed, one of the hydrodynamic quantities directly re- 
lated to scour. 

The purpose of the present study is to investigate the bed 
shear stress around three kinds of coastal structures, namely 
a vertical pile, a cone-shaped structure and a breakwater, and 
to relate it to the resulting scour. The cone-shaped structure 
has been selected, to study the effect of side slopes on the 
complex vortex system responsible for scour around the struc- 
tures. As regards the breakwater structure, attention is con- 
centrated on the three-dimensional scour around the head of the 
breakwater. 

Institute of Hydrodynamics and Hydraulic Engineering 
(ISVA), Technical University of Denmark, 2800 Lyngby 

1595 



1596 COASTAL ENGINEERING 1994 

2. Experiments 

2.1.  Bed-shear stress measurements 

The experiments were conducted in a flume facility the size 
of 26.5 x 0.6 x 0.8m. In most of the cases, the model struc- 
tures were exposed to both waves and steady currents. 

A two-component hot-film probe (DANTEC 55R46 spec.) was 
used in the experiments. The probe was flush-mounted with the 
rigid bed of the flume. It enabled the magnitude and the head- 
ing of the bed shear stress vector to be measured. The details 
about the probe and the other pertinent information have been 
reported elsewhere (Sumer et al., 1993). 

Three kinds of structures were implemented in the tests 
(Fig. 1) : 1) A vertical cylinder with a circular cross section 
(one with diameter D = 4 cm and the other with D = 9 cm), 2) 
a cone-shaped structure (one with @ = 45° side slope and the 
other with fi = 30° side slope; both with the same base diame- 
ter, namely D = 9 cm), and finally 3) a breakwater with and 
without side slopes. In the case of the breakwater with side 
slopes, simulating a rubble-mound breakwater, the angle of the 
side slopes was 45°. The relatively high value of the side 
slope was due to experimental constraints. The base width of 
the breakwater was B = 3 cm in the vertical wall breakwater 
case and B = 11.5 cm in the rubble-mound case. 

The bed shear stress measurements were supported in a few 
cases with velocity measurements where a one-component DANTEC 
Laser Doppler Anemometer was used. 

Slope = 30°; 45° 

Fig. 1 Structures considered in the present study, a: Ver- 
tical cylinder, b: Cone {/3 = 30° and 45°) . Cl: Verti- 
cal-wall breakwater. C2 : Rubble-mound breakwater 
(side slope = 1:1 in the bed shear stress meas. and 
1:1.5 in the scour expts.). 
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2.2.  Scour experiments 

The scour processes around the structures were videotaped, 
using an underwater mini video camera in most of the cases. 
These experiments were carried out in three facilities, namely 
in a small scale flume (the same as that used in the bed shear 
stress measurements) and in two medium scale flumes (one with 
dimensions 28 x 4 x 1 m and the other 23 x 2 x 0.5 m) . 

In all the wave tests, the orbital velocity of the undis- 
turbed flow at the bottom was measured. In the current tests, 
the undisturbed velocity profile over the depth was measured. 
Similar to the bed shear-stress measurements, three kinds of 
structures were used in the scour experiments: 1) Vertical 
circular cylinders, 2) cone-shaped structures and 3) breakwa- 
ters. Table 1 summarizes the test conditions of the scour 
experiments. 

In the table, V is the mean flow velocity in the case of steady 
current and Um is the amplitude of the orbital velocity at the 
bed in the case of waves, while Uf and U£m are the corresponding 
friction velocities in the case of steady current and in the 
case of waves, respectively. $ is the Shields parameter defined 
by 

Ul 
g(s-i)d 

(i) 

in which g is the acceleration due to gravity and s is the 
relative density of sand grains. Uf is replaced by U£m in the 
case of waves. In the table, KC, the Keulegan-Carpenter number, 
is defined by 

U T U T 
KC  = _•_    or   KC  = -=- (2) 

D B 

and Re, the Reynolds number, 

Re =  -^   or       Re =  -^ (3) 

From the table, it is seen that all the scour experiments were 
conducted under live-bed conditions, 6 > 6CI, in which 0cr is 
the critical value of 6 corresponding to the initiation of 
motion on the sand bed. 

3. Results and discussion 

3.1 Bed shear stress 

Cylinder 

The bed shear stress around a vertical cylinder placed on 
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a plane bed is increased due to the following three effects: 
1) the contraction of streamlines near the structure 2) the 
horse-shoe vortex and 3) the vortex shedding (Fig. 2). 

Fig. 2   Definition sketch. Near-bed flow structures around 
a vertical cylinder. 

The mechanisms related to these effects and their role in 
the scour processes have been discussed in Breusers et al. 
(1977), Hjorth (1975), Baker (1979), Dargahi (1987) in steady 
current and Sumer et al. (1992) in waves. 

Fig. 3 illustrates the distribution of the bed shear stress 
along the principal axes x and z in the case of steady current. 
In the figure, a  is the amplification in the bed shear stress 

(4) 

in which T0 is the bed shear stress and T0„ is that correspond- 
ing to the undisturbed flow. The figure includes also the 
results of Baker (1979) who obtained the bed shear stresses 
from the measured velocity profiles. (It is seen that the 
present results and the results of Baker agree fairly well 
despite the differences in the test conditions and in the flow 
environment). While Fig. 3b illustrates the amplification in 
T0 near the side edges of the cylinder due to contraction of the 
flow, Fig. 3a shows the amplification in T0 both in front of 
the cylinder (beneath the horse-shoe vortex) and at the rear 
side of the cylinder (in the lee-wake region). 

It is seen that the increase in the bed shear stress near 
the cylinder can be as much as by a factor 10 or even larger. 
Similar results were obtained also by Hjorth (1975) (Fig. 4a). 
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Fig. 3 Amplification in the shear stress along the 
principal axes x and z around a vertical cylinder. 
Squares: Present experiments (flow-depth, h = 40 cm, 
D = 9 cm and V = 8.7 cm/s and Re = 7800) . Circles: 
Baker's (1979) experiments in air (D = 7.6 cm, V = 
51 cm/s, D/6* = 14.8 and Re = 2610, 5* being the 
displacement thickness of the boundary layer on the 
bottom). 

Fig. 4 compares the distribution of the bed shear stress 
near the cylinder in the case of steady current (Hjorth, 1975) 
with that measured in the present study in the case of waves 
(where KC, the Keulegan-Carpenter number, is 10) while Fig. 5 
gives a 3D illustration of the latter flow, at the phase value 
wt = 0, corresponding to the passage of the wave crest. In Fig. 
4, a is the amplification in the bed shear stress defined by 

a = steady-current case 

and 

Max r„ 
wave case (6) 
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in which r0m is the maximum value of the bed shear stress corre- 
sponding to the undisturbed flow. 

' ^ X 

o 

z/D 

0.5 

31f(k n y/V^3 

- 5   V^ 
7s- 

5 

Syys 

- Steady curr. 

, 
i         i 

a) 

b) 

Fig. 4 Amplification in the bed shear stress, a: Steady- 
current (D = 7.5 cm, V = 30 cm/s, h = 20 cm) (from 
Hjorth (1975)). b: Waves (D = 4 cm, Um = 9.2 cm/s, T 
= 4.4s, h = 40 cm) . 

Fig. 4 indicates that, in the case of waves, the amplifica- 
tion factor is not as large as in steady currents; the increase 
in the bed shear stress with respect to its undisturbed value 
is only a factor 3-4 in the best condition. Measurements show 
that this is the case also for other KC numbers (up to KC = 
100), see Sumer et al. (1992) . Fig. 6 depicts the distribution 
of amplification along the principal axes x and z. It seems 
that the measurements as regards the z-variation of a. appar- 
ently agree quite well with the potential-flow prediction (Fig. 
6b) . 

As seen from Fig. 4, there is a factor 3 difference between 
the amplification in steady currents and that in waves. This 
may be attributed to the rather thin boundary layer developing 
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KC= 10 

-*•  |u|/bm=oT5( x/D 

Fig. 5 Three-dimensional vector-diagram illustration of 
near-bed flow around a vertical circular cylinder at 
the phase value ut = 90°, i.e. at the time of crest 
passing (D = 4 cm, Um = 9.2 cm/s, T = 4.4 s, h = 40 
cm) . 

4- 1 KC= 3 
3- 

2 - 
a) 

1 
1 a        a 

1 - a a 
1 

; 
1 

3 

2 - 

1 

0 J 

b) 

0 1 2        x/D 

A Potential - flow 
i V solution 

z/D 

Fig. 6 Amplification in the bed shear stress around a ver- 
tical circular cylinder along the principal axes x 
and z (D = 9 cm, Um = 31.8 cm/s, T = 1.9 s, h=40 
cm) . 



BED SHEAR STRESS 1603 

j Steady current I 

b) 

0 |A 1 

z/D 

Fig. 7 Comparison of the bed-shear stress amplification 
around the cylinder and the cone. (Test conditions 
are the same as in Fig. 3 for the cylinder test. For 
the cone test: D = 9 cm, V = 8.7 cm/s, h = 40 cm). 

o     4 

3 

a) 

b) 

9   a"° 

a Cylinder 
A Cone (30°)j 

Potential - flow 
solution for cyl. 

2        z/D 

Fig. 8 Comparison of the bed-shear stress amplification 
around the cylinder and the cone. (Test conditions 
are the same as in Fig. 6 for the cylinder test. For 
the cone test: D = 9 cm, Um = 31.8 cm/s, T = 1.9 s, 
h = 40 cm). 
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over the bed in the case of waves. The previously mentioned 
agreement between the measurements and the potential-flow 
prediction substantiates the latter argument. In the case of 
steady current, however, the combined action of the horse-shoe 
vortex and the contraction of flow near the side edges of the 
cylinder amplifies the bed shear stress tremendously, to give 
an a value of 0(10) (Figs. 3b and 4a). The strong presence of 
horse-shoe vortex in the steady-current situation accounts for 
also the large increase in the bed shear stress in front of the 
cylinder (Fig. 3a). 

Cone 

Figs. 7 and 8 compare the cone results with the cylinder 
results along the principal axes x and z. It is clear that the 
net effect of side slopes (the cone case) is to decrease the 
bed shear stress. From the preceding figures, the following 
conclusions may be drawn. 

1) Fig. 7a shows that T0 decreases by a factor of about 4 
underneath the horse-shoe vortex (in the area extending over 
-1 & x/D s-0.5) in the case of cone. (It is interesting to note 
that the horse-shoe vortex is still existent in the cone case, 
but its strength is greatly reduced with respect to the cylin- 
der situation). 

The decrease in T„ is due to the large decrease in the 
adverse pressure gradient which builds up at the upstream side 
of the structure and is known to be responsible for the forma- 
tion of horse-shoe vortex. This decrease in the adverse pres- 
sure gradient is simply because of the favourable cone geome- 
try. 

It may be noticed that the cone and the cylinder results 
are almost identical in the case of waves at the upstream side 
of the structure (Fig. 8a). This is simply because no horse- 
shoe vortex exists for this KC number, not even in the case of 
cylinder (Sumer et al. (1992)) . So, the results will obviously 
be the same. The 45°-cone experiments exhibited the same behav- 
iour. 

The results in Fig. 8a are not symmetric with respect to 
x = 0 due to the asymmetry in waves. 

2) T0 decreases considerably also near the side edges of 
the structure in the case of cone; this decrease is about a 
factor 10 in the steady-current situation (Fig. 7b), while it 
is a factor 2-3 in the case of waves (Fig. 8b). Two effects are 
responsible for this large decrease in r,: 1) the contraction 
of streamlines near the side edges of the cone structure is 
rather small; and also, 2) the horse shoe vortex is rather weak 
in this case, as mentioned above. 

3) Similar observations can be made also in the lee-wake 
area. Tremendous decrease (by an order of magnitude) takes 
place in T0 in this area (x a 0.5) in the case of steady cur- 
rent (Fig. 7a), while practically no change takes place in the 
case of waves (Fig. 8a). This reduction in the bed shear stress 
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is obviously related to the rather weak occurrence of vortex 
shedding in the case of cone. 

Breakwater 

Fig. 9 depicts the contour plot of the bed-shear-stress 
amplification, a, in the case of vertical-wall breakwater for 
KC = 8. As seen, the of values can be as high as 14 near the 
head of the breakwater. Similar behaviour was obtained for KC 
= 1 where a value of about 10 was measured for the maximum 
value of a. 

Waves 

Fig. 11  Sketch illustrating the steady streaming around a 
large cylinder in waves. S: Scour. D: Deposition. 

In a previous study undertaken at ISVA (Gokce et al. , 
1994) , the flow around the head of a vertical-wall breakwater 
was found to occur in the following three regimes: 1) Unsepa- 
rated-flow regime when KC < 1, 2) separated-flow regime when 
1 < KC £ 12 and 3) separated-flow regime with a horse-shoe type 
vortex in front of the breakwater when KC i.   12. 

Since the tested KC numbers, namely KC = 1 and 8, are well 
below the KC number beyond which the horse-shoe vortex emerges, 
no horse-shoe vortex was present in the present tests. This 
means that the only factor behind the extensive increase in T0 
at the head of the breakwater is the effect of flow contraction 
including the one experienced during the flow reversal where 
the separation vortex is washed around the breakwater. This 
explains why a is a factor 3-4 larger in the present case (Fig. 
9) than in the corresponding case of a circular cylinder (Fig. 
4b) where the contraction effect is not as severe as in the 
case of breakwater. 
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Fig. 10 illustrates the effect of side slopes on the bed 
shear stress. The model used in the tests was exactly the same 
as that used in the vertical-wall breakwater tests (Fig. 9). 
The only difference is that the model was encircled with a 
sloping side wall on the bottom (as sketched in Fig. 10) with 
a slope 1:1. As seen, the effect is a large drop in the bed 
shear stress at the head of the breakwater. The maximum value 
of T0 is reduced by a factor 7 with respect to its value in the 
case of vertical-wall breakwater. 

This large reduction is obviously related to the small flow 
contraction in the present case due to the geometry of the 
structure, similar to that when the structure is changed from 
a circular cylinder to a cone (Figs. 7b and 8b). 

3.2  Scour 

The scour data obtained in the case of cone (both with /S 
= 30° and 45°) indicated that the smaller the side slope, the 
smaller  the  scour depth. 

Secondly, it was apparent from the results that the scour 
depth in the case of cone (/3 = 30° and 45°) in steady current 
was one order of magnitude smaller than in the case of cylin- 
der. 

Streaming - Induced scour Vortex - Induced scour 

0.1- 

0.01- 

0.001 

Scour 

Scour 

Deposition 

Symbol Break- 
water 

Bottom 
width 
B.cm 

o Vertical 
wall 

14 

D • 40 

A Rubble 
mound 240 

0.01 
n 1—i   i M ii |— 

0.1 
1 1 1    I   I  IT I 

#8 
93 & 

<o 

0/ 
9n 

Waves 

10 KC (-U-T/B) 

Fig. 12  Normalized scour depth at the head of breakwater as 
function of KC. For test conditions, see Table 1. 
x: Maximum scour or deposition 
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Thirdly, the cone results corresponding to the wave case 
have been compared with the cylinder scour reported in Sumer 
et al. (1992) . It was found that, for KC numbers above 5, the 
cone scour is on average below the cylinder scour. For very 
small KC numbers (KC = 0(5)), however, the maximum scour depth 
appeared to be in the same order of magnitude as that measured 
in Sumer et al. (1992). This may be related to the not very 
extensive drop in the bed shear stress in the case of cone in 
waves (Fig. 8). 

For extremely small KC numbers such as KC (1) (i.e., large 
structures) , the scour is caused not by the vortex shedding but 
rather by various forms of steady streaming which build up 
around the structure. The steady streaming around a large 
cylinder is an example for this kind of streaming (Fig. 11). 
Here, the streaming is caused by the difference in the response 
of the cylinder boundary layer to the two successive half 
periods of the wave motion. This kind of steady streaming may 
cause a scour-and-deposition pattern around the structure, as 
sketched in Fig. 11. 

The data related to the present breakwater-scour experi- 
ments are plotted in Fig. 12. As seen from the sketches in the 
figure, the scour hole occurring at the tip of the breakwater 
in the case of large KC-number situations disappears when KC 
becomes less than 0(1) . Instead, a streaming-induced scour-and- 
deposition pattern forms around the breakwater head, in the way 
as described in the preceding paragraph. The disappearance of 
the scour hole at the tip of the breakwater is due partly to 
the unseparated flow regime and partly to the large reduction 
in the bed shear stress (cf. Figs. 9 and 10). 

The scale effects in connection with both the flow-descrip- 
tion experiments and the scour tests have been discussed else- 
where (in Sumer et al. (1992 and 1993) in conjunction with 
scour around vertical piles and in Gokce et al. (1994) in 
conjunction with scour around the head of a breakwater). 

4. Conclusions 

1) The bed shear stress around a vertical, circular cylinder 
is increased considerably (by a factor of 10) with respect 
to its undisturbed value when the cylinder is exposed to 
a steady current, while this increase is by a factor of 3- 
4 when it is exposed to waves. 

2) For a cone-shaped structure, the increase in the bed shear 
stress near the structure is small, a factor of 2-4, re- 
gardless of the flow type (steady current or waves). 

3) The increase in the bed shear stress around the head of a 
vertical-wall breakwater (which is exposed to waves) is a 
factor of 10 or so. When the breakwater is encircled at 
the bottom with a sloping side wall with a slope of 1:1, 
the increase in the bed shear stress is only a factor 2. 

4) The scour depth around a cone-shaped structure is an order 
of magnitude smaller than in the case of cylinder struc- 
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ture in steady currents. In the case of waves, however, 
the scour depth appears to be smaller than that measured 
in the case of cylinder when KC > 0(5) . For KC = 0(5) , 
however, the cone scour is in the same order of magnitude 
as the cylinder scour. 

5) Although the scour hole at the tip of the breakwater dis- 
appears in the case of rubble-mound breakwater (apparently 
due to the effect of the side slope), another mechanism, 
namely the steady streaming, may induce a scour-and-depo- 
sition pattern around the breakwater head. 
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CHAPTER 116 

LABORATORY MEASUREMENT OF OBLIQUE IRREGULAR 
WAVE REFLECTION ON RUBBLE-MOUND BREAKWATERS 

Charles TEISSON1 and Michel BENOIT 2 

Abstract 
The present work aims to improve our knowledge of reflection coefficient of waves 
on a breakwater through a programme of laboratory tests. The experiments are 
conducted on a linear rubble-mound breakwater under random long-crested wave 
conditions. The wave signals are recorded through an array of 8 wave probes. Three 
wave reflection analysis approaches are applied and compared on the laboratory 
recorded data : Least-Squares Methods, Directional Analysis Methods, Modified 
Directional Analysis Methods. These methods are briefly presented, their 
assumptions are highlighted and their characteristics are discussed on numerical 
tests. The Directional Analysis Methods appear to be unable to properly model the 
superimposition of incident and reflected wave fields. When applied to laboratory 
experiments, the Least-Squares Methods and the Modified Directional Methods 
show concordant results, but nevertheless exhibit some differences. The effect of 
oblique incidence on reflection coefficient is then tentatively analysed. 

1.   INTRODUCTION 
The reflection of waves on a marine or coastal structure is a rather complicated 

physical process to analyse, depending both from hydrodynamical conditions (wave 
steepness, wave period, wave obliquity,...) and characteristics of the structure (type 
of breakwater, slope of the reflective face, permeabilities of the various layers,...). 
The wave field in front of the reflective structure results from the superimposition 
of incident an reflected wave field and one has to use special analysis techniques in 
order to achieve the decomposition. The scope of the present work is to compare 
various such reflection analysis techniques on laboratory data. 

In order to study the reflection coefficient of waves on a linear rubble-mound 
breakwater, a programme of laboratory tests in a long-crested random wave basin 
has been performed at Laboratoire National d'Hydraulique (LNH). These tests 
aimed to study the effects of the three following parameters on the reflection 
process : wave steepness, wave obliquity and mound slope. In order to determine 
the reflection coefficient of waves on the breakwater two problems have to be 
successively addressed and are briefly summarized hereafter. 

1 Head of Maritime Group 
2 Research Engineer — Maritime Group 

EDF - Laboratoire National d'Hydraulique,    6, quai Watier   78400 CHATOU,    FRANCE 
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a. firstly a wave measurement system must be set up to record simultaneously 
several wave properties (elevation, pressure, velocities,..) at one or more 
locations. Such measuring devices may be co-located probes (e.g. Hughes, 
1994) or wave probe arrays (e.g. Goda and Suzuki, 1976 ; Isaacson, 1991 ; 
Bird et. al., 1994). In the present experiments we have only made use of an 
array of 8 wave gauges, recording the free-surface elevations. 

b. secondly a reflection analysis method must be used to proceed to the 
separation of incident and reflected components and determine the reflection 
coefficient. This problem has been addressed by several authors both for 
laboratory and field experiments (e.g. Mansard and Funke, 1980 ; Isobe and 
Kondo, 1984 ; Hashimoto and Kobune, 1987). There is however up to now 
no unique approach for the analysis of obliquely incident waves. The core of 
the present study is thus to compare three different approaches to model and 
analyse the wave field in front of the structure, namely : 

* Least-Squares Methods (section 2) 
* Directional Analysis Methods (section 3) 
* Modified Directional Analysis Methods (section 4) 

All these methods are applied to the laboratory data (sections 6 and 7) 
recorded during the experiments described in section 5. 

The present experiments have been conducted in the continuation of LNH tests 
on the effect of wave obliquity on breakwater stability (Galland, 1994). 

2. THE LEAST-SQUARES METHOD (LSM) 
This type of methods has been initially proposed by Goda and Suzuki (1976) for 

reflection analysis in a wave flume through two wave probes set up on the axis of 
the flume. The technique has been improved by Mansard and Funke (1980) for a 
linear array of three gauges. They provided spacing rules for the gauges and their 
method is now widely used for reflection analysis in random wave flumes. Recently 
Isaacson (1991) generalized the method to two-dimensional gauge arrays for basin 
experiments. Hughes (1994) also used this technique with a co-located gauge for 
oblique wave reflection measurement. 

^C\r -1? 

t1         sTV ~^/m^m Reflected    / % 
wave-number /      1 

YV                   / 

^\^^/"'' 
%     /  

V?        REFLECTION LINE 

Incident r* A\     v    :* 
wave-number      /    \    M/1^^^ 

Figure 1: Definition sketch for reflection analysis. 
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The main assumptions of this analysis approach are listed hereafter : 
—> Both incident and reflected waves are long-crested and linear. The random 

wave fields are expressed using a linear superposition of numerous long- 
crested monochromatic components. For instance the incident wave field 
(referred by subscript i) reads (see figure 1 for definition sketch): 

J , > 
ru(M,t) = X Aj exp(i.coj.t) exp(i.( - kj.OM + \|/j)) 

j=l 
Aj is the amplitude of the j component, £0j is the cyclic frequency, kj is the 
wave-number given by the dispersion relation and \|/j is the phase, which is 
generally assumed to be uniformly and randomly distributed over [0 ; 2jt]. 

—> Each component is assumed to reflect independently. In the following we 
thus focus on a particular component and drop the j subscript. 

—> Frequency and wave-number remain unchanged during reflection. 
—> The incident wave direction is assumed to be known and must be given as 

input to the method. 
—> The incident and reflected wave directions are symmetrical:      0r = 7C - 0; 
—> The reflection coefficient is taken to be complex :      Rj = Crj.exp(i.cpj) 

The modulus Crj is equal to the ratio of reflected and incident wave 
amplitudes and cpj is the phase lag during reflection. 

By using these assumptions the resulting contribution of the component reads : 

r](M,t) = A.exp(i.co.t). j exp(i.( - k.OM + v|/)) 

+ Cr.exp(i.( - k.OM + \|/ - 2.k.D.cos (00 + <p)) j 

Through this approach we have only three unknown quantities at each frequency 
of analysis :    — the incident wave amplitude A. 

— the modulus of reflection coefficient Cr. 
—• the phase lag during reflection cp. 

The analysis may thus be carried out from the measurements of only two wave 
gauges as in the wave flume, but it is preferable to increase the number of gauges (3 
or more) and to perform a least-squares resolution of the system in order to improve 
the stability of results. 

In order to study the effect of deviating from some of the above assumptions, 
several numerical tests have been performed prior to the experiments. For these 
numerical simulations we used the 3-gauges linear array presented on figure 2. 

0.55 
D = 3.30 

(all dimensions in meters) 

Figure 2 : Linear gauge array used for numerical simulations with LSM. 
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The numerical simulation characteristics (simulation method, wave period, 
water depth, time step, record duration,...) are identical to the ones used for the 
random wave laboratory experiments and presented in section 5. 

We only report here some results related to the violation of the assumptions on 
incident and reflected directions to illustrate the sensitivity of the method : 

— effect of wrong estimation of incident wave direction : Several simulations 
are performed with an actual incident wave direction varying from 0 to 60 degrees. 
For all these simulations the reflected wave direction is symmetrical of the incident 
direction. The direction given as input to the analysis method is however taken to be 
constant at a value of 0 degrees (figure 3-a), 30 degrees (figure 3-b) and 60 degrees 
(figure 3-c). Examination of results shows that the effect of a difference between 
actual and assumed incident directions is quite slight if both these directions are 
close to be normal to the reflection line (figure 3-a). In other words, one can assume 
an incident direction of 0 degrees for the analysis of wave fields with actual 
incidence up to 30 degrees : the resulting error is feeble. If the assumed direction is 
30 degrees (figure 3-b) the actual incident direction must remain in the range [20° ; 
40°] to keep reliable results. On the other hand, figure 3-c shows that almost no 
estimation error is allowed for the incident direction when working at large angles 
of incidence. These observations are largely explained by the fact that only the 
cosine of incident direction is used by the analysis method. 

— effect of angular deviation during reflection : Several simulations are 
performed with an actual incident wave direction of 40 degrees. For all these 
simulations the incident direction taken for the analysis is equal to this value of 
40 degrees (figure 3-d). The reflected wave direction is however no more 
symmetrical of the incident direction and there is an angular deviation during 
reflection. Figure 3-d shows the effect in the estimation of reflection coefficient and 
incident wave height of an angular deviation varying from -10 to +10 degrees. It 
appears that the sensitivity of estimated parameters is rather slight, at least at this 
value of incident direction. 

These numerical tests (and additional ones, not reported here) lead to the 
conclusion that the method is quite stable, even if its basic assumptions are slightly 
violated. The effect of slightly misjudging the incident wave reflection for instance 
(say + 5 to 10 degrees) is quite acceptable as long as the actual incident direction is 
lower than 45 degrees. At large angles of incidence however, great attention should 
be paid to the precise estimation of incident wave direction. The hypothesis that the 
incident and reflected wave directions are symmetrical is not very sensitive as long 
as angular deviations are lower than ± 10 degrees. 

3.   DIRECTIONAL WAVE ANALYSIS METHODS 
In order to invoke less restrictive assumptions than the former approach, one 

may think to use (multi-)directional wave analysis methods. The LNH has acquired 
a good experience in this field, by implementing most of the available methods 
currently used in the world (Benoit, 1993). Very recently, these methods have been 
applied on laboratory simulated data for various types of recording systems : co- 
located or "single-point" gauges as well as probe array (Benoit and Teisson, 1994b). 
These tests have in particular shown that the gauge array has a unique resolving 
capability when associated with sophisticated methods (such as Maximum Entropy 
Method or Bayesian Directional Method) for severe bimodal test-cases. 
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The theoretical background of the directional wave analysis is based on the 
following pseudo-integral relationship between the free-surface elevation field 
T|(x,y,t) and the directional spectrum S(f,0): 

r|(x,y,t) = I      I     V2.S(f,e).df.d0   . cos[27cft - k.(x.cos0+y.sin6) + cp ] 
Jo   Jo 

— The directional wave spectrum S(f,0) is a function of wave frequency f and 
direction of propagation 0 and is decomposed as :      S(f,0) = E(f).D(f,0) 

— E(f) is the ID-variance spectrum and D(f,0) is the Directional Spreading 
Function (DSF) satisfying two important properties : 

f2TC 

D(f,0) > 0 over [ 0 , 2% ]      and      I     D(f,0) d0 = 1 

— cp is the phase, which is here assumed to be uniformly and randomly 
distributed over [0 ; 2iC\. 

By using an array of N wave probes, it is possible to record the sea-surface 
elevation at N different locations simultaneously (see figure 4). 

Oy.yj)   _^-Waveprobes 

•* *~y Ti(x1,y1,t) = Tii(t) 
ri(x2, y2, t) = T)2(t) 

wave propagation T|(xN, yN, t) = T|N(t) 
Direction of 

Figure 4 : Definition sketch for probe array configuration. 

The computation of the cross-spectra Gjj(f) between each couple [rij(t), t|j(t)] is 
performed by spectral analysis. The following relation yields between the measured 
complex cross-spectra Gy(f) and the unknown directional spectrum S(f,8): 

r2n 

i Gij(f) = Qj(f)-i.Qij(f)=        S(f,0).exp(-i.k.Xij )d0        i = 1......N andj >i 
k 

The purpose of directional analysis is to solve the above inverse problem by 
considering the N.(N+1) real equations obtained from the cross-spectra Gjj(f) (j > i). 
There is no unique way to deal with this awkward inverse problem and plenty of 
methods have been proposed (e.g. Benoit, 1993 ; Benoit and Teisson, 1994-b). 
Among them, the Maximum Entropy Method (MEM2) and the Bayesian 
Directional Method (BDM) are retained for this study as they have shown the 
highest resolving capabilities. They are only briefly presented hereafter. The reader 
is invited to consult the given references for more details. 

— Maximum Entropy Method - version 2 CMEM2') (e.g. Kobune and 
Hashimoto, 1986 or Nwogu, 1989). This version is based on the definition of 
Shannon for the entropy function : ,2n 

X=\     D(f,0).ln (D(f,0)) d0 
k 
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This entropy has to be maximized under the constraints given by the cross- 
spectra. This results in a non-linear system of equations whose solutions are 
Lagrange multipliers |^i (1=1,..., N(N-1)+1)_ and the estimate of DSF then reads : 

qi(9) = cosfk.x^*]   I = 1,...., N(N-l)/2 
N(N-1)+1 

D(f,6) = expj-1+    X     W-qi(0) qi(0) = sinjk.Xjj J  I = N(N-l)/2+l N(N-l) 

qi(6)=l I = N(N-1)+1 
— Bayesian Directional Method (BDM) : (Hashimoto et al, 1987). No a priori 

assumption is made about the spreading function which is considered as a 
piecewise-constant function over [0 , 2K]. The unknown values of D(f,0) on each of 
the K segments dividing [0 , 2n] are obtained by considering on one side the 
constraints of the cross-spectra and on the other side additional conditions on the 
smoothness of D(f,6). Both these constraints are combined using an "hyper- 
parameter" whose value may be computed by minimizing the ABIC (Akaike 
Bayesian Information Criterion). This method is quite difficult to implement, but its 
main features are to be model independent, data-adaptive and to consider the 
possibility that the recorded data may be contaminated by some noise. 

In order to compute a reflection coefficient at each frequency of analysis with 
the directional analysis methods, one has first to integrate the computed DSF 
function over the range of incident directions on one hand and over the range of 
reflected directions on the other hand and then to compute the ratio of these values. 

The application of directional analysis methods in the above described 
procedure is not fully well-founded in the sense that these methods are based on the 
assumption that the phases cp are uniformly and randomly distributed over [0 ; 2n], 
and thus that the directional spectrum S(f,0) is an homogeneous function. This 
assumption is however clearly violated close to a reflective structure because of the 
phase relationship between the incident and reflected components at each 
frequency. Isobe and Kondo (1984) provide a deeper discussion of this problem. 
Figure 8 shows an example of recorded ID-variance spectra E(f) at various gauges 
of the array used for laboratory experiments. It is clearly noticeable that the sea- 
state can not be regarded as homogeneous and thus that the directional analysis 
methods may fail in the estimation of the DSF. Both MEM2 and BDM will 
however be tentatively considered when analysing laboratory data. 

4.   MODIFIED DIRECTIONAL WAVE ANALYSIS METHODS 
In order to take into account the above remark on the phase relationship between 

incident and reflected components, Isobe and Kondo (1984) proposed to limit the 
determination of the directional spectrum to the range [0 , n] and to modify the 
basic expression of the wave field in the following way : 

r|(x,y,t) = I   V2.S(f,6).df.d8   . { cos[2rcft - k.(x.cos6+y.sin9) + cp ] 

Jo   Jo 
+ r(f,0 ).cos[2reft - k.(x.cos9-y.sin0) + cp J } 
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In this expression the directional spectrum is an incident directional spectrum 
only, defined on [0 , n] by using the definition sketch of figure 5. The directional 
reflection coefficient r(f,8) is an additional unknown, also defined on [0 ; n]. The 
main other assumptions of the above relationship are the following ones : 

— the phase (p is assumed to be uniformly and randomly distributed over 
[0 ; 2n] for the incident spectrum only. 

— the incident and reflected directions at each frequency are taken to 
symmetrical, as for the LSM methods. 

— the phase lag during reflection is assumed to be negligible. 

(xj.yj)  # y 

..vil " 

ij 

(xi,yi) 

measuring array 

Reflection line 

y W.y'j) 

r    Incident •,. 
direction ^    '' * 

symmetrical array 

Figure 5 : Definition sketch for directional wave reflection. 

By using the above expression and the definition sketch of figure 5, the inverse 
problem to be solved now reads : 

Gij(f) = I    S(f,0) .{exp( -i.k.i^ ) + r2(f,6 ).exp( -i.k.ijf ) 
Jo 

+ r(f,6 ).[exp( -i.k.x^j*) + exp( -i.k.x^*)]} d0     i = 1,....,N and j > i 

In order to solve this problem, two methods have been implemented at LNH and 
validated on numerical simulations : 

— Modified Maximum Likelihood Method (Isobe and Kondo, 1984) 
— Modified Bayesian Directional Method (Hashimoto and Kobune, 1987) 

Numerical tests have shown that the MBDM is more powerful than MMLM, but 
it is also more difficult to implement and to operate (tuning, stability,...). Moreover 
both these methods assume that the distance from the gauge array to the reflection 
line is known, which is not always easy to insure (in particular in the case of a 
permeable slope). In this case, additional developments, such as the ones reported 
par Bird et. al. (1994), would be necessary. 

5. EXPERIMENTAL LAY-OUT AND TEST CONDITIONS 
We only report here for clarity a brief description of experimental conditions 

and test parameters (see Teisson and Benoit (1994-a) for more details). 
— Wave tank and wavemaker : 
The experiments are performed in a semi-circular wave tank equipped with a 

17 m long flap-type wavemaker. The wavemaker is able to rotate around the center 
of the breakwater in a range of [-90°;+90°] (see figure 6-a). It is computer 
monitored in order to produce regular or random waves according to a given energy 
spectrum. All tests have been conducted with a constant water depth of 0.40 m. 
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Figure 6 : General description of experimental conditions. 
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— Breakwater description : 
The breakwater is a 8 m long linear breakwater armoured with cubic blocs and 

terminated at each side by roundheads of quarry stones. The blocs are grooved 
Antifer-type cubes, laid on two layers (weight: 61 g ; density : 2.4). The core and 
filter-layers are reproduced following scaling rules used for this type of breakwater. 
The breakwater is designed to face without any damage all the test conditions of 
this study. In addition, the breakwater is almost never overtopped, so that no energy 
loss should occur through transmission by overtopping. An example of cross- 
section is presented on figure 6-b. In the present study we only report results of the 
3/4 mound slope, but two other slope values have been tested (2/3 and 1/2) in order 
to study the effect of mound slope on wave reflection (Teisson and Benoit, 1994-a). 

— Simulated wave characteristics : 
During the various tests of this study a JONSWAP-type spectrum is used, with a 

peak enhancement factor of 3.3. Random waves sequences composed of about 1000 
waves are generated. Five tests are considered with the following characteristics : 

* The peak period used for the five tests is Tp=1.3 s. The corresponding wave- 
lengths are :      Lp = 2.17 m   for the water depth of 0.40 m. 

Lop = 2.64 m for infinite water depth. 
* The significant wave height used for the five tests is Hs=0.06 m. The 

corresponding value of steepness, defined as sop = Hj/Lop, is 2.3 % and The 
surf-similarity parameter, defined as Irp = tan a / Vsop , is equal to 5. 

* The incident wave direction is changed from one test to another and takes the 
values : 0°, 15°, 30°, 45° and 60° successively. 

— Wave probe arrangement and sampling characteristics: 
An array of 8 resistive-type wave probes is used for each experiment. The 

probes lay-out is reported on figure 6-c. Several different probes combinations may 
be extracted from the whole array. The time series of free-surface elevation are 
recorded simultaneously with a sampling rate of 12.5 Hz and a duration of 819.2 s. 

6. DETAILED ANALYSIS OF A PARTICULAR TEST (INCIDENT DIRECTION : 45 °) 
In this section, the application of the various proposed reflection analysis 

methods on a particular test corresponding to an incident direction of 45° is 
presented and discussed in order to highlight the characteristics of the methods. 
Figure 7 shows both the incident spectrum and the significant reflection coefficient 
analysed by the various methods on this particular test. 

— Least-Squares Methods (LSM1 — figure 7-a : 
Figure 7-a illustrates the results obtained with LSM by using on one hand only 3 

wave probes (probes 1, 2 and 3) and on the other hand all the 8 probes of the array. 
It is first noticeable that there is no great difference in the estimated incident 

spectra and reflection coefficients between the 3-probes array and the 8-probes 
array. Only at higher frequencies, the reflection coefficient computed from the 3- 
probes array appears to be somewhat higher than the one computed from the 8- 
probes array. In fact the 3-probes array is mainly designed for the peak frequency 
region of the spectrum and it is quite normal that its efficiency becomes somewhat 
lower as one moves away from this region. In addition, the reflection coefficient 
obtained from the 8-probes array is a little bit smoother than the one obtained from 
the 3-probes array, what may also indicate some more physical reliability. An 
important comment is thus that there is no need to use complex measuring devices 
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Figure 7 : Reflection analysis on a particular laboratory experiment (direction 45 dcg). 
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with a lot of gauges for the LSM method and that stable estimates may be obtained 
from 3 probes. The explanation is clearly related to the fact that there are only few 
unknown parameters by using LSM, as discussed in section 2. On the other hand an 
important drawback of this method is the rather strong assumptions it requires in 
order to set this quite simple problem. 

The value of the reflection coefficient is quite stable in the peak frequency 
region (between 45 and 50 %). This value seems in agreement with results of 
previous experiments performed in wave flumes (e.g. Seelig, 1983 ; Allsop and 
Hettiarachchi, 1988). 

—    Directional analysis methods (figure 7-b"): 
The incident spectra obtained by MEM2 and BDM (figure 7-b) are in good 

agreement between each other and also compare quite well to the one obtained with 
LSM. Major discrepancies however appear when considering the reflection 
coefficients. Compared to the LSM estimates, the reflection coefficients computed 
both from MEM2 and BDM exhibit strong variations with frequency. These 
variations are quite similar for MEM2 and BDM estimates, except that their 
amplitudes are higher for the MEM2 method. Even if the mean value seems to keep 
a physical sense, the frequency dependency is definitely meaningless. This spurious 
behaviour of reflection coefficient is clearly related to the main shortcoming of this 
analysis approach that does not take into account the phase relationship between 
incident and reflected components, as discussed in section 3. 

To illustrate that point, figure 8 shows the ID-variance spectra recorded by 
various probes of the measuring array (see figure 6-c for the array geometry). It is 
clearly noticeable that the hypothesis of spatial homogeneity of energy is no more 
applicable and thus the directional analysis methods in their standard form do not 
seem to offer an obvious modelling approach for that kind of problems where 
reflection is quite important. 

0,0016 • 

Frequency (Hz) 

Figure 8 : ID-variance spectra recorded at various gauges (direction 45°). 
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—    Modified directional analysis methods (figure 7-c): 
The incident spectra obtained both from MMLM and MBDM are quite similar 

with each other and also compare quite well with the ones obtained from the 
previous methods. The reflection coefficients computed both from MMLM and 
MBDM show some oscillating behaviour, but clearly not as much as for the 
previous standard directional analysis methods. Their mean values are quite 
concordant, but appear to be a little bit lower than the ones obtained from the LSM 
methods (about 40 % here versus 45 % for LSM methods). 

Even if they exhibit some deviation in absolute value of reflection coefficient, 
these methods seem to give converging results with the LSM methods. It must 
however be emphasized that the results obtained with the modified directional 
analysis methods might undoubtedly be improved by additional tests and 
developments. First of all, there are still work to be done on numerics (in particular 
with MBDM) in order to insure a more stable convergence towards the solution. 
Secondly, the effect of misjudging the distance from the array of gauges to the 
reflection line should received some attention (through numerical sensitivity tests 
for instance). It would be worthwhile to consider this distance as an additional 
unknown parameter of the problem. Finally, but this remark also holds for the 
standard directional methods, one may discuss the fact that we tried to apply 
directional approaches (and assume a continuous directional distribution of energy) 
to analyse long-crested waves (whose energy should be concentrated over one 
direction). This latter point could also be studied by additional numerical tests. 

7. ANALYSIS OF A SERIES OF TESTS — EFFECT OF INCOMING DIRECTION 
In this section, the results of the five tests described in section 5 are presented 

for the various analysis methods. We recall that only the incident direction changes 
from one test to another, in the range [0 ; 60 deg]. The reflection coefficients 
computed by all the methods are plotted as function of frequency on figure 9. 

60 
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Figure 9 : Effect on incident wave direction on reflection coefficient. 

(Laboratory tests — Mound slope 3/4 — Wave steepness 2.3 %) 
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All methods indicate quite the same variations of reflection coefficient with 
incident wave direction, even if the range of variation of the reflection coefficient is 
quite feeble. Starting from normal incidence, the reflection coefficient decreases to 
become minimum at an incidence of about 15 degrees and then increases again to 
become maximum at an incidence of 45 degrees. For most of methods, the 
maximum value at 45 degrees is greater than the value obtained at normal 
incidence. For the incidence of 60 degrees, the reflection coefficient starts 
decreasing, but the results obtained at such large incidence have to be handle 
carefully because of the possible occurrence of Mach reflection which is not taken 
into account in the present analysis methods. This typical behaviour has been 
observed on the other tests, performed at different values of wave steepness and 
different mound slopes (Teisson and Benoit, 1994-a). Recent experiments 
performed by Juhl and Sloth (1994) in order to examine the effect of incoming 
direction on the amount of overtopping seem to confirm this trend, as the amount of 
overtopping appears to be maximum for an incidence of about 10 degrees. 

8. CONCLUSIONS - FUTURE WORK 

The main comments arising from this study are expressed hereafter: 
— the Least-Squares Methods (LSM) seem to produce reliable results. This 

modelling approach requires rather strong assumptions, but it has been shown 
through numerical tests that this method is quite stable in its results even if one 
slightly departs from its assumptions. 

— these Least-Squares Methods are quite easy to implement and to run. 
Furthermore, as there are only few unknown parameters in the problem, there is 
no need to use sophisticated arrays for wave measurement. A linear array of 
three wave probes or a co-located gauge recording 3 wave signals at the same 
location (Hughes, 1994) is sufficient for the analysis. 

— the directional analysis methods MEM2 (Maximum Entropy Method - 
version 2) and BDM (Bayesian Directional Method) are not advised for this 
kind of problem where reflection is important. The relationship that exists 
between incident and reflected components violates the basic assumption of 
random phases needed by the methods and results in spurious variations of 
reflection coefficient with frequency. The mean value of reflection coefficient 
seems however to keep some physical sense. 

— the modified directional analysis methods MMLM (Modified Maximum 
Likelihood Method) and MBDM (Modified Bayesian Directional Method) take 
into account the above mentioned phase relationship. Although they assume a 
continuous directional distribution of energy, these methods have been applied 
to the present tests performed with long-crested waves. The results seem 
concordant with the ones obtained from LSM methods, but these methods still 
need some developments to be fully efficient. 
Based on these experiments, the LSM approach appears to be the obvious 

operational solution for laboratory experiments. The tests of the whole programme 
have been analysed with this method (Teisson and Benoit, 1994-a) and a typical 
variation of reflection coefficient with incoming direction has been highlighted. 
Future research interests will address the optimization of Modified Directional 
Analysis Methods, in order to study the sensitivity of the distance from the gauge 
array to the reflection line and possibly to incorporate this distance as an additional 
unknown parameter to the problem. 
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Abstract 
Physical model tests were carried out aiming to provide information on armor stone movements in a 
berm breakwaters. The following items were examined: displacement threshold, frequency and length 
of stone displacements. Data were obtained from the observation of cumulative displacements at the 
end of each wave attack and from video records during the attacks; basic statistical analysis was 
performed. Threshold conditions, moving frequency and cumulative displacements are expressed as 
function of a modified mobility number, as stone mobility increases with both wave height and wave 
period. 
Information on mobility and displacement is eventually used to estimate longshore transport and 
abrasion. The longshore model is based on the assumption that stones move during up- and down-rush 
in the direction of incident and reflected waves; the model compares favourably with experimental 
existing results. The abrasion model is based on a proportionality assumption between abrasion 
volume and abrasion work; the proportionality coefficient characterizing the stone material resistance 
to abrasion is derived from Latham and Poole mill abrasion tests. 

1.   Introduction 

The berm breakwater concept, i.e. the conscious design of a rubble mound 
breakwater for dynamically stable conditions, is relatively new. The central idea is to 
maintain the profile stable in presence of extreme waves accepting some 
displacements, whose effect on the reshaped profile is irrelevant, and using rock 
armor of smaller size than required for a traditional (no movement) design criterium. 
In such a way available rock may be used in some cases where, according to the 
traditional design, this would not have been possible. Aiming to use available rock, 
even stones of poor quality may sometimes be used and were actually used 
(Sigurdarson & Viggosson, 1994) with satisfaction. 

Berm breakwaters introduce some new shapes and variants to well known 
phenomena but also some completely new topics in breakwaters analysis. 
In the first class we may include the strongly convex profile where breakers hit the 
armor layer and its high permeability caused by its greater thickness;   these new 
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shapes require at least a verification of formulae and equivalence criteria used in the 
case of traditional breakwaters to estimate armor stability, reflection, wave run-up, 
overtopping and transmission. 
In the second class we should include the reshaping process under eventually static or 
truly dynamic conditions, the abrasion or breakdown of sliding or colliding rock units 
and the longitudinal transport of mobile stones. 

Run-up on a plane (uniform slope) impermeable surface or on a permeable 
rubble mound is experimentally well documented. Engineers, needing for an 
estimate of the behavior of more complex profiles, refer normally to the composite 
slope method proposed by Saville (1958). Herbich & al. (1963) pointed out the need 
for some correction for very wide berms; when the berm width is greater than 15% of 
the wave length its relative effectiveness in reducing wave run-up is strongly reduced. 
Pilarczyk (1990) describes similar results showing that the critical width is dependent 
on the breaker type. Van der Meer & Stam (1992) propose formulae describing wave 
run-up on rock slopes where run-up depends on the probability level (frequency of 
greater values), on the surf similarity parameter and on mound permeability. Ahrens 
& Ward (1991) express the reduction in run-up due to the berm as function of the 
berm geometry and observe that, while the reduction in run-up is modest, the 
improvement in stability of the revetments is substantial. 
We have quoted just some of the information about run-up that can be found in the 
literature, as an example of how the knowledge of traditional breakwater behavior has 
been transferred to breakwaters with a relevant berm. 

Among the other class of problems, the development of the dynamically stable 
seaward profile of a reshaping breakwater can be predicted by mathematical models 
based on extensive physical tests, cf. van der Meer (1988). 

The movement of stones along the active profile is a peculiar characteristics of 
dynamic stability and this causes inherently some abrasion of stones and, when wave 
attack is oblique, some along-structure transport. 

The effect of abrasion can nowadays be evaluated in a semi quantitative 
manner by the method proposed by Latham (1991) and included in CIRIA-CUR 
(1991) manual. The method is based on the similarity of armor units weight 
degradation in nature and in a standardized mill abrasion test (Latham & Poole, 
1987); the scale factor for the conversion from milling time (measured as thousands 
of revolutions) to prototype time (measured as years) is given as the product of 9 
factors accounting for: incident wave energy ( ~ 10), zone in the structure ( ~ 10), 
waterborne attrition agents ( ~ 7), mobility of armor in design condition ( ~ 4-10), 
size of the armor stones ( ~ 2-10), meteorological climate ( ~ 5), stone grading 
( ~ 2), stone initial shape ( ~ 2), concentration of wave attack ( ~ 2); the numbers 
within parentheses are the measures of the ranges of possible factor values and 
therefore of the relative influence of the factor. 

The along-structure transport S can nowadays be evaluated with the formula 
proposed by Van Hijum & Pilarczyk (1982) which may be written as: 
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^ =0.0012- A2- ^^ • | ^^ -7 | -sinp (1) 

The above equation was established in the range Ns := Hs/ADn5o — 12-27 and is 
supposed to be usable in the range 10 s- oo, since when the mobility index is greater 
than 50 the formula becomes 

S ~ 0.0012 • TT • #2 • cop • sin2(3 
i.e. similar to CERC formula. 
The formula returns the volume transport rate; it gives anyways results of poor utility 
for actual berm breakwaters, since in almost every case Ns < 7 and the formula 
returns no transport at all. 

A second formula was proposed by Vrijling & al. (1991): 

S = 4.8 • 10-HHOT0 - 100)2 (2) 

The formula gives the along-structure transport measured as number of stones per 
wave and was verified in the range 100-400 of the mobility index used, i.e. in a range 
of mobility more representative of actual berm breakwaters. The absence of 
obliquity, for which the formula was criticized, may be interpreted as the effect of the 
range of the tested obliquity -25° and 50°- wide but in the range of values where the 
sensitivity is irrelevant because the effect is maximum. The formula may be however 
easily adjusted including a factor sin2(3. 
The mobility index used in the formula -HQTQ, where HQ :— Ns and 
To := Tp^g/D„so- is related to the more usual mobility number Ns by the trivial 
relation   

H0T0 = Ns^2n Ns/(Asp) (3) 
and, for the usual range of wave steepness (sp ~ 0.03), the range of mobility where 
the formula was tested corresponds to Na = 4-10. 
If berm breakwaters are designed according to Burcharth & Frigaard (1987) 
recommendations (Ns < 3.5 or 4.5 in the trunk under oblique and long or respectively 
steep waves; Ns < 3 in the roundhead) the formula returns no transport at all and, as 
the one mentioned before, doesn't provide any information about the accepted 
"damage". 

The present study: 
— synthesizes physical model tests performed, cf. Tomasicchio & al. (1992) and 

Lamberti & al. (1994), aiming: — to determine conditions characterizing the 
incipient movement of stones along the dynamically stable profile, — to quantify 
stone movement frequency and amplitude for a sufficiently wide set of conditions 
and — to establish a relationship between movement characteristics and wave 
conditions in the range of mobility typical of a berm breakwater; 

— shows how this information may be used in order to provide a longshore transport 
model calibrated in the mobilty range typical of berm breakwaters, and to 
rationalize Latham method for the estimate of armor stone degradation. 
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2.   Model tests 

Physical model tests were performed using two different wave flumes, one at 
Danish Hydraulic Institute (DHI) and the others at ESTRAMED Pomezia Italy in 1993. 
The test set-up is described in more detail in Lamberti & al. (1994). The tests consisted 
in a reshaping phase carried out with the design wave attack, followed by stone 
movement measurements carried out with lower wave intensity. Profile surveys and 
video records were performed during the investigation. The offshore significant wave 
height used during reshaping was fixed at Hso = 0.18 m; due to shoaling and breaking 
wave height incident on the structure differs somewhat from the offshore one; the 
significant height of waves incident on the structure Hs was systematically used as the 
wave intensity parameter. Armour stone size was chosen in order to give a mobility 
number iVs = Hs/ADn50 ~ 3 under the reshaping (design) conditions. 

For all tests at DHI a fixed initial profile was used (fig. 1); the channel had a 
constant depth (h = 0.60 m), the relative wave height was low (Hso/h < 0.3) and waves 
brake essentially on the structure. 
In the tests performed at ESTRAMED the channel presented a foreshore slope 1:20 from 
0.60 m depth in the generating area to 0.34 m depth, followed by a more gentle 1:100 
slope reaching h = 0.30 m water depth at the structure toe; the range of offshore 
significant wave height is the same. Waves were moderately limited by water depth. 

Fig. 1  As built structure in deep water 

Each test series started with an initial reshaping phase of the berm-breakwater, 
composed by 6 wave attacks of 1000 waves each and reaching an almost equilibrium 
seaward profile of the breakwater. The phase was followed by further 1000 wave attacks 
of increasing intensity, starting at Ns ~ 2 and increasing up to the reshaping wave 
conditions, aiming to analyze stone movements. During both phases irregular waves 
were used derived from a Pierson-Moskowitz spectrum with different significant wave 
steepness. 

During the tests the offshore and the incident wave characteristics were measured 
and the reshaped profiles surveyed, as shown in fig. 2. 
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Data about displacements were obtained from two sources: video-records of 
individual stone movements during the wave attacks and observations of the 
cumulative displacements at the end of each wave attack. 
The intensity of stone movements was experimentally defined through the number of 
stones displaced from the active profile: the convex part of the reshaped profile from 
the step to the crest (van der Meer, 1988). 
Two non dimensional indexes are used because they naturally appear in the longshore 
transport and in the abrasion models: the traditional damage index Nod, defined as the 
ratio of the number of displaced stones to the number of the stones in a longitudinal 
line of the observation area, and the surface damage level Ss, defined similarly as the 
ratio of the number of displaced stones to the number of stones in the upper one grain 
layer in the active profile portion of the observation area. 

WGHVS4  lurfaoe etavofion gauoM for reflection and/* CoO-Om, 0.16m. 046m. 1.06m) 

CM1-CM3  x, V end 2 component! of velocity 

W36  efface elevation gauge at toe of ittucture 

W36  fttfaos elevation gauge h red zone 

VJQ7  on/off water level gauge at SW. 

W31WG2WG8   WS4 

(MIL 

CM1 WS6 VJG6   WS7 

OB 

Fig. 2 Model test set-up in deep water 

3.  Threshold of movement 

The threshold of stone movement along he reshaped profile was analyzed in 
deep and shallow water conditions. Movement on the profile is measured by the 
damage index: 

Ki-^Na-D^/B    , (4) 
or by the surface damage level: 

Ss^Na-D^/A    , (5) 
where Nd, B and A are respectively: the number of stones displaced from the active 
profile at the end of the 1000 waves attack, the width of the observed area and the 
area itself. 

Referring only to DHI model tests, small values of the damage, i.e. Ss < 0.05 
roughly corresponding to zero damage conditions of SPM (1984), were observed to 
depend mainly on the stability number Ns := Hs/ADr^0 with a minor but clearly 
observable influence of wave steepness. A good correlation was observed between 
damage and a modified stability number: 

NT oc Nx • s"1/5    . 



1630 COASTAL ENGINEERING 1994 

This relation suggests that the relevant wave intensity parameter obtained combining 
wave height and wave period is the onshore energy flux or the breaker height, cf. 
Lamberti & al. (1994) and Komar & Gaughan (1972). 
The following tests showed that the same relation is satisfied for a berm breakwater 
also in shallow water conditions (see fig. 3) if as wave intensity parameter the 
incident wave height is considered, which has exceedence frequency almost equal to 
the frequency of stone movements, i.e. for practical purposes #1/50. 
In order to obtain a mobility index that accounts for the above mentioned observed 
phenomena and exhibits on average conditions the same values of the traditional 
stability number Ns, the following definition of the modified stability number is 
introduced. 

N? := H, fco 

CkADn. 
-1/5 

(cospc 
>2/5, (6) 

where Hk = #1/50, Cfc = 1-55, i.e. the ratio Hi/so/Hs according to Rayleigh 
distribution of wave heights, and s„,& = 0.03. The last term includes the effect of 
wave obliquity according to the hypothesis that the onshore energy flux is the relevant 
wave intensity parameter. 

All tests, +,o:Sm<0.03, x,*:Sm>0.03 

•a o 
Z 

B 
a 

2 2.5 3 

Modified mobility number: Ns** 

Fig. 3 The empirical relation between the damage in 1000 waves N0li and the 
modified stability number N**. +, x : deep water; o, * ; shallow water. 
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0.05- 

2 2.5 3 

Modified mobility number: Ns** 

Fig. 4   The empirical relation between frequency of stone movement in 1000 waves 
Ss and the modified stability number N**. +, x : deep water; o, * .- shallow water. 

Strict threshold conditions correspond to N** ~ 2, or approximately to 
HQT$ ~ 33. There is therefore a rather wide range of conditions where some stone 
movements occur below the threshold conditions of formulae (1) and (2). 

4.   Stone mobility 

An estimate of the frequency of stone movement can be obtained dividing the 
damage level by the length of the observation period ( ~ 1000 waves). 

The analysis of video records provided some simple statistical description of 
stone displacements; the mean and standard deviation of the interdisplacement period 
and of the displacement length were evaluated. The mean interdisplacement period 
resulted in good agreement with the global frequency derived before (frequency equal 
to the reciprocal of mean interdisplacement period). 

Figure 5 shows the relation between the nondimensional mean displacement 
D** and the modified mobility number N** for deep water tests. In order to obtain a 
unique relation between the average displacement l^ scaled with the nominal stone 
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size and mobility the former should be multiplied by the square of the wave aspect 
ratio at structure toe (ratio between the vertical and the horizontal dimensions of the 
particle horbits). This factor includes the effect of both the water depth and the wave 
period. If the exponent was 1, the displacements would increase respect to wave 
height as the horizontal dimension of the horbits. The greater exponent was required 
for a complete compensation of shallow water effects. 

The equations representing the average empirical correlation for mean damage 
level (frequency) and mean displacement length are: 

Nod = 1.8 • JV• • [N*s* - 2.o)2'2   , for N** > 2.0 (7.1) 

Ss = 0.14 • (N** - 2.o) '    , for N** > 2.0 (7.2) 

D** := ktgh^k^/D^o = 1.4 • N** - 1.3 (8) 

They represent a refinement of those published in Lamberti & Tomasicchio (1994), 
including more data on shallow water conditions. 

All tests, +,o:Sm<0.03, x,*:Sm>0.03 

2 2.5 3 

Modified mobility number: Ns** 

Fig. 5 The empirical relation between mean displacement length and the modified 
stability number N**. +, x ; deep water; o, * : shallow water. 
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5.   The longshore transport model 

The two equations (7.1) and (8), or other similar ones giving the frequency 
and mean length of displacements, combined with the hypothesis that under oblique 
wave attack the displacement takes place in the direction of wave propagation, or an 
equivalent one, can be reworked in a long-structure transport formula for very low 
mobility levels, for which eq. (1) and (2) are not accurate. 

A particle will pass through a certain control section in a small time interval 
At, if and only if it is removed from the updrift area of extension equal to the 
longitudinal displacement length Id (if the intervall is small the probability of multiple 
movements is small of 2nd order, and the corresponding event may be treated as 
having 0 probability). The number of particle removed from this area is N0d in 1000 
waves per one diameter long strip, i.e. the number of particles traversing the control 
section 

n    At — lfsinPvs>     NodAt 
° ' Tm -     DnS0     ' W0OTm 

i.e, S=j^-^0-sinf3kb (9) 

where the characteristic wave obliquity at breaking point is evaluated from the wave 
characteristics at the measure point according to the procedure (the breaker index 7 is 
set equal to 1.42 according to Komar & Gaughan, 1972): 

Hkb = (Hi • cg.cosl3 • V77g)2/5 

Ckb - ^gHah 
sin(3kb = sin/3 • ckb/c    . 

For the sake of simplicity we have assumed in the presentation that the length 
of displacements and the time between displacements are deterministic, but the result 
is asymptotically exact whichever are the distributions of the displacement length L& 
and of the residence (between movements) time Tr provided they are independent: the 
mean velocity of each mobile particle (time derivative of the mean particle position) 
is asymptotically E(Li)/E(Tr). The same relation is exact at any time if the event 
process of movements is Poissonian. 

Fig. 6 shows the experimental data of Burcharth & Frigaard (1987) and van 
der Meer & Veldman (1992), interpreted according to the structure of formula (9). 
Fig. 7 shows the comparison between formula (9), whith the substitutions 
corresponding to (7.1) and (8), and the experimental results. No calibration was 
necessary and the comparison is a verification of the approach. The four point which 
do not conform to the general trend refer to van der Meer data with 50° obliquity, for 
which no offshore equivalent conditions exist due to the great inshore obliquity. 
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Fig. 6 Relation between the measured longshore transport at berm breakwaters and 
mobility. 

6.   The abrasion model 

Information on mobility and displacement is eventually used to estimate armor 
stone abrasion for a given wave climate. The model is based on a proportionality 
assumption between abrasion volume and abrasion work, which is an ancient 
hypothesis due to Reye (1848) widely used in tribology; the proportionality 
coefficient, characterizing the stone material resistance to abrasion, may be easily 
derived from Latham and Poole mill abrasion tests. 

The essence of Reye hypothesis is that between the two factors of the 
abrasion work, friction stress and sliding distance, a perfect compensation is possible: 
i.e. if both are altered but the product does not change so does erosion. Or when the 
energy is dissipated in the impacts, the hypothesis assumes that all the dissipated 
energy is spent for the disgregation of small volumes of material near the contact. In 
both cases it is evident that if the material resistance is greater than the applied local 
stress, part of the work may be converted into heat and not into abrasion. Some scale 
effects are therefore to be expected, since stress increase considerably with the size of 
the units while the material resistance remains unchanged. 
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Fig. 7 Comparison between formula (9) and measured longshore transport in berm 
breakwaters 

In the original Latham & Poole (1987) mill a $ 176 mm cylinder is half-full 
with rock grains of size 25-32 mm submerged in water and is kept turning at 26-27 
rpm speed (a second version of the mill -Latham, 1991- has $ 195 mm and rotates at 
33 rpm giving 1.5 higher abrasion per rotation); due to the internal friction the surface 
of the granular forms an angle with the horizontal equal to dynamic internal friction 
angle <pd; the gravity center results eccentric and the resisting moment, the work 
dissipated by abrasion per revolution £u, and the relative volume loss can be easily 
expressed 

b ~ 4R/3TT • sirupd 

£M = W • b • 2TT ~ 8/3 • (pa - pjg -V-R- sirupd (10) 
- AV = k • £u • N 

where b is the eccentricity of rock gravity center, W and V are respectively the 
submerged weight of the grains and their volume, AV is the volume lost by abrasion 
and k is the proportionality constant characterizing rock material; 1/fc is 
homogeneous to a stress and is presumably proportional to material resistance. 
Combining the equations and assuming that during the test N = 1000 revolutions are 
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carried out, since by definition ks in this case is equal to the relative volume 
reduction, one obtains 

/test = 8/3 • R • N = 235 m (260 m in the 2nd version) 
- AV/V x Irvy = ks = k- ltest • (pa - pjg • sirup d (11) 

waler Inllow 

Fig. 8 Geometric scheme of Latham & Poole mill abrasion test 

In prototype, a stone sliding for a length I over the profile having slope a is 
accompanied by the dissipation work 

£ = l-(pa~ Pw)9 • V • c°sa • tawpd ~l-(pa- pw)g • V • sin<pd 

since    cosa/cos<pd ~ 1.    According to Reye hypothesis and to relation (11) the 
relative loss of volume is 

- AV/V = ks • l/lted (12) 

In the lifetime of the breakwater -L- the total displacement length of a stone 
on the active profile -II-, reminding that the damage level -Sg- was evaluated over 
1000 wave periods, is 

''L = Jo lavg\t) " <->s(A) ' 1000T 

or, since no movement occurs if wave intensity is below threshold, 
Nw 

1000    • IL= E 
storms exceeding threshold 

mvg ' ^s 

The number of storm exceeding threshold is in the case of practical interest great 
enough to assume the number of storms Nst deterministic and to approximate the sum 
by its expected value, and therefore 

II = Nst • E\lavg • Ss • jg^ I threshold is exceeded) 

Let A be the mean frequency of storms and P* the probability that a generic storm 
intensity h exceed threshold h*, the expected number of storm is 

Nst = A* • L := A • L • Pt 
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Let FHS (h) be the climatic distribution of storm wave height and let assume that the 
distribution has exponential behavior provided the threshold is exceeded: 

FHa(h) ~ 1 - expi^ I       and     P, = exp\^ 

The conditioned distribution, provided that the threshold is exceeded, has similar 
distribution with the parameter /i0 = h*. Assuming finally for the sake of simplicity 
that both the number of waves per storm and the wave steepness are constant, that 
water is deep so that Hk/Ck = Hs, letting £ be the running value of the modified 
mobility parameter and 

the total displacement length in lifetime is 

lL = NsfNw-Dwf1{Z1) (14) 
where 

/i&) := J2°Sa-4£ " 1-3) • 0-14^ - 2.0)2-2 • exp(&£) • ^ 

5l-        AZ)„50 ' {U) 

- AVL/V xln^=ks-L- [^f • Nw • hfa)} (15) 

The function /j may be approximated without any practical loss of accuracy 
as: 

/ife)- 0.0020 .#° (16) 

The factor in brackets in eq. (15) represents the conversion factor of lifetime 
into equivalent number of thousands of revolutions and should be equal to the 
reciprocal of Latham (1991) conversion factor X. Actually only some of the factors 
influencing stone degradation appear in our model; these are: 1-size, 4-incident wave 
energy, 9-mobility of armor in design concept. 
Factor X\ is according to Latham (1991) directly proportional to the nominal 
diameter, whereas in our formula stone size acts as inversely proportional. 
Factor X4 is also a scale factor as it is inversely proportional to wave height; it also 
represents the integrity of blocks. 
Factor X9 depends on the ratio of the two mentioned scale parameters. 

Actually the are at least two different scale effects: one for the external 
abrasion agents, such as chemical attack or waterborne attrition agents, and one for 
abrasion due to armor stone movement. The first type of abrasion acts on the surface 
of the stone and erodes a layer of thickness independent from stone size, and hence 
the scale effect on the relative lost volume is inversely proportional to its size; the 
factor representing the associated scale effect is X\. In the second type, stresses on 
the contact among stones increase proportionally to stone or wave size, whereas the 
material resistance remains constant; this produces an effect on relative volume loss 
proportional to size and X4 is the factor representing this scale effect. 
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In any case since the two types of abrasion have different scaling factors and 
the effects are naturally added on stones, the effects should preferably evaluated 
separately in the prototype and in the model. The model we propose can be used to 
evaluate one of the types of abrasion, provided the ks values derived from small scale 
tests may be significant. For the other type existing statically stable breakwaters can 
provide useful information. 

Example applications (Lamberti & Tomasicchio, 1994) show that Latham's 
method, including abrasion due to external agents, returns greater degradation of 
stones (one order of magnitude greater AVL/V) but is less sensitive to mobility (half 
order of magnitude). Latham method is calibrated with the aid of several real world 
cases. 

Some scale effects relative to Reye hypothesis are evident from the 
comparison between the 1st and the 2nd Latham mill: a factor 1.1 in the mill size or 
sliding length and 1.4 in peripheral velocity produces a factor 1.5 in abrasion intensity 
for the same material. This indication could suggest to scale up the degradation 
proportionally to the impact velocity scale, i.e. for a stone rolling on a mound, 
proportionally to the square root of the length scale. Since the length scale from the 
mill to reality is almost 100, the scaling would compensate approximately for the 
pointed out difference. More definite information is anyway required about the scale 
effects due to impact velocity and stress. 

7.   Conclusions 

A careful analysis of stone mobility shows that: 
— the wave height and wave period combination which describes properly stone 

mobility is the combination proportional to onshore energy flux ( oc H2T); according 
to the same concept also the effect of wave obliquity can be easily included in the 
wave intensity parameter; as a consequence a stability number modified respect to 
the traditional Ns is introduced. 
— a wave height greater than the significant one should be used as wave height 

parameter in order to have comparable stability results in deep and shallow water 
conditions; 
— the true threshold of stone movement corresponds to mobility conditions 

significantly lower than defined by previous researchers: in the range of mobility 
conditions typical of berm breakwater operation (Ns = 2 — 3) the mobility is low but 
appreciable; 
— relations are provided giving the non dimensional frequency of stone movements 

and their average length as function of the modified stability number. 

The proposed longshore transport model, derived without any special 
calibration from frequency and length of displacements, gives results in good 
agreement with measurements performed on berm breakwater models. 
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The proposed conceptual method for the evaluation of armor stones abrasion 
on berm breakwater due to stone movement gives only reasonable results and requires 
some adjustment in order to account for the scale effects relative to impact velocities 
and stresses. 
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Notations 

The following symbols and notations are used in the paper: 
c = wave celerity, [m • s^1]; 
cg = group velocity, [m-s1]; 
Ck = ratio between the characteristic and significant wave height; 
Dmx = nominal diameter of armor stones corresponding to fractile xx%: 

(Wxx/gPa)1/3> M; 
E{) = expected value; 
H = wave height, [m]; 
Hs = significant wave height, [m]; 
H\/n = mean wave height of the 1/n fraction of the highest waves; 
L = wave length, [m]; 
Ld, Id = length of displacement, stochastic variable and mean value, [m]; 
Ns = armor stone mobility (stability) number: Hg/AD^o, []; 
N** = modified stability number, []; 
S = along-structure transport measured as bulk volume,  [m3 • s_1], or 

number of stones per wave, []; 
s = wave steepness: Hs/L0, []; 
T = wave period, [s]; 
Wxx = weight of which xx% by weight of the armor stones are smaller, [kg]; 

/3 = angle of wave attack (between wave front and shoreline), []; 
7 = breaking index: ratio between breaking wave height and water depth, []; 
A = relative density of armor stones = (pa — pw)/pw, []; 
pa = mass density of armor stones, [kg • m~3]; 
pw = mass density of water, [kg • m"3]; 

b = at wave breaking point; 
k = characteristic or effective value; 
m = relative to spectrum mean frequency; 
0 = in offshore conditions; 
p = relative to spectrum peak frequency. 



CHAPTER 118 

THE LARGE SCALE DOLOS FLUME STUDY 

George F. Turk and Jeffrey A. Melby1 

ABSTRACT: In 1993, the U.S. Army Corps of Engineers, Waterways 
Experiment Station, Coastal Engineer Research Center conducted the 
Large Scale Dolos Flume Study (LSDFS) in order to investigate the 
structural response of concrete armor units. The study was primarily 
carried out in the large wave flume at the O.H. Hinsdale Wave Research 
Laboratory, Oregon State University. Over 300 model dolos units with 
a mass of 26 kg and a waist ratio of 0.32 were used. The units were 
cast from concrete. The instrumented dolosse were fitted with surface- 
mounted strain gages then subjected to a wide range of wave loading 
conditions. This strain gaging and the state-of-the-art data acquisition 
system increased the signal-to-noise ratio so that accurate measurements 
of static, quasi-static, wave-induced hydrodynamic, and unit-to-unit 
impact loading could be recorded. The LSDFS included a standard 
calibration series, static ramp tests, dry-land impact tests, and regular 
and irregular wave flume tests. Hydrodynamic instrumentation in the 
flume tests consisted of a very dense array of wave gages, current 
meters, runup-rundown gages, pore pressure transducers, hydrophones, 
digital video, and still photography in the nearshore zone. This paper 
presents previously unpublished details of the LSDFS specifically 
pertaining to instrumentation, calibration, dry-land impact tests, and 
some preliminary results of impact response captured in the flume tests. 

INTRODUCTION 

Dolosse are the dominant concrete armor units used on U.S. rubble-mound 
structures. They continue to be specified for new breakwater construction and for 
rehabilitation. Recent surveys by Corps researchers of concrete-armored breakwaters 
indicate an urgent need for concrete armor repair and rehabilitation design guidance 
(Melby and Turk 1994a). But, despite many concrete armor structural investigations 
during the last 20 years, there is still a general lack of knowledge of dolos structural 

1) Research Hydraulic Engineers, Coastal Engineering Research Center, USAE Waterways 
Experiment Station, Vicksburg, MS, 39180 
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response. This is partly because of the complexity of the response with both the loading 
and boundary conditions being stochastic and highly variable and the wave loads not 
being currently analytically solvable. The inadequate knowledge is also due to the lack 
of a high accuracy strain measurement system for concrete armor. 

Past efforts to measure the structural response of dolosse have included the 
Crescent City Prototype Study (Howell 1986), where 38-tonne dolosse were internally 
structurally instrumented. The Cresent City study provided a valuable data set of wave- 
induced hydrodynamic loadings at prototype scale which was used to calibrate a strain 
amplifying load cell for measuring dolos structural response at small scale (Markle 1989). 
But no impacts were recorded during this study and the static data set was limited to the 
15 dolosse that were sampled. Also, the static data may have drifted over the course of 
the measurement period due to long term differential curing of the conrete. 

Numerous dolosse small scale model experiments have been conducted by Scott 
et al. (1986), Anglin et al. (1989), Markle (1989), Melby et al. (1989), and Burcharth 
et al. (1991). Most of these studies used a load cell developed by or similar to that of 
the Canadians. While these efforts have contributed to the understanding of dolos 
structural response, all have proven less than satisfactory in determining the maximum 
stresses in dolosse. The load cell was calibrated for response to hydrodynamic loading 
by Markle (1989). But small scale load cell structural investigations are subject to scale 
and modeling effects, as discussed by Melby and Turk (1994b). For instance, calibration 
for static response is difficult because the small scale units have different surface friction 
than prototype units and static strains in load cell instrumented units are so small that 
they are very unreliable. Also, calibration for impact stresses has been done using 
uninstrumented drop test results (Burcharth 1991). These tests define failure as a specific 
crack width and relate the height dropped that produced this crack width to concrete 
cylinder compressive test strength. There are a large number of factors contributing to 
the uncertainty in these tests including fatigue effects from ever increasing drop heights, 
failure occuring at different locations on the units, armor unit strength being very 
different than the cylinder strength, incorrect estimation of cylinder tensile strength, and 
the load cell unit responding dynamically entirely differently than an uncut unit. 

The Coastal Engineering Research Center's Large Scale Dolos Flume Study 
(LSDFS) provided an effective solution for quantifying the maximum stresses in dolosse. 
By using large scale concrete models instrumented with surface-mounted strain gages, 
direct strain measurements were made. This limited the required assumptions concerning 
the concrete response and added a degree of control not possible in prototype 
investigations. 

LARGE SCALE DOLOS FLUME STUDY OVERVIEW 

The pupose, goals, and experimental plan of the LSDFS, which began in 1991, 
are discussed in detail by Melby and Turk (1994b, 1994c) and will only be outlined 
herein. The large scale used was intended to minimize scale effects associated with flow 
forces, surface friction, materials, modeling, and instrumentation. The purpose of the 
study was to accurately and simultaneously measure dolos structural and hydrodynamic 
stability response. These data have been useful for verfying structural scaling criterion, 
developing design methods, and calibrating small scale model instrumentation. In 
addition, the results led to the development of a new concrete armor unit shape, the 
CORE-LOC • (Melby and Turk 1995). The technology developed during this study for 
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constructing, instrumenting, and collecting data will hopefully be helpful in future 
physical structural modeling. Finally, the data set will provide calibration for several 
numerical models under development at the CERC. 

Besides accurate structural measurements of dolos response, measurements of 
real-time dolos movement, incident and reflected waves, and water particle velocities in 
front of the slope were also sought from the study. Dynamic dry-land tests were 
conducted to quantify impact response, and validate scaling using impact drop tests under 
idealized conditions. Dry-land static ramp tests were conducted to measure static stresses 
found in the dolos for a wide range of boundary conditions and several positions in the 
armor layer. 

Model and Instrumentation Development 

Approximately 300 concrete dolosse with a mass of 26 kg and a waist ratio of 
0.325 were cast for the LSDFS (Figure 1). The most critical aspect of the LSDFS was 
the development of the Large Scale Instrumented Dolos (LSID). The LSID needed to 
be capable of detecting minute strains at a variety of locations on a dolos surface while 
maintaining integrity under the rigors of long-term underwater testing. Much discussion 
went into the planning of these units. Doubts were expressed that the strains produced, 
much of which would be below 20 \ie, would even be measurable. Noise levels of less 
than 100 fie were at one time considered good. The option of using a cut section and 
strain amplifying instrumentation was discussed but ultimately rejected. A cut dolos with 
a metal pipe inserted between the sections does not respond dynamically like an uncut 
dolos.  As discussed above, identification of an apparent elasticity is very difficult. 

Dolos Concrete. 
Concrete Type: 
Aggregate: 
Density: 
Youngs Modulus: 
Poisson Ratio: 
28-day Strength: 
Armor Unit Mass: 
Armor Unit Volume: 

Type I Portland Cement 
Coarse Sand 
p = 2180 kg/m3 

E = 29 GPa 
u = 0.46 
f'e = 54.8 MPa 
M = 26 kg 
V = 0.012  m3 

BF1   (opp. EF1) 

GF2 (opp.  DF2) 

GFI   (opp. AFt) 

Figure 1.  26 kg instrumented dolos (LSID) 

It was decided that surface-mounted strain gages, placed at up to 18 critical 
locations on the dolos shank and flukes (Figure 1), would be the the most successful 
instrumentation scheme.  This scheme provided measurment of the exact surface strain 
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at the extreme fiber. Youngs Modulus was determined from concrete cylinder sample 
tests, and Hooke's law applied to get a precise surface stress. Load cells generally 
measure two moments and a torque. Using these load-cells in small-scale dolosse, two 
moments and torque are determined as a function of voltage output by hanging weights 
off the end of the dolos. These gross responses are based on differencing the voltage 
across the wheatstone bridge circuit. For load cell instrumented units, a linear stress 
distribution must be assumed, with equal magnitudes of compressive and tensile strains 
at the extreme fibers. But Melby et. al. (1989) showed highly non-linear stress 
distributions in dolos shank sections under static loading, even for low stress levels, due 
to the abrupt changes in sectional shape. Therefore, the linear cross-sectional stress 
distribution assumption will always produce an unquantifiable error. In the LSDFS, by 
measuring the individual strains on opposite sides of a section, we can directly measure 
the compressive and tensile extreme fiber strains and use Hooke's Law to compute stress. 

By casting the LSIDs out of sand aggregate concrete, the strain gages could be 
placed directly on the prepared concrete surface without concern that a gage would be 
placed on an undetected aggregate stone. But one of the compromises that had to be 
made was the need for extensive waterproofing and impact protection (Figure 2a) for the 
surface-mounted gages (Figure 2b). Dry-land tests showed that, if a LSID impacted 
another LSID on the waterproof covering, the impact strain amplitude could be attenuated 
by up to 40%.  This was a great concern during the flume tests.  Fortunately, rarely 

Aluminum Plot* 

N«cpr*nx/But)l Rubber 

Inttmol Wiring 

(a) (b) 

Figure 2. (a) Waterproofing and protection for (b) surface mounted strain gages 

during the testing were impacts directly on the waterproofing evident. This was because 
the units generally impacted on the fluke ends, falling like a hammer. The waterproofing 
procedure was tedious and time consuming; but it was important because water intrusion 
into the instrumentation could cause gage drift and gage failure. Waterproofing integrity 
tests were done over the period of several weeks by soaking the LSIDs in tubs filled with 
water. During the waterproofing testing, the instrumentation showed minute and 
acceptable degrees of gage drift as shown in Figure 3. 

The final strain gage layout consisted of 350 Q, 1.25 cm foil gages set in a 
Wheatstone half bridge configuration (Figure 2b). By using a Poisson gage, signals were 
temperature compensated and amplified 10% to 30%. The waterproofed gages were 
capable of detecting strains on the surface of the concrete dolosse with a resolution of one 
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micro-strain (p,e) peak-to-peak and a variable range of around 1000 ne. The high 
resolution was required for accurate measurement of strains due to static and 
hydrodynamic loads and the large ranges for measurement of static, quasi-static, and 
impact strains simultaneously. A total of seven dolosse were instrumented with up to 18 
of these strain gages. 

Other aspects of the model dolosse, instrumentation, and data acquisition system, 
including the details of molding the dolosse, the strain gaging development, and the data 
acquisition hardware specifications are given in Melby and Turk (1994c). 

-200.0 

-100.0  - 

20.0 40.0 
TIME (HRS) 

60.0 80.0 

Figure 3.  Typical waterproofing test results 

Dolos Calibration 

The purpose of conducting an extensive bench test program for the instrumented 
dolosse was to check the strain gages and bridge circuitry and to quantify the amplifica- 
tion of the Poisson gages. By applying known torsion and bending moment loads to the 
dolos units and knowing the Youngs Modulus, strain readings obtained from each of the 
bridge circuits were compared against theoretical values derived by combining simple 
beam theory and Hooke's Law. The strain was analytically calculated for bending as 

FL 
0.0956d3E 

(1) 

and for torsion as 
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e = 16FL(l+n) 
izd3E 

(2) 

Here e is strain, F is the applied load, L is the moment arm, d is the distance between 
opposing faces of the dolos section, E is Youngs Modulus, and n is the Poisson Ratio. 
Table 1 shows typical results of the static calibration, where measured stains were 
compared to analytically-calculated strains. The LSID measurements were at a maximum 
within 10% of the theoretical values. 

Table 1. Typical results of dolos bench test 

Load 
(N) 

Bending Gage Torsion Gage 

Estimated 
Strain (\ie) 

Actual 
Strain (\ie) 

Percent 
Error (%) 

Estimated 
Strain (jie) 

Actual 
Strain (ne) 

Percent 
Error (%) 

45 4.1 4.5 +9.8 2.9 2.8 -3.6 

67 6.2 6.5 +4.8 4.4 4.5 +2.3 

89 8.3 8.5 +2.4 5.9 5.8 -1.7 

134 12.4 11.5 -7.8 8.8 8.8 0 

178 16.5 16 -3.1 11.7 11.8 +0.9 

223 20.7 20 -3.5 14.7 14.8 +0.7 

267 24.8 24.5 -1.2 17.6 17.8 +1.1 

312 28.9 28 -3.2 20.6 20.5 -0.5 

E = 29 Gpa, Moment Arm = 61 cm, Width of Shank = 13.8 cm 

Flume Setup 

The OSU flume used for the LSDFS measured 104 m x 3.7 m and is 3.7 m deep 
(Figure 4a). The waves were generated by a flap-type wavemaker with active reflected 
wave suppression. The flume was fitted with an instrumentation carriage and had a 
configurable foreshore slope. 

The flume instrumentation (Figure 4b) and data acquistion system included: 
1) VAX-based 64-channel DAS 
2) Time code generator linking all data acquisition devices with atomic clock 
3) 4-three-axis current meters 
4) 4-electro-resistive wave gages 
5) 2-electro-resistive runup/rundown gages 
6) 8- pore pressure transducers 
7) 2-surface video cameras 
8) 2-underwater video cameras 
9) 2-underwater microphones 

10) 2-35mm still cameras 
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i *: r 
SECTION ELEVATION 

•  TYPICAL WATER DEPTH 

-   5.4B 
WAVE TRANSrflON 

GENERATOR SECTION 

\-    3.66 

(a) 

( )   CHANNEL NUMBER 

•    CURRENT METER 

  RUN UP CAGE 

-$-  VIDEO CAMERA 

"y"   WAVE CAGE 

(b) 

-kg dolosse 
kg stone 
kg underlayer 

D  5 cm stone 
E    1 cm core 

(c) 

Figure 4. (a) Flume Layout, (b) Instrumentation, (c) Cross-section 
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Approximately 300 uninstrumented dolosse and up to seven LSIDs were placed 
on a IV: 1.5H structure slope (Figure 4c). The units were placed with a packing density 
of <j> = 0.83, a layer coefficient of K4 = 0.94, and a porosity of P = 56%. Using these 
parameters, 15 dolosses were placed per square meter of surface area. 

PRELIMINARY RESULTS 

Static Ramp and Dynamic Drop Tests 

Results of the static ramp tests have been previously discussed in detail by Melby 
and Turk (1994b, 1994c). The ramp tests included 84 rebuilds on a 1V:1.5H slope. 
Strain measurements were taken with the slope flat, sloped, sloped and nested (vibrated), 
and flat again. The static ramp tests produced an overall non-dimensional static mean 
tensile stress, a/pgC, of 15.2 with a standard deviation of 9.0, where g is the acceleration 
of gravity, p is the concrete density of 2180 kg/m3, and C is the dolos fluke length of 43 
cm. 

The dynamic drop tests were conducted in the usual manner (Figure 5) with nine 
incremental centroidal drop heights from 0.035 to 1.98 cm. The dolosse were dropped 
on a structural concrete base over 1 meter thick. It was assumed that this base did not 
absorb an appreciable amount of energy. 

Fluke 2 

Top Shank Gage 

Concrete Slab - 1m thick 

Figure 5. Standard drop test configuration 

Two LSIDs were used (Figure 1) and 5 drops were performed at each of the 
nine heights on each end of the instrumented fluke. Figure 6 shows a typical impact 
signal recorded from the four gages located about the dolos shank. Figure 6(a) shows 
signals from gages A and D, located on the top and bottom of the shank. Here most of 
the vibrational energy is in the fundamental flexural vibration mode. Figure 6(b) shows 
signals from gages B and E, located on the sides of the shank where little straining 
occurs. These signals show that the dolos is in almost pure in-plane bending, with no 
out-of-plane bending or torsion introduced from the test procedures. 

Figure 7a shows the maximum strains recorded during each drop from the four 
shank gages (gages A,B,D,E).   In Figure 7, the absissca is the ratio of the centroidal 
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drop height, h, to the dolos fluke length, c. Figure 7b shows maximum strains recorded 
from eight of the fluke gages (gages AF1,BF1,EF1,GF1,BF2,DF2,EF2,GF2). The raw 
data show consistent amounts of scatter between different drop heights. However, when 
observing the coefficient of variation (standard deviation divided by the mean), as plotted 
against the non-dimensional drop height (Figure 8), a greater degree of scatter becomes 
apparent at the lower drop heights. This is expected, as imperfections in the impacting 
face made accrurate repeatability almost impossible for the smallest five drop heights 

Perceitr, Full  Sr.alc 

1 Gage A & D 

9.8 s e.87 

(a) 

P»rw.»i«. Full   Kr.«T» 

-oww 
Gage B & E 

a. a &                                                                       e.B7 

(b) 

Figure 6. Typical impact signal, (a) signal from top and bottom gages, (b) signal from 
side gages 

(h/C = 0.0008 to 0.005). But the region of interest in the drop tests is over those drop 
heights in the fully elastic range; in this case, the upper four drops. Figure 9 shows the 
results of a linear regression through these non-dimensional stresses as a function of the 
squart root of the non-dimensional centroidal drop heights for both the shank and fluke. 
Theory indicates that the magnitude of impact stress is proportional to the square root of 
the drop height (Burcharth 1981, Melby and Turk 1994b), and these results support this 
impact scaling law reasonablely well. The impact stresses found in the flukes also follow 
this scaling but are approximately 80% of those found in the shank. 
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The results indicate that impact stress scaling is proportional to the square root 
of the characteristic length scale, but the magnitudes of the impact stresses are 
significantly larger than those reported from prototype failure tests (Burcharth 1991). As 
discussed in Melby and Turk (1994b), this difference is very likely due to the weaknesses 
in uninstrumented prototype destructive dolos field tests, as discussed above. The 
prototype dolosse were dropped several times before cracks could be seen. Initial 
cracking and cylinder strength were used to define impact stress. Uncertainty in these 
tests can be due to scatter in levels and types of failure stresses, differences in the 
stiffness of the impacted bases for the various tests, failure stresses being not necessarily 
similar to test cylinder failure stresses, and assumptions about the actual strength and 
elasticity of the concrete at the time of the drop test. 

140 
120 

<u 100 
=X 

80 
c 
'i5 60 
w ** 40 

20 
0 

[ ' U6 * U7| 

fc= 
U6 a U7l 

0 0.01        0.02       0.03       0.04       0.05 0 0.01        0.02       0.03       0.04       0 05 
h/c h/c 

(a) (b) 

Figure 7. Record of all strains measurements from 9 drop heights, (a) Shank, (b) Fluke 

0.8 
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•S 0.4 
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- shank • fluke 

0.2 0.4 

Figure 8. Coefficient of Variation for impact stresses in shank and fluke 
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Figure 9. Nondimensional impact stress vs. Nondimensional centroidal 
drop height, (a) Shank, (b) Fluke 

Percent Full Scale 

8.65 0.851 
tine 

8.852 8.853 

Figure 10. Comparsion between impact duration recorded by trigger and flexural 
vibration recorded by top mounted strain gage (Gage D) 
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Melby and Turk (1994b) stated that the impact duration is governed 
predominately by the by the flexural response of the dolos. The impact duration was 
measured directly from a tip mounted strain gage. Figure 10 shows a raw data plot of 
a impact single from a drop height of 0.23 cm. The figure shows the duration of impact 
from the trigger to be nearly identical to the period of vibration recorded from a shank- 
mounted strain gage. This validates that the impact duration is governed by the flexural 
bending response of the unit and is equal to the inverse of the fundamental frequency of 
flexural vibration of the unit. 

Preliminary Flume Test Results 

The intent of the flume tests was to quantify the maximum stresses in dolosse 
under wave loading. The model dolosse were sized based on small-scale model hydraulic 
stability tests results and the limitations of the wavemaker. The range of wave heights 
for the flume tests was chosen to produce a range of Hudson stability numbers, N„ up 
to 4.6 (KD's up to 64). From the small-scale model testing, it was expected that dolos 
movement would achieve an upper limit of 4% rocking. In the small scale-tests, it was 
found that, at wave heights corresponding to N„ < 2.3 (KD < 8), the dolosse generally 
do not move. At wave heights between N„ = 2.3 and N, = 2.9, dolosse that are not 
interlocked start to rock about on the slope. For Ns > 2.9, the movement of dolosse on 
slope becomes more unpredictable. Increasing the wave height may cause dolos to rock 
more violently, to move out of their original positions, groups of dolosse may become 
mobile, or the whole slope may slump. 

The LSDFS dolosse, made from concrete, proved to be surprisingly more stable 
than their small-scale counterpart. Although it was previously felt that small scale 
models had little scale effects, the LSDFS tests showed dolosse stable up to N, = 4.6. 
It was a rare case that 2% of the dolosse were rocking, and in general, for the more 
severe wave cases, only 1 % rocking was observed. It was felt at the time that the higher 
surface friction on the large scale units caused the higher stability. 

At present, a preliminary analysis of select records from the large volumes of 
impact data generated by the LSDFS (over 4 GB) has been accomplished. Impact 
response was recorded during 136 flume tests, and 10% of the impact records have been 
analyzed to-date. The records analyzed were from tests performed with monochromatic 
waves with periods ranging from 3 to 5 sec and wave heights to 1.4 m. The water depth 
for these tests was 1.5 meters. 

Several plots are presented to show correlation, or the lack thereof, between 
impact stress and several typical wave parameters. In Figure 11a, the nondimensional 
impact stress, al(EyC)m, has been plotted against relative wave height, Hid, where H is 
incident wave height and d is depth. In general, one would expect the magnitudes of the 
impact stresses to increase with wave height; but little correlation has been found. 
Observing the tests, the authors noted that, for units with unstable boundary conditions, 
impacts occur at given wave particle velocities, regardless of the amount of incident wave 
energy. So, while it is certainly true that larger waves have more capacity for loosening 
stable armor units, waves below a given threshhold have little capacity for loosening 
stable units and impact stresses will not, in general be a function of wave height. The 
data indicate that the stresses are related to the threshhold of movement. 

Figure 1 lb shows impact stress as a function of wave steepness, HIL„, where L0 

is the deep water wavelength. Stresses do not appear to be a funtion of the wave length. 
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Figure lie shows impact stress as a function of Stability Number, Ns. This plot is 
similar to Figure 1 la. The maximum stresses recorded were higher for the larger wave 
heights and higher stability numbers; but, in general, the mean stress and the mean stress 
plus one standard deviation was approximately the same for N, between 3.0 and 5.0. 
Finally, the impact stresses are plotted as a function of the surf similarity parameter, 
tana/(H/L0)

m, (Figure lid), where a is the structure slope angle. The effects of breaker 

II ,!r 1 iiiii t 
0.52    0.54     0.62    0.64     0.66     0.70    0.77    0.79    0.60    0.90 0.021   0.024   0.027  0.048   0,053  0.057  0.064   0.070   0.084   0.098 

Nondimensional Wave Height, Hid Wave Steepness. HIL0 

(a) (b) 

EHmean i mean + sdev • max 

] Hill J ill 
2.97     3.04     3.49     3.63     3.75     3.B3     4.36     4.45     4.52     5.08 2.1      2.3      Z5      2.8      2.8      2.9      3.0      4.0     4.3     4.6 

Stability Number. N, Surf Similarity Parameter, tanalJHIL 

(c) (d) 

Figure 11. Nondimensional impact stress vs. (a) nondimensional wave height, (b) wave 
steepness, (c) Stability Number, (d) Surf Similarity Parameter. 
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type do not seem to effect the magnitudes of the impacts, with stress values 
approximately the same for both plunging and collapsing breakers. 

At this point in the data analysis, trends are difficult to ascertain. It would be 
expected that large wave heights, plunging waves, and high energy content would all 
contribute to producing the largest impact stresses; but initial observations of the data do 
not show this to be the case. It seems that the magnitudes of the stresses are more 
predicated on the boundary conditions. The less stable the boundary conditions the more 
likely high impact stresses will occur, even in moderate wave conditions. This seems to 
allude to the fact that the integrity of a dolos armor slope is largely based on proper 
construction techniques, where no units are placed on slope without adjacent interlocking, 
as discussed by Melby and Turk (1994a). 

This is made more significant by the magnitude of the impact stress over the 
broad range of wave conditions. While the tensile strength of concrete dolosse used in 
the LSDFS was approximately/'? = 5.5 MPa (or a nondimensional strength f'tl(EyQm 

= 0.34), 12 dolosse were broken by wave action during the course of the experiment. 
Many dolos prototype structures have used concrete with tensile strengths around ft = 
3.5 MPa and have length scales of 5:1 to 8:1 relative to the LSDFS dolos. If the 
concrete strength for LSDFS has been scaled by these critera and the impact scaling law, 
the reduced tensile strength for the LSDFS dolos would have been ft = 1.2 to 1.6 MPa 
or ft/(EyC)"2 = 0.07 to 0.1. And in many cases, the mean impact stress plus standard 
deviation approaches or exceeds these values over the range of wave conditions. Also, 
in many of the records analyzed, the maximum stresses recorded are double this reduced 
tensile strength. The main point is, for unreinforced dolosse, unit-to-unit impact loading 
should not be permitted unless the resultant damage is deemed acceptable. 

SUMMARY AND CONCLUSIONS 

The LSDFS allowed accurate measurement of structural response and 
quantification of the maximum stresses in dolosse for a wide range of boundary and 
loading conditions. The tests indicated that when a dolos nears its hydraulic stability 
threshold, at least l%-2% of the units are rocking on slope. This rocking, and the 
associated unit-to-unit impact, produces impact stresses that, when combined with static 
and wave induced hydrodynamic stresses, can often be high enough to exceed the 
concrete strengths typically found in prototype dolosse. This can result in higher 
breakage levels than anticipated by conventional design. For even modest waves 
produced in the LSDFS, maximum tensile strains often exceeded 80 /te. Scaled to 
prototype and converted to stress using Hookes Law and a dynamic modulus, these 
stresses would far exceed prototype concrete strength. 

While data reduction and analysis of the sustantial data set is ongoing, it is 
anticipated that these data will be incorporated into the Corps' probabilistic, reliability- 
based design program for concrete armor units, PCARMOR. 
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SUMMARY 

The determination of the response of a Coastal Structures to 
waves is almost determined by model tests of using formulae 
fitted to model data. Using results of Aalborg University, 1987- 
88, and Collecting Spanish data from the North Coast, 1988, 
we approach for preliminary design the dimensionless wave 
height parameter, H0, Van der Meer, 1988 for conventional 
breakwater, structural head, and start of damage and collapse of 
the structure. 

The effect of wave length, storm duration, and the influence of 
the breakwater geometry, interlocking blocks and water depth 
will be include in the future for better calibration of Van der 
Meer parameter 

1.    INTRODUCTION 

The determination of the response of a Coastal Structure or a 
breakwater, trunk or head, to waves is almost always 
determined by model tests. Sometimes, Hydraulics Engineers 
use formulae fitted to model tests. The main problem depends 
on the stochastic nature of loads and random placement of the 
armour units in breakwater. 

Brosen et al, 1974, demostrated that the Hudson formula is not 
valid for complex interlocking types of armour blocks with 
respect the slope angle. Van der Meer, 1988, proposes the 
dimensionless wave height parameter, H0, HS/AD, to give the 
relationship between different structures and represents an 
important variable in a stability formula. 

1657 
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The agreement will be conclude: 

H. 

AgD        AD 
L = (cotg a . KD)m = N, s 

Shield parameter     Van der Meer     Hudson    Brebner and Donelly 

Using model tests of Aalborg University and collecting the 
Spanish Data, we approach for preliminary design the H„ 
parameter and 

AD 

for conventional breakwater, structural head, start of damage 
and collapse of the structure. 

2.    CLASSIFICATION     OF    RUBBLE     MOUND 
STRUCTURES 

Rubble mound structures can be classified by use of the static 
parameter, H„, 

H 
H 

^>.!0 

where: 

H6   Significant wave height (m) 

A    Relative mass density (-) 

7    Specific weight of an individual unit (t/m3) 

7W 7W  Specific weight of seawater (t/m3) 

DnJ0Nominal diameter (m) 

Dynamically stable structures are characterized by the forming 
of a profile under wave attack. In this case, conventional 
breakwater can be classified with the combined wave height- 
wave period parameter H0.T0, defined by, 
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H 
Ho =  —,   dimensionless wave height parameter 

n50 

T  = T   . 
D 
i— ,   dimensionless wave period parameter 

As a simple remark, rubble mound structures can be classified 
(Fig. 1). 

Fig. I.  Type of structure as » function of -Ji- , Van dec Meer, 1988 

H0 < 1 Caissons,    seawall,    vertical    breakwater. 
Instantaneous Failure. 

1 < H„ < 4        Conventional breakwater. Gradual Failure. 
3 < H0 < 6 Special    breakwater,    S    shaped,    berm 
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6 < H0 < 20       Rock slopes.  Nominal diameter relatively 
small. 

15 < H0 < 500   Gravel beaches. 
H0 > 500   Sand beaches. 

The hydraulic stability can be classified including static and 
dynamic profiles, 

H0 . T0 < 100 
Hn . T„ > 100 

Static criteria 
Dynamic criteria 

This classification is a great contribution to the total uncertainty 
of the coastal structures response and follows single estimation 
like Professor Suarez Bores 1968-74-78 and the evolution of 
breakwater structures, Goda and Tanimoto, 1991 (fig. 2). 

deqradotion B replenishment .        .    ... y ,   K return to Pf"2i'weJ;£P£_  

/ f~ @ wall with high 
©rubble mound   fa     ©equilibrium slope        rubble mounoj. 

strengthening     /enlargement of unit        against degradation >*r*"| 
/ \ against scouring    t 

@ rock till        ©concrete block mound   (3) wo It with low rubble mound 

I I economy 

©rubble mound covered 
@ concrete blocks       with concrete blocks 

@ concrete blocks  o* 

§)cellulor blocks  ^| 

Q) wove screen 

I) steep step 

equilibrium slope   stability   } ...       g 

'"I Marseille type @ blocks in step ~ 

@ cyclopean blocks 

L^ttr 

© deformed concrete blocks 
^-r/^jjamage of Sines Breakwater/ i 

. @ woll covered with wove 

(   dissipating cocrete blocks 

Fig. 2.  Evolution of breakwater structures, Goda-Tanimoto, 1991 
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- Structural response and design 

Deterministic 

.   Univariate:  H1/n, return period 
.    Multivariate:  H„„, T, N, S, P, risk analysis 

- Failure response 

.    Instantaneous failure 

.    Gradual failure 

- Stochastic nature of the loads 

.    Conventional breakwaters, H1/rr Gradual failure by the 
action of waves train. 

.    Rigid breakwaters, Hmax, N - Collapse by the action of a 
single wave. 

- Optimum design 

. Risk analysis 

. Economic analysis 

. Stochastic analysis 

. Multivariate risk analysis 

Burcharth and Frigaard, Aalborg University, studied the front 
profile development, erosion and deformation of slopes, when 
exposed to oblique waves. Their range of tests correspond: 

3,50 < H„ < 7,10 

the following stability factor values were proposed by Burcharth 
et al, 1988, for the start of significant transport of stones along 
the structures (angle of wave incidence <_ 30°). 

H 

*>*> 

.   Trunks exposed to steep oblique waves 4,50 
.    Trunks exposed to long oblique waves 3,50 
.    Round heads 3 

This research and study have been the basis to preliminary 
design of conventional breakwaters, structural head, 1 < H0 < 
4, with a theoretical approach and using the long series of 
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Spanish Data from the North Atlantic Sea, the North Coast, and 
collecting model tests results. 

3. DATA ANALYSIS AND ENGINEERING METHODS 
FOR PREDICTING THE DESIGN OF STRUCTURAL 
HEAD. START OF DAMAGE AND COLLAPSE OF 
THE STRUCTURE. SPANISH NORTH COAST 
EXAMPLES. 

The waves reaching the Cantabrian Sea Coast, Spanish North 
Coast, are generated in the North Atlantic by the action of 
extratropical storm. The polar mass oscillations through the 
year define the path of the storms through the Bay of Biscay. 
Under such conditions, the winds are from West to North, 
including North West and NNW with the dominant gradient 
wind speed of 40 m/sg. 

In that case, there are maximum frequency and intensities of 
waves, reaching values of significant wave height over ten 

meters with peak period of eighteen seconds. This is 
representative of the rough conditions in deepwater. 

The studies reported here were done using the Spanish Data of 
conventional breakwaters, more than 100 ports and harbours, 
in the Cantabrian Sea Coast, and with a theoretical approach, 
obtained the following results, 

Tetrapodos 2 "en desorden" 1,20 1,25 1,5 

" 2 1,30 1,35 2.0 

- 2 1,80 1,90 3,0 

Tribars 2 "en desorden" 1,10 1,15 1,5 

2 1.15 1,20 2,0 

** 2 UO 1.35 3,0 

Dolos 2 "en desorden" uo 1.50 2,0 

" 2 " 1,60 1,65 3,0 

Cubo 
modiflcado 2 "en desorden" - 1,55 1,5 a 3,0 

Hexapodos 2 "en desorden" 1,65 1,35 1,5 a 3,0 

Tribars 1 unifomte 1.60 1,60 1,5 a 3,0 

Fig. 3.  Coefficients for conventional breakwaters head 
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Type of Breakwater 

Weight of 
the main 

armour layer 
(t) 

Nominal 
Diameter 

(m) 

Significant 
wave height 

(m) 

H0 

(-) 

Fuenterrabia, 
quarrystone 

9 t 1,50 m 5,00 m 2,04 

Orio, blocks 7 = 2,80 13 t 1,66 m 5,85 m 2,02 

Getaria, quarrystone 20 t 1,96 m 6,63 m 2,12 

Bermeo, la Phase 50 t 2,75 m 7,13 m 1,93 

Bermeo, 2a Phase 85 t 3,30 m 9,00 m 2,03 

Bilbao, Punta Lucero 150 t 4,00 m 10,10 m 1,88 

Lastres 40 t 2,55 m 6,80 m 1,98 

Gijdn 120 t 3,70 m 9,60 m 1,94 

Cand&s (Failure) 27 t 2,25 m 4,95 m 1,64 

San Esteban 125 t 3,70 m 8,75 m 1,77 

Cudiilero 60 t 2,92 m 8,00 m 2,04 

Burela 72 t 3,10 m 7,45 m 1,79 

San Ciprian 90 t 3,35 m 8,90 m 1,98 

Cillero 28 t 2,25 m 6,25 m 2,06 

Carifio, quarrystone 12 t 2,05 m 5,00 m 1,96 

Malpica 120 t 3,68 m 10,70 m 2,16 

Lage 20 t 2,05 m 5,00 m 1,96 

Finisterre 15 t 1,85 m 5,00 m 2,09 

Panjon 5 t 1,28 m 3,18 m 1,85 

Another conventional breakwaters 
preliminary analysis in the Spanish 
were: 

were designed after this 
North Coast. The results 

Type of Breakwater 

Weight of 
the main 

armour layer 

(t) 

Nominal 
Diameter 

(m) 

Significant 
wave 
height 

(m) 

H„ 
(-) 

Zurriola, blocks 45 t 2,55 m 8,20 m 1,96 

Cala Bens, La Coruna 125 t 3,75 m 10,00 m 1,98 
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The relative mass density coefficient (A) oscilate between 1,63 
for quarrystone, 1,34 for concrete blocks, tetrapocl, acropod ... 
etc, and 1.731 for high density natural blocks. 

This analysis reported before is relation with the classic point 
of view for calculating head in conventional breakwater, 

Whead = Coefficient (> 1,00) x WHudson 

The dimensionless coefficient accounts for all variables like 
(Fig. 3) 

- Shape of the armour layer 
- Number of units of the main armour layer 
- Manner of placing armour layer 
- Type of wave attacking structure (breaking or nonbreaking) 
- Slope 

Looking at the statistics of the present analysis and "only" for 
preliminary design in conventional breakwater head, start of 
damage, we can conclude in first step, fitting the model with 
nature test (Fig. 4-9), 

H 
H   =  L_  « 2,00 

Iribarren's model tests, 1965, presented in PIANC Congress 
Stockolm, demonstrated the evolution of a slope affected with 
groups of waves, obtaining the complete results of the evolution 
of damage in the armour layer of a conventional breakwater. 
The three phases are: 

- Total stability 
- Partial stability, start of damage 
- Inestability, moderate damage to collapse of the structure 

Stablishing the state of damage under the action of a 
monochromatic wave train, the slope is indefinite and the units 
of the main armour layer are quarrystone, concrete blocks and 
tetrapod (Fig. 10). 
The results of damage levels with two diameter thick armour 
layer, Van der Meer, 1988, show the limits of the adimensional 
parameter S = A/D2, a cross sectional eroded area, D nominal 
diameter of the armour layer (Fig. 11). 
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Fig, 4. Cross section Bilbao breakwater 

Fig. 5. Cross section Lastres breakwater 

r^nrr 

Fig. 6. Cross section principe de Astnrias, Gij6n breakwater 
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Fig. 7. Cross section Candas breakwater 

ESC ALA GRAF1CA 

0   I   i 3 4   3 

j,    *S,00 

1      •10.10 

HAnPOSTERU 
HORMiGONAOA 
CON KORTERO 
H1DBAULIC0 

A 'M.60 

•3.00 

J>   / 
•t.80 

ESCAIA QRAFICA 

bJMT 

Rg. 9.  Cross section San Ctprian breakwater 
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Type of armour 
layer 

Slope 

Damage Levels 

Start of 
damage 

Moderate 
damage 

Filter 
visible 

Stone armour layer 1,5/3,0 S = 2 S = 4/8 S >.8/12 

Block 1,5/2,0 Nod = 0 Nod = 0,50/l,50 Nod = 2 

Tetrapod 1,50/1 Nod = 0 Nod = 0,50/l,00 Nod =1,50 

Aero pod 1,33/1,50 Nod = 0 — Nod = 0,50 

Losada et al (1986) defined three hydrodinamic damage criteria, 

1. Incipient damage 
2. Iribarren's damage 
3. Destruction 

In order to be more precise, another stage of damage is 
included as a visual response, it is called incipient destruction, 
Vidal et al (1991). For a mound breakwater consisting of a 
main layer, secordary layer and core, P = 0,40, the definitions 
of the four damage criteria are as follows: 

1. Initiation of damage. This level of damages defines the 
condition attained when a certain number of armour units are 
displaced from their original position to a new one at a 
distance equal to or larger than a unit length. Holes larger 
than average porous size are clearly appreciable. 

2. Iribarren's damage. This damage occurs when the extension 
of the failure area on the main layer is so large that the wave 
action may extract armour units placed on the lower layer of 
the main armour layer. 

3. Initiation of destruction. A small number of units, two or 
three, in the lower armour layer are forced out and the 
waves work directly on pieces of the secondary layer. 

4. Destruction. Pieces of the secondary layer are removed. If 
the wave height does not change the mound will definitely 
be destroyed and it will cease to give the level of service 
defined in the design. It is called Filter visible. 
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As a consecuence, for a preliminary design of mound 
breakwaters, and start of damage, we propose, 

H 
H   =  — = 2,00 

After the model tests performed by Iribarren, 1965, the medium 
relationship between the wave height of start of damage and the 
wave height of destruction or filter visible, is equal for stone 
armour layer, blocks and tetrapods and the value is 0,62. 

Using the adimensional parameter for preliminary design and 
start of damage, H„ = 2,00 and with the relation between the 
wave height start of damage and filter visible-destruction, the 
value of H0 will be, 

start of damage _   r\  /r n 
IT 

Jitter visible , destruction 

H0 = 1,25 Filter visible, collapse of structure thus, the 
following point will emphasized, with the concept of weight of 
the main armour layer, 

W = ( L-P    W 
destruction (\ CO stan °J damage 

W, ,   .     =4,10     W, ,  ., destruction > start of damage 

The results with oblique incidence do not show the same value 
for every Kind of armour piece, obtaining relation of 0,69 in 
rip-rap, armour layer with stone, and 0,73 with blocks and 
tetrapods. 

However, the first analysis for a preliminary design can be 
consider stable. 

The effect of wave length, storm duration, and the influence of 
the breakwater geometry, interlocking blocks, and water depth, 
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H 
H  = —— =2,00      Start of damage 

H 
H   =  _ = 1,25      Filter visible, destruction 

nSO 

The effect of wave length, storm duration, and the influence of 
the breakwater geometry, interlocking blocks, and water depth, 
slope and other factors will be search in a future. Model test 
will provide the following conclusions, 

H H7,n , Lm 

H s             __ * *S           ' 

= (cotg a KDy» = N 
AO50 A^o 

"s 

Hf . Lm 

• f (AO 
*DM 

where, 

L       Wave length,  -L  < -i < J_ (m) 
25        L        2 

N       Number of active waves (-) 

a       Slope of the breakwater (°) 

KD     Stability coefficient, Hudson (-) 

Ns      Stability coefficient, Brebner and Donelly (-) 
H0      Van der Meer's parameter (-) 

Hs      Significant wave height (m) 

Dn      Nominal diameter (m) 

3' 

Dn = A, 
7 

W Weight of an individual unit of the main armour layer (t) 
7       Specific weight of an individual unit(t/m3) 



1670 COASTAL ENGINEERING 1994 

CSCOILEMS NATURACES.. 
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Fig. 10.  Stability curve, Iribarren, 1965 

Fig. 11.     Value of parameter "S", A cross sectional eroded area; D, nominal diameter 

of the armour layer 

4. CONCLUDING REMARKS 

According the model tests of Burcharth and Frigaard, and the 
data analysis and only for preliminary design and of no other 
more qualified information is available, the Spanish experience 
in the Cantabrian Sea Coast recommends for conventional 
breakwater, structural head, the value of the dimensionless 
wave height parameter H„ = HS/AD. 
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H 
H   = —i_ = 2,00        Start of damage 

rou 

H 
H   = —i- =  1,25        Destruction, collapse 

The effect of wave length, storm duration, and the influence of 
the breakwater geometry, interlocking blocks and water depth 
are now in study and they will be include in the future as a 
function of L, N, D, Hs, D, d and a. 
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CHAPTER 120 

Numerical Modelling of Breaking Wave Impacts 

on a Vertical Wall 

N. T. Wu * H. Oumeraci f H.-W. Partenscky * 

Abstract 

The impact processes on a vertical wall resulting from breaking waves are nu- 
merical simulated. Two dimensional incompressible viscous flow which is governed 
by the Navier-Stokes Equations and the continuity equation is solved by a finite 
difference scheme based on the Volume of Fluid(VOF) concept. Some compar- 
isons with experimental results reveal that the present model is able to simulate 
the impact process with negligible air entrappment not only qualitatively but also 
quantitatively well. Although the impact pressure of a plunging breaker with non- 
negligible air entrapment can not be quantitatively well simulated by this model 
due to the restriction of the incompressible flow, the wave kinematics is still well 
simulated. 

1     Introduction 

Breaking waves represent the major cause for the damage of vertical face breakwaters. 
The stability of such structures is in fact a dynamic problem. The solution of this 
problem requires among others a detailed knowledge of the impact loading; i.e. the 
spatial and temporal distribution of the pressure induced by the breaking waves on 
the structure must be determined. To date, no theoretical approach for this problem is 
available. On the other hand, small-scale model investigations suffer from scale effects, 
so that no definite quantitative conclusions can be drawn. Even results from large-scale 
model tests recently conducted in super-wave tanks seem to be affected to some extent 
by scale effects. In addition, the use of such large facilities is so expensive and so time 
consuming that a reasonable parameter study cannot be effectively performed. There- 
fore, more attention has been paid within the last 15 years to numerical methods. 

Most of the existing numerical model for the simulation of breaking wave impact loads 
are based on potential flow theory. These methods are however unable to describe the 

*Dr. -Ing., Tainan Hydraulics Laboratory, National Cheng Kung University, Tainan, Taiwan, R.O.C. 
*Prof. Dr. -Ing., Univ. Professor, Techn. Univ. Braunschweig, Beethovenstr. 51a, 38106 Braun- 

schweig, Germany 
*Prof. Dr. -Ing., Dr. phys., Prof. em. formerly Director of Franzius-Institut, Univ. Hannover, 

Germany 
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whole breaking and impact process due to the great distortion of the flow around the 
free surface interfaces which will not remain irrotational. 

Therefore, the Volume of Fluid(VOF) (Nichols, et al., 1980) concept has been adopted 
here to develop a numerical model which can describe the complex free surface associ- 
ated with breaking waves and the integral history of the impact pressures and forces 
on a vertical wall with a foreshore slope. The present paper is principally intended to 
present some of the results of the Ph.D. work of the first author. It will give a brief 
description of the developed viscous incompressible fluid model, but will particularly 
focus on the discussion of the results, as compared to experimental data and obser- 
vations. Further developments of the model which are planned for the next years are 
finally outlined (air entrainment/ entrapment). 

2     Governing Equations 

A viscous inkompressible 2D-flow is considered and the governing equations are the 
continuity equation: 

? + ? = o (1) 
dx     ay 

and the Navier-Stokes Equations: 

du       du      du _    I dp        (d2u i d2u 

dt       dx       dy        pdx        \ dx J^ + u»Z + vn7,=--»Z + ,/\702 + 7^l+3* (2) 

dv       dv       dv        1 dp        I d2v     d2v\ , , 

m+uTx+vTy = -Wy+vW + W2)+9y (3) 

where: 
p,u are the density and the kinematic viscosity of the fluid, respectively. 
u,v are the velocity components in x and y direction, respectively. 
9x,9y are the x and y components of the gravitational acceleration, 
p is for pressure and t is for time. 

The computational domain and the boundary conditions are shown in Fig. 1. At the free 
surface, the pressure p should be continuous and p is therefore equal to the atmospheric 
pressure pa. At the impermeable vertical wall, the free-slip condition^ = 0) and the 
no-flux condition (u=0) must be fulfilled. 

For the inflow boundary conditions, any wave theory can be used to prescribe the 
surface elevation rj(t) and the velocity components u(t) and v(t). In this study, the 
linear wave theory, the second order solitary wave theory and the cnoidal wave theory 
of Keulegan and Patterson (Wiegel, 1960) are used. On the other hand, in order to 
keep the computational domain as small as possible, the weakly reflecting boundary 
condition (Delft Hydraulics, 1991) will be implemented. This allows the reflected wave 
to flow out the computational domain without inducing undesirable disturbance to the 
incident wave. The following free-slip condition for a slope is derived and considered in 
the model for the impermeable foreshore slope: 



1674 COASTAL ENGINEERING 1994 

free surface 
P=Pa 

u 

vertical wall ; 

0 ^ = °i 
_V-! 

-»•   incident wave 
reflected wave 

seabed 

du     n,. du 

oy     ny ox 
Betm   \ 

Figure 1: Computational Domain and Boundary Conditions 

du 

dy 

nx du 

ny dx 
= 0 (4) 

where nx and ny are the components of the normal vector n in x and y direction, 
respectively. 

The governing equations are numerically solved by using a finite difference scheme 
incorporated with the Volume of Fluid (VOF) concept developed by Nichols et al. (1980) 
which deals with the free surface description. In this technique a function F(x,y,t) which 
describes the fractional volume of fluid in the mesh cells is included. The free surface 
can therefore be described according to the value of F in the mesh cells. Besides, the 
kinematic free surface boundary condition can be satisfied approximately by including 
the following transport equation of F: 

dF_     dFu     dFv_ _ 

dt       dx        dy 

Physically, this means that that the F function moves with the flow motion. 

(5) 

3     Computational Results 

Nonbreaking Waves 

First of all, nonbreaking waves are numerically simulated in order to verify that the 
present model is able to simulate correctly nonbreaking waves not only qualitatively but 
also quantitatively. This will then offer a reasonable working platform for simulating 
the more complicated breaking waves. Two cases are considered for achieving this goal, 
namely, solitary wave run up on a vertical wall and the formation of standing waves. 
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Solitary Wave Run Up on a Vertical Wall 

Solitary waves propagating on a horizontal bed toward a vertical wall are first taken 
into account in order to verify that the free surface boundary condition is well handled 
in the present model. The second order solitary wave theory of Laitone( 1960) is con- 
sidered for incident waves. Solitary waves with relative wave heights H/d =0.2, 0.3, 0.4 
and 0.5 are considered. H is the wave height and d the water depth. 

The computed results for the relative run up height R/d of solitary waves for dif- 
ferent wave heights are compared with the experimental results from Street and Cam- 
field(1966) A very good agreement between the computational and experimental results 
is shown in Fig. 2. 

Standing Waves 

In order to verify that the weakly reflecting boundary condition is well implemented in 
the present model, incident waves propagating toward a vertical wall with and without 
a foreshore slope are therefore taken into account. Due to the impermeable vertical 
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Figure 3: Numerical Simulated Standing Waves(H=0.4 m, T=4.0 sec, d=2.0 m) 

wall, standing waves are expecting to appear once the implemented weakly reflecting 
boundary condition can successfully let the reflected wave flow out the computational 
domain without inducing any unexpected re-reflection. The wave parameters used for 
this numerical test are: 

• Incident Wave Height H= 0.4 m; Wave Period T= 4.0 sec; Water Depth d= 2.0 

Airy wave theory is used for the incident waves. The wave length can be calculated as 
about 16.2 m. The computational domain is 8.2 m x 2.8 m and consists of anon-uniform 
grid with 40 x 20 cells. The antinode is located at a distance nL/2 (n=0,l,2, • • • ) from 
the vertical wall. Therefore, the second antinode should be located near the other side 
of the computational domain. The numerical simulated standing wave at times t=19.0, 
21.0, 23.0 and 24.0 second are shown in Fig. 3. It is seen that a standing wave with also 
4 second of period appeared. On the other hand, the numerically simulated pressure 
distribution of a standing wave on a vertical wall is compared with the theoretical 
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results developed by Sainfiou(Horikawa, 1978), and a very good agreement is shown as 
in Fig. 4. 

Breaking Waves 

Four types of breaking waves impacting on a vertical wall are distinguished by Hattori 
et al. (1994): 

• Flip-Through type breaker 

• Impact of an almost vertical breaker front on the wall with a thin air layer 

• Impact of a plunging breaker on the wall with a small air pocket 

• Impact of a plunging breaker on the wall with a large air pocket 

The four breaker types are shown as in Fig. 5 schematically. The term "Flip-Through" 
was first introduced by Cooker and Peregrine (1990). This kind of impact process con- 
tains either very few or no entrapped air and the impact pressure originates from the 
large flow acceleration due to the concentration of flow adjacent to the vertical wall. 
The impact process from (b) to (d) indicates an increasing air content. 

These four types of breaking waves and the resulting pressure distribution on the ver- 
tical wall are numerically simulated. The experiments by Takahashi et al.(1983) are 
considered for comparison, since pictures of breaking processes at different stages were 
recorded which can be well compared with the numerical simulated breaking processes. 
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Figure 5: Schematized Breaker Types Simulated by the Numerical Model 

Besides, different breaking wave impact can be systematically obtained in these exper- 
iments by simply changing the berm length in front of the vertical wall. 

The wave parameters of the series of experiments which are also used for numerical 
simulation are 

• Wave height H in front of the berm = 0.351 m 

• Wave period T = 3 sec 

• Water depth d = 0.8 m 

The berm lengths considered in the numerical simulation are B= 0.25 m, 0.50 m, 0.75 
m and 1.25 m, respectively. The berm height is 0.5 m and the slope is 1:10. The compu- 
tational domain is 7.0 m xl.5 m and consists of a nonuniform grid with 150x40 cells. 
The smallest cell width is 0.02 m and is located on the wall side and the smallest cell 
height is 0.02 m and is located on the mean water level. 

The wave theory to be used in the numerical simulation corresponding to the wave pa- 
rameters is the cnoidal wave theory. Among various existing mathematical description 
of cnoidal wave theories, the theory developed by Keulegan and Patterson (1940) is fi- 
nally taken as the most appropriate, as recommended by Le Mehaute et al. (1968). The 
detailed mathematical description of the related components like the surface elevation 
r), the velocity components u and v etc. can be found in Wiegel(1960). 

The first case to be considered is the "flip-through" type of breaking waves. The pho- 
tographs recorded by Takahashi et al. (1983) refer to Photo 1(2) of the original paper. 
The numerical simulated breaking processes of flip-through with both of the free surface 
profile and velocity vector field are shown as in Fig. 6. Only a part of the computa- 
tional domain is presented in this figure, x coordinate ranges from 3.5 m to 7.0 m and 
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Figure 6: Computed Wave Profiles and Velocity Fields for the Flip-Through Breaker 
Type 

the y coordinate ranges from 0.4 m to 1.5 m. After the comparison is made with the 
photographs taken by Takahashi et al. (1983), it is found that the numerical simulated 
flip through impact process agree qualitatively with the experiment. 

The time history of the numerical simulated impact pressure is given in Fig. 7. The 
numerical simulated results agree not only qualitatively but also quantitatively well 
with the experimental results refer to Takahashi et al.(1983). The time history of the 
total force obtained by integrating the pressure distribution is shown as in Fig. 8. The 
characters A, B, C and D in Fig. 7 and 8 correspond to the A, B, C and D of the break- 
ing wave processes shown in Fig. 6. It is worthwhile to mention that the point C in Fig. 
8 which is the trough of the force history corresponds to the maximum run-up height 
of the impact process shown in Fig. 6. This phenomenon has already been pointed 
out experimentally by Mitsuyasu (1962) which also support the numerical simulated 
results. 

For the other three breaker types, the numerically simulated free surface evolution of 
the other three breaking processes still agree qualitatively well with the photographs 
of the experiments. Fig. 9 is the numerical simulated breaking processes of the impact 
process-almost vertical breaker front with a thin air layer. The photographs of this 
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Figure 7: Computed Time History of Flip-Through Type Impact Pressure 

impact process refer to Photo 1(3) of Takahashi et al. (1983). However, because the 
damping effect of the entrapped air can not yet be studied using the present model for 
incompressible flow, the resulting impact pressures of these three breaker types appear 
to be much larger than the experimental results and are not presented here. On the 
other hand, it is also found that the numerically simulated peak pressure can still be 
adjusted to the same order of magnitude with the experimental results once the impact 
velocity and breaker profiles obtained from the numerical simulation are used as the 
input data of Bagnold's formula which accounts for the damping effect of entrapped air. 
Fig. 10 are the numerical simulated free surface evolution of the plunging breaker type 
with small amount of air entrappment. The photographs of this impact process refer 
to the Photo 1(4) of Takahashi et al. (1983). Fig. 11 are the numerical simulated free 
surface evolution of the plunging breaker type with larger amount of air entrapment. 
The photographs of this impact process refer to Photo 1(5) of Takahashi et al. (1983). 
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On the other hand, in order to gain more insight of the computed wave kinemat- 
ics of breaking waves, a comparison is made of the velocity distributions under wave 
crest around the breaking point. Besides, it is very difficult to define the exact break- 
ing point during the breaking process since the free surface and velocity distribution 
rapidly change. It is therefore necessary to perform the comparison of experimental 
and numerical results under the consideration of both free surface and velocity distri- 
bution. However, this kind of measurement is rare due to the difficulty of getting an 
accurate velocity measurement and surface profile simultaneously. The experiment run 
by Iversen(1952) is still one of the most well known experiments which have considered 
both the surface profile and the velocity distribution. Fig. 12 shows the surface profile 
around the breaking point with the simultaneously observed velocity distribution. Fig. 
13 shows the computed free surface around the breaking point and agrees also qualita- 
tively well with Fig. 12. The quantitative comparison of the velocity distribution under 
a wave crest around breaking point is given in Fig. 14, also showing a good agreement. 
The X-coordinate represent the dimensionless velocity which is normalized by y/grjb, % 
is the water depth under the wave crest. The Y-coordinate represent the relative depth 
y/Vb, Y=1.0 indicates the wave crest, Y=0 is on the bottom under the wave crest. 

4    Discussion 

The comparative analysis of the results of the computations may be summarized as 

follows: 

• The basic tests of simulating non-breaking waves phenomena like the run up 
height of solitary waves on a vertical wall and the formation of standing waves 
have already proven that the present numerical model is able to correctly handling 
nonlinear waves and the weakly reflecting boundary. 

• For flip-through breaker type (negligible air entrapment), the numerical results 
are qualitatively and quantitatively reliable with respect to the description of the 
breaker kinematics and to the subsequent impact loading on the vertical wall. 



1682 COASTAL ENGINEERING 1994 

5.6 m/s 
5.6 m/s 

t = 5.40 s(« (,..,- 0.76 s) t = 6.16 s («(,,„„) 

t = 6.155 s (» (,„„- 0.01 a) t = 6.66 s (sa (,„,„+ 0.50 s) 

D 

Figure 9: Computed Wave Profiles and Velocity Fields of Breaker Type- Almost Vertical 
Breaker Front with a Thin Air Layer 

For the last three breaker types with air entrapment in Fig. 5, the wave kinematics 
of the breakers is well simulated. However, the computed impact loading is much 
higher than the loading obtained from experiment. This result was expected since 
the numerical model cannot yet account for air entrapment (incompressible flow). 
However, by using the impact velocities and breaker profiles obtained from the 
numerical computation as input data into Bagnold's formula (Bagnold, 1939) 
which accounts for the damping effect of entrapped air, reasonable results are 
obtained for the magnitude of the peak impact loading. 

The last comparison is performed between the numerical simulation and the ex- 
periment done by Iversen(1952) for the velocity distribution under the wave crest 
around the breaking point; a quantitatively good agreement is also achieved. 
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5     Concluding Remarks 

The application of the VOF concept for the numerical solution of the governing equa- 
tions and the development of further numerical schemes for the treatment of the bound- 
ary conditions have led to a powerful tool for the simulation of breaking and nonbreaking 
wave kinematics at and on a vertical structure with various foreshore geometries. The 
complete impact pressure and the resulting loading (impact) are also well simulated as 
far as the entrapped air is negligible. Corrective coefficients for the magnitude of the 
impact loading for the cases where air is entrapped in the breaker can be obtained from 
Bagnold's formula in which the impact velocity and the breaker profile during impact 
obtained from the numerical model are used as input data. 

Further development of the model is directed towards accounting for the compressibil- 
ity of air in order to obtain directly the proper magnitude of the impact loading in the 
case of plunging breakers with entrapped air. 



1684 COASTAL ENGINEERING 1994 

5.6 m/s 

t = 5.40 s (« (p.,,- 0.82 s) 

6.08 s («V-_ 0.14 s) t = 6.46 s (& tPntt+ 0.24 s) 

c 
vf> 

:   :   :   : 
J-S •°          <•*           s.o           s.J1         «.o' s-s           r.o 

t = 6.185 «(««,„,- 0.035 s) 
t = 6.80 s (« (,_„+ 0.58 s) 

lll'llfllf^TuI.lTiiynliilufJ 

Figure 11: Computed Wave Profiles and Velocity Fields for Plunging Breaker with large 
entraped airpocket 

SLOP£ < 1:10 
H0/L,   ..0206 

HUM  22 

Figure 12: Surface Profile and Velocity Vectors around the Breaking Point Obtained 
from Experiments by Iversen(1953) 
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CHAPTER 121 

WIND EFFECTS ON RUNUP AND OVERTOPPING 

by Donald L. Ward,1 Christopher G. Wibner,2 Jun Zhang,3 and Billy Edge4 

ABSTRACT 

The maximum distance a wave may travel up the face of a coastal structure, 
or rate of overtopping if runup exceeds structure crest elevation, are critical 
parameters in planning and design of a coastal structure.  Runup and overtopping 
are usually estimated by empirical equations based on physical model studies that 
do not include the effects of strong onshore winds that are typically present during 
design storm conditions. While it is generally assumed that onshore winds will 
increase runup and overtopping over no-wind conditions, there is currently no 
means of accurately calculating effects of these winds on runup and overtopping. 

A joint research project by US Army Corps of Engineers and Texas A&M 
University (TAMU) is currently investigating wind effects on runup and 
overtopping of revetments and vertical walls through a series of physical model 
studies conducted in a combined wind/wave flume at TAMU. Initial tests 
measured runup and overtopping rates on a 1:3 smooth revetment for a range of 
incident monochromatic wave conditions, with wind speeds varying from no wind 
to maximum blower output. With the addition of wind, large increases in runup 
and overtopping were recorded over the no wind condition. The combined 
wind/wave spectrum recorded during tests with wind was then reproduced 
mechanically. Runup and overtopping were significantly higher during tests with 
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wind than during no-wind tests that reproduced the combined wind/wave spectrum. 
The tests indicate that runup and overtopping estimates that do not include 

wind effects are underpredicting runup and overtopping on coastal structures. 
Continuing efforts in this study are aimed at quantifying prototype wind effects on 
runup and overtopping based on physical model results. 

BACKGROUND 

The ability to accurately estimate potential runup and overtopping on a 
coastal structure is essential to structural and economic design of the structure. 
Although it may be desirable to construct shore-protecting structures with sufficient 
crest elevation to prevent overtopping, this is gnerally not economically feasible 
and overtopping rates must be considered. An analysis of runup heights and 
overtopping rates is necessary to determine structure crest elevations, design 
drainage systems, and estimate overtopping-induced damage levels for determining 
benefit/cost ratios. Typically, runup and overtopping are estimated from empirical 
equations that were developed from physical model studies (e.g., Weggel 1976, 
Ahrens and Martin 1985, Ahrens and Heimbaugh 1988, van der Meer 1988, van 
der Meer and Stam 1991, de Waal and van der Meer 1992, Schulz and Fuhrboter 
1992, Ward 1992, Ward and Ahrens 1992, Yamamoto and Horikawa 1992), or 
determined directly from physical model studies. Numerical models have also 
been developed to estimate runup and overtopping (e.g., Kobayashi and Wurjanto 
1989, Wurjanto and Kobayashi 1991, Kobayashi and Poff 1994); these numerical 
models are generally calibrated with physical model test results. 

The typical design condition for a coastal structure is a severe storm 
accompanied by strong onshore winds, yet physical model tests on which runup 
and overtopping rates are based do not include wind effects. The Shore Protection 
Manual (1984) includes an equation for a wind correction factor that increases 
wave overtopping rates by up to 55%, but there is no data to support this equation. 
It is generally agreed that wind speeds greater than 50 km/hr may have a 
significant effect on runup and overtopping, but little research has been conducted 
to quantify wind effects (Sibul and Tickner 1956, Weggel 1976). 

Resio (1987) divided action of winds on overtopping into two distinct 
physical processes: (1) increase of runup and overtopping due to wind energy 
input during the wave runup interval, and (2) advection by wind of water spray and 
splashing resulting from wave impact on coastal structures. The first process is the 
major cause for increase in runup and overtopping of mild-slope structures and the 
second is more important to vertical or steep-slope structures. A third process 
ignored in the previous studies is that onshore wind may generate onshore surface 
currents through the work of wind shear stresses and wind-induced wave breaking 
in the surf zone. This onshore surface current may greatly increase initial runup 
bore speed on the surface of revetments and consequently may increase runup 
heights and overtopping rates. 

The influence of wind speed on runup and overtopping needs to be 
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determined. Because of very few laboratory and field measurements concerning 
wind effects on runup and overtopping, our knowledge of how wind may increase 
runup heights and overtopping rates is far from sufficient. If design wind 
conditions are found to have a significant effect on runup and overtopping rates, 
then a method of calculating runup and overtopping that accounts for wind is 
clearly needed. Funded by U.S. Army Corps of Engineers (USAE), a joint 
research program is being conducted by USAE Waterways Experiment Station's 
Coastal Engineering Research Center (CERC) and the Ocean Engineering Program 
of the Civil Engineering Department at Texas A&M University (TAMU). This 
paper presents some initial findings from this on-going study. 

OBJECTIVES 

This study is evaluating effects of wind on runup and overtopping of coastal 
structures through physical model studies conducted in a combined wind/wave 
flume at TAMU. 

Analysis of the data should lead to a better understanding of the physcis of 
wind effects on coastal structures.  Although it is not possible to fully describe 
mathematically the processes involved, such as wave breaking or flow through a 
porous media of randomly shaped, randomly placed armor units, a better 
understanding is sought of the energy transfers and physical processes involved. 

Because of the difficulty of fully describing mathematically the processes 
involved, empirical equations will be developed to estimate runup and overtopping 
on coastal structures, including wind effects.  This study hopes to provide design 
guidance for the range of conditions typically encountered in coastal structures 
design work, within the limitations of the test facility and test conditions. 

TEST FACILITY 

Physical model tests are being conducted in a 36-m-long by 0.61-m-wide 
by 0.91-m-deep glass-walled wave flume equipped with a flap-type mechanical 
wave generator (Figure 1). The electrically-activated wave generator is capable of 
producing monochromatic wave trains as well as spectral wave trains through a 
computer-generated signal. 

A blower is mounted above and at the far end of the wave flume, away 
from the wave generator. An intake manifold is located in front of the wave 
generator, therefore wind is pulled along the length of the flume and exhausts away 
from the wave generator. The entire flume is covered with removable panels to 
contain the wind. The blower is capable of producing an average wind velocity in 
the flume of 16 m/s over a water depth of 50 cm. 

A plywood slope followed by a 2-m-long sealed overtopping basin are 
installed in the end of the flume away from the wave generator. Various 
extensions allow crest elevation of the slope to be varied. The current slope is set 



1690 COASTAL ENGINEERING 1994 

Seasim Ltd. 
Modular 

Wavemaker 

Air Intake 
Manifold 
•S|]gip Wave Gauges 

^ |=t    041m 

Overtopping 
Collection Basin 

Figure 1. Wave flume test facility at Texas A&M University. 

at 1:3 (V:H); other slopes will be installed at the conclusion of testing with the 
1:3 slope. Runup on the slope is measured by two resistance gages mounted on the 
slope face, and by visual observation. 

Three resistance wave gages are set in an array approximately mid-way 
between the wave generator and test slope, and a fourth gage is positioned at the 
toe of the slope.  Gage spacing in the three-gage array is adjusted for different test 
periods to allow separation of incident and reflected wave trains using the method 
of Goda and Suzuki (1976). 

TEST PARAMETERS 

Table 1 lists parameters that will be varied in this study to provide design 
information covering a range of typical design conditions and to study separately 
the various effects of wind on runup and overtopping. The current test schedule 
includes revetment slopes of 1:1.5, 1:3, and 1:5, and of varying crest elevations to 
study both runup and overtopping rates. Overtopping of a vertical wall will also 
be studied. Two water depths are being tested, and two or three monochromatic 
wave heights at each of three wave periods.  Greater wave height would have been 
preferred for the longer wave periods, but were limited by wave generator 
capability. Each combination of water depth and incident wave conditions will be 
tested without wind, then at 50 %, 75 %, and 100 % of maximum blower output. 
Both smooth and rough revetments slopes will be tested, with rough slopes covered 
with armor stone in accordance with design guidance in the Shore Protection 
Manual (1984) and Engineering Manual 1110-2-1614, Design of Coastal 
Revetments, Seawalls, and Bulkheads (1985). At the completion of tests with 
monochromatic wave conditions, a series of tests will be conducted with irregular 
waves covering a range of wave heights and periods. 

It should be emphasized that the testing program is still in its early phases. 
This paper presents results obtained only from the 1:3 smooth slope revetment with 
monochromatic wave conditions and a water depth of 50 cm. Each test was 
conducted twice; data shown in this paper is the average of the two tests. 
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Table 1. Ranges of test parameters planned for this study. 
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Wave Periods(s) Wave Height(cm) Revetment Slope Structures 

1.0 

1.75 

5.0, 7.0, 10.0 

3.2, 5.4 

1 :1.5 
*1 :3.0 

1 :5.0 

* Smooth Slope Revetmen 
Rough Slope Revetment 

2.5 2.2 3.8 
Vertical Wall 

Water Depthfcml 
Wind Speed 

% of Fan Power 
Revetment Heights 
above. SWT.lr.ml 

*50.0 0 (0 m/s) 
50 (8 m/s) 
75 (12 m/s) 

100 (16 m/s) 

10.0 
20.0 
30.0 

65.0 0 (0 m/s) 
50 (9 m/s) 
75 (13 m/s) 

100 (17 m/s) 

10.0 
20.0 

* Results Presented 

RESULTS AND DISCUSSION 

Causes nf wind p.ffrr.ts nn runup anri nvprtopping 

Wind affects runup and overtopping of coastal structures in several ways 
that are not reproduced in a typical wave flume (without wind generating 
capabilities). Beginning seaward of the structure, local winds may modify incident 
wave spectra through changes in direction or intensity and affect shoaling of wave 
trains as they approach shallow water. Wind-induced setup by onshore winds is 
also observed due to pressure gradients and wind shear at the air/water interface. 
Higher water levels due to setup result in higher runup both by raising the 
elevation at which runup begins and by allowing larger waves to reach the structure 
without breaking. As waves reach shallower water, onshore winds may cause a 
transfer of potential energy (wave height) to kinetic energy (surface current) 
through wind-induced wave breaking and through shear effects. Increased kinetic 
energy may cause higher initial velocities of the runup bore, which would result in 
greater runup heights. On the structure itself, onshore winds may create a 
favorable pressure gradient around the wave, and produce shear forces on the wave 
and runup bore.  Finally, waves breaking on a coastal structure create large 
quantities of spray and on vertical structures may produce large vertical sheets of 
spray.  On prototype structures the onshore winds carry spray over the structure, 
contributing to overtopping, but in most wave flumes the spray falls back into the 
flume seaward of the structure and is not measured as overtopping. 
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Wave runup and overtopping results 

A series of tests with monochromatic wave conditions was conducted to 
compare runup and overtopping rates without wind to runup and overtopping rates 
when wind of different intensities is added to monochromatic wave conditions. 
Mechanically-generated waves used in these tests had frequencies of 1.0 Hz, 0.57 
Hz, and 0.40 Hz. Waves generated by wind had a frequency of about 2.0 Hz at 
the toe of the test revetment. Because the mechanically generated waves had a 
different frequency than waves generated by wind, the result was a bi-modal 
spectrum comprised of a sharp, low-frequency monochromatic peak for the 
mechanically generated wave and a broader, high-frequency peak for wind 
generated waves. In an exaggerated fashion, this is somewhat analogous to ocean 
swell nearing the coast and being acted upon by local winds. 

The figures that follow in this text plot data collected from the wave flume 
study. The abscissa in all but one of the following figures is wave steepness 
defined as wave number, k , times wave amplitude, a . Wave number is defined 
as 2WL, where L is Airy wavelength determined from flume depth and wave 
period of the mechanically generated wave. Wave amplitude was determined as 
one-half the wave height of the mechanically generated wave. To simplify 
understanding the data these figures, wave steepnesses (ka) used in these tests are 
given in ascending order in Table 2 along with wave period and wave height. All 
tests were conducted at a water depth of 50 cm. 

Table 2. Wave steepness, period, and height for each set of test conditions 
presented in this paper. 

ka 
Wave 
Period 
(sec) 

Wave 
Height 
(cm) 

0.013 2.50 2.2 

0.023 2.50 3.8 

0.029 1.75 3.2 

0.049 1.75 5.4 

0.104 1.00 5.0 

0.146 1.00 7.0 

0.208 1.00 10.0 
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Figure 2.  Maximum wave runup for various wind speeds tested. 

Figure 2 plots maximum runup versus wave steepness for a range of wind 

conditions. Because different revetment crest elevations were tested for the 
overtopping portion of this study, much of the runup data was collected from 
revetments with more than one crest elevations, which accounts for the paired data 
points shown in the figure.  The ordinate in Figure 2 is maximum runup divided by 
wave height of the mechanically generated wave without wind effects. Maximum 
runup was determined visually by observing the runup bore.  Small, narrow 
streams of runup that progressed considerably higher up the test revetment than the 
bulk of the runup bore were ignored, and an average maximum runup across the 
middle one-third of the flume was estimated. Wind speeds are presented as a 
fraction of the maximum blower speed. Average wind speeds for the two depths 
tested are shown in Table 1. 

Figure 2 shows a dramatic increase in runup for tests with wind over tests 
without wind. This is hardly surprising because wind is introducing more energy 
into the system. Maximum wave heights occur when crests of a wave from each 
of the two wave trains coincide, producing a wave amplitude slightly greater than 
the sum of the individual wave heights (Zhang et al. 1992). Because maximum 
runup elevation is proportional to maximum wave height, increases in maximum 
runup elevation with addition of wind is expected. 

Although crests of a wave from each wave train may coincide to produce a 
maximum wave height, it is just as likely that a wave trough from one wave train 
will coincide with a crest from the other wave train. The effect of the wind- 
generated wave train on overtopping rate, which is time-averaged, is therefore 
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Figure 3.     Overtopping rate for different wind speeds tested (revetment 
height 10 cm above swl). 

expected to be less significant than effect of wind on maximum runup. This is 
illustrated in Figure 3, which shows overtopping rates for a fixed revetment crest 
elevation of 60 cm (10 cm above swl). The 50% wind speed had little effect on 
overtopping rate, although larger increases were observed at 75% and 100% wind 
speeds. The sharp decrease in overtopping rate for maximun wind speed and wave 
steepness between 0.146 and 0.208 is noteworthy. The mechanically generated 
wave for ka = 0.208 was a 1.0-sec, 10-cm wave (Table 2).  At 100% wind 
speed, the 10-cm waves broke before reaching the revetment. 

It is seen in Figure 3 that the increase in overtopping rate with wind is 
much greater for waves tested with a period of 1.0 sec (0.10 <; ka <. 0.20) than for 
tests with wave periods of 1.75 sec or 2.5 sec. An explanation for this may be 
found in Figure 4. 

Figure 4 shows the change in H,,,,, of the mechanically generated wave 
under the influence of wind. Because the frequency of wind waves (~2 Hz) differs 
significantly from frequencies of the 1.75-sec or 2.5-sec waves, wind is seen to 
have little effect on Hm0's of the longer waves. However, the frequency of the 
wind waves is relatively close to the frequency of 1.0-sec waves, and wind energy 
is seen to have a significant effect on the Hm0 of the 1,0-sec waves. 

Mechanically reproducing a winri/wavp. spectrum 

Assuming constant wind conditions, effects of wind on incident waves prior 
to shoaling may be accounted for by mechanically reproducing a fully developed 
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Figure 4.     Wind effect on Hmo of mechanically-generated wave. 

wind spectrum. This is the typical test condition for runup and overtopping in 
most wave flumes, but fails to account for wind effects during shoaling or wind 
effects at or near the structure. 

To determine effects of wind on runup and overtopping at the structure, an 
attempt was made to mechanically reproduce the combined wind/wave spectrum. 
The wave record from the wave gage at the revetment toe (gage 4) taken during 
tests which included wind blowing over a mechanically-generated wave train was 
analyzed and the combined spectrum determined. The combined spectrum 
included a low-frequency wave from the mechanically-generated wave train, and a 
high-frequency wave generated by wind. Because high-frequency waves travel 
slower than low-frequency waves, the combined spectrum could be reproduced 
mechanically by generating a series of high-frequency waves and following with a 
series of low-frequency waves. When the low-frequency waves catch up with 
high-frequency waves, the combined spectrum is obtained. Trial and error was 
used to adjust the H^'s of the high- and low-frequency mechanically generated 
waves to match the combined wind/wave spectrum. 

The wave generator was unable to reproduce the high frequency of wind 
waves (~2 Hz), therefore the frequency used was the highest frequency at which 
Hmo of the 50% wind could be reproduced. The 50% wind was chosen because 
the wave generator was capable of reproducing the wind wave at a higher 
frequency than it could reproduce larger wave heights generated by higher wind 
speeds. Figure 5 shows a mechanically-produced spectrum compared to the 
wind/wave spectrum. Except for the slightly higher frequency of wind waves, the 
two spectra are very similar. 
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Figure 5.     Comparison of energy spectra of wind/wave spectrum and 
mechanical reproduction of wind/wave spectrum. 
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Figure 6 shows runup information for the four tests reproduced 
mechanically. Runup data for mechanically-generated, low-frequency wave and 
for the combined wind/wave spectrum is the same as seen in Figure 2, but Figure 
6 also plots runup from mechanically reproduced dual-peaked spectrum. 
Additional runup observed with wind is attributed to higher surface velocities due 
to wind-induced breaking and to wind effects on the runup bore. 

Figure 6 clearly demonstrates that mechanically simulating wind waves fails 
to reproduce runup that will occur on prototype structures in the presence of 
onshore winds, and suggests that current formulae for estimating runup and 
overtopping of coastal structures therefore underestimate prototype runup and 
overtopping. However, until scaling relationships for a combined wind/wave 
experiment have been determined, and until relative effects of wind-induced setup 
in a wave flume and the prototype have been examined, it is not possible to 
quantify additional runup and overtopping that will occur on prototype structures. 

It is clear that wind affects runup and overtopping through a variety of 
processes and that mechanically reproducing a wind/wave spectrum will only 
account for some of the wind effects.  Additional study is required to separate and 
quantify effects of wind due to the various processes involved. 

In these tests, two key questions need to be answered before a relationship 
can be determined between model test results and real-world situations. First, the 
relationship between wind-induced setup in a wave flume and prototype wind- 
induced setup needs to be determined.  Significant setup was observed during 
physical model tests with wind, which was seen to have an important effect on 
runup and overtopping.  Second, a scaling relationship for runup and overtopping 
in a combined wind/wave environment needs to be determined. Waves, with 
gravity as the main restoring force to the inertial forces, are scaled by Froude's 
law.  Wind effects, on the other hand, transfer energy to fluid through shear forces 
and are scaled by Reynold's law.  To satisfy both Froude's law and Reynold's law 
in a single model requires either a centrifuge to increase gravitational effects in the 
model, or use of a "super fluid" to change viscous effects in the model. Neither of 
these options is practical for tests of this size.5 Scaling relationships need to be 
explored to allow effects of wind and waves on runup and overtopping to be 

A large centrifuge is currently being constucted at WES to be completed in 1995. 
Test beds for the centrifuge will include a minature wave flume approximately 2 m long 
equipped with a flap-type wave generator with spectral capabilities and a water-based 
fluid that can be mixed to obtain a range of kinematic viscosities.  Although the centrifuge 
will be able to create up to 350 g's, the wave flume will be designed only for loads up to 
about 35 g's. A combined wind/wave environment in the flume could be obtained by 
redirecting wind created by movement of the wave flume through the air by the centrifuge. 
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considered separately and then hopefully they may be applied to prototype 
prototype coastal structures. 
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CHAPTER 122 

Modelling of Wave Overtopping over Breakwater 

F. Zhuang} C. Chang? J.J. Lee3 

Abstract 

From a recent experimental study on the kinematics of wave overtopping 

on marine structure by Lee, Zhuang and Chang (1993) it was found that the 

overtopping wave generates a strong rotational velocity field in the shoreward 

region of the breakwater. The present study focuses on the development and 

the implementation of a numerical model for the generated velocity field in 

the vicinity of the shoreward face of the breakwater. The numerical model 

consists of two basic elements: The velocity field generated by using the 

potential flow theory utilizing boundary element method and the rotational 

velocity field generated by the separated flow of the overtopping waves as 

they leave the breakwater site using vorticity stream function formulation. 

The computational results at a region far away from the separation zone 
based on the potential flow theory (boundary element method) are used as 

specified boundary conditions for simulation in the vorticity stream function 

model. The numerical results have been compared with the experimental 

data revealing the rotational feature of the velocity field in the separated 

zone (shoreward region of the breakwater). The generated vortical motion 

remains in the separation region even when the wave has travelled to the 

region far away from the breakwater. 
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1. Introduction 

Interaction of nonlinear waves with marine structure such as the breakwa- 

ter has been an important problem for coastal and ocean engineers. Among 
the many aspects of the interaction problem, wave overtopping may require 

more attention due to the complexity of the physical process and the lack of 

available predictive models. When the water depth at the breakwater site 

is quite close to the breakwater height, and the incident wave amplitude is 

large, a substantial wave overtopping can be expected. 

In a recent experimental study on the kinematics of wave overtopping on 

marine structure by Lee, Zhuang and Chang (1993) some very fascinating 

results have been found. It was found that the overtopping wave constitutes 

a jet-like water mass impacting the shoreward region of the breakwater. This 

jet-like water mass induces strong vortices and large water particle veloci- 

ties in both the horizontal and vertical direction. Moreover, the overtopping 

wave also generates waves in the shoreward region possessing significant wave 

energy with oscillatory wave trains. These two major conclusions have sig- 

nificant practical implications: The large rotational velocity field can remove 

the armor units of the breakwater and scour the bed. The generated waves 

could induce significant basin oscillations in the shoreward basin with res- 

onant frequencies which are different from the incident wave frequencies. 

The present study focuses on the development and the implementation of 

a numerical model capable of generating the rotational velocity field in the 

vicinity of the shoreward face of the breakwater. 

2. Experiments 

Experiments involving propagation of solitary waves over various sub- 

merged breakwater configurations are conducted in a wave tank 15.2 meter 

long, 39.4 centimeter wide, and 61 centimeter deep. A programmable piston 

type wave generator is installed at one end of the tank and a sloping beach is 

installed at the other end of the tank to aid the wave dissipation for the pur- 

pose of reducing the waiting time between experimental runs. Two different 

breakwater configurations are used in the experiment. Three resistance type 

wave gauges are installed at desired locations to make simultaneous wave 

profile measurements. 

The water particle velocities are measured using a portable four-beam, 

two-component, fiber optic Laser Doppler Velocimeter (LDV) manufactured 
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by TSI Inc.. Titanium Dioxide powder (TiO^) is used in the experiments as 

a seeding agent. 

3. Numerical Models 

Motivated by the findings in the experiment, the present paper will focus 

on the development and the implementation of a numerical model for mod- 

eling the generated velocity field in the vicinity of the breakwater as well as 

the wave field generated by the overtopping waves. The numerical model 

consists of two basic elements: The velocity field generated by using the 

potential flow theory and the rotational velocity field generated by the sep- 

arated flow (vortices) of the overtopping waves as they leave the breakwater 

site. For the potential flow theory, the Boundary Element Method has been 

used. The nonlinear boundary condition at the free surface is satisfied in the 

numerical model to allow simulation of large amplitude waves. The transient 

non-rotational flow field obtained by the potential flow theory is combined 

with the time dependent rotational flow field due to vortices generated in the 

separation zone. 

The potential flow theory formulation using boundary element method 

has been presented in Lee, Chang and Zhuang (1992). The rotational flow 

field in the vicinity of the shoreward breakwater is simulated with the govern- 

ing equations for the vorticity stream function formulation of incompressible 

laminar flow. Figure 1 shows the computational domain for this rotational 

flow field (ABCDE). The governing equations are: 

<9w       dw       du        (d2uj     d2w\ 

d2± + &± = (2) 

where to is the vorticity vector; u,v are the horizontal and vertical components 

of the velocity vector, and v is the kinematic viscosity of the fluid.   The 

boundary conditions in conjuction with the governing equations (1) and (2) 

are listed as follows: 

A-B and A-E: 

u = 0,   v = 0,   V = 0 

B-C: 
dtp du     dv 

dy        ' dy     dx 



C-D: 

D-E: 

MODELLING OF WAVE OVERTOPPING 1703 

dtp du     dv 

dx ' dy     dx 

dx       '      dx2 

For each time step, the particle velocity solution is collected along B-C and 

C-D from the computational results based on the boundary element method 

(potential flow theory). These are used as the boundary conditions for the 

vorticity stream function formulation, hereafter we refer it as combined ro- 

tational model. Equation (2) is solved using Successive Over Relaxation 

method. Equation (1) is then solvd using Alternating Direction Implicit 

method. The same computational procedure is repeated over the successive 

time steps. 

4. Results and Discussion 

The wave profile and the velocity vector field induced by an incoming 

solitary wave with various wave amplitude to water depth ratio over a sub- 

merged breakwater has been computed using the boundary element method 

presented by Lee, Chang and Zhuang (1992). Figure 2 presents computa- 

tional results for the case of H/d=0.2 for different time steps. The incident 

solitary wave is propagating from left to right. From Figure 2 it is seen 

that the transmitted waves contains oscilatory tails and the velocity field in 

the shoreward side of the breakwater does not show any rotational flow field 

based on this potential flow computation. As mentioned in Lee, Chang and 

Zhuang (1992) however, the experimental data agree well with the theory 

on the computed wave profiles and accompanying kinematics of the water 

particle in the region close to the free surface as well as in the region far 

away from the separation zone. However, the agreement between the exper- 

imental data and the results of the potential flow theory breaks down in the 

region near the separated zone. In fact, experimental evidence shows that as 

soon as the incident solitary wave passes over the breakwater, vortices are 

generated in the separation zone. These vortices are then formed to create a 

rotational flow field with both the horizontal and vertical components of the 

water particle velocity changing directions rapidly. 
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Figure 3 is a photogragh taken in the experiment. It shows the generation 

of a vortex at the vicinity of the shoreward step of the breakwater, after the 

passage of the solitary wave over the breakwater. It is observed that a strong 

rotational flow field has been generated and the flow direction close to the 

shoreward breakwater surface is upward and seaward. 

It is reasonable to expect that the computational results from the bound- 

ary element method based on the potential flow theory would fail at the 

separation zone due to its imposed assumption of inviscid fluid and irrota- 

tional condition. However, the computational results should be reasonably 

valid in the region far away from the separation zone. Therefore, our mod- 

elling strategy for the region near the separation zone is adopted as follows: 

As the incident wave propagates over the breakwater, the computed veloc- 

ity field from the boundary element method in the regions BC and CD are 

used as input boundary condition for the rotational flow simulations based 

on equations (1) and (2). In this approach, the domain of computation is 

fixed thus the computational effort is greatly simplified. 

Figure 4 presents the computed streamlines showing the process of the 

vortex generation at different time steps. As mentioned earlier the specific 

condition simulated is such that the crest of the breakwater is at one-half of 

the water depth. The wave hight/water depth ratio is 0.3. The breakwater 

width is ten times the breakwater height. The domain of simulation for 
rotational flow computation is AC=DE=0.8d, and AE=CD=4d, where d is 

the still water depth. Figure 5 is the velocity vector field plot coresponding 

to the streamline plot presented in Figure 4. The results show that the 

vortex motion will remain eventhough the wave peak has travelled away 

from the breakwater. These aspects of the simulated results are in agreement 

with the experimental observation. A practical point to remember is that 

the rotational field so generated will induce more scouring capability in the 

shoreward region of the breakwater. 

Figures 6 and 7 show the velocity time history at a location P (as in- 

dicated in the definition sketch included in Figure 1). The location P is 

at the vertical position one-half of the breakwater height and one-tenth of 

the depth from the breakwater shoreward surface. Included in the figure 

are the results of the potential flow theory (solution from boundary element 

method) shown in solid line. The results from the combined rotational model 

are shown in dotted line. The velocity time history obtained by using the 

Laser Doppler Velocimeter measurement are plotted using the star symbols. 

The ordinates in both figures are the velocity components normalized with 
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respect to \fgd (the wave celerity in water depth d). The abscissa is the 

real time normalized as tJg/d. Examining both Figure 6 and 7, it is seen 

that, at location P, both the combined rotational model and experimental 

data reveal that the horizontal velocity changes direction from positive to 

negative and vertical velocity changes the direction from negative to posi- 

tive. That means the flow direction at that point changes from forward and 

downward to backward (seaward) and upward. It clearly shows that a vor- 

tical motion has been generated during the wave overtopping process. The 

present combined rotational model predicts this feature of particle move- 

ment and agree qualitatively well with the experimental data. As expected, 

the potential theory predicts only positive horizontal velocity and negative 

vertical velocity. Thus, according to the potential flow theory, the particles 

are always going forward and downward directions during the overtopping 

process, representing no rotational motion. The magnitude differences be- 

tween the present model and the experimental data in the early stages of 

flow could be caused by the minor geometry differences of the breakwater 

(the experimental model breakwater has a slight slope at both seaward and 

shoreward side). Since the absolute value of the present model is smaller than 

the experimental data at the early stages of flow, it might be that the model 

computation was still warming up at the time. We plan to conduct more 

experimental measurements using the physical model breatwater with the 

exact geometry as the computation model. Another noticeable feature from 

the time history graph is the magnitude of the positive velocity and negative 

horizontal velocity, both are much greater than the particle velocities asso- 

ciated with an unmodified solitary wave. This feature of increased particle 

motion could contribute to the destabilization of the breakwater armor units 

in the shoreward face. 

5. Conclusions 

The major conclusions drawn from this study can be summarized as fol- 

lows: 

1. The combined potential flow theory and vorticity stream function for- 

mulation model describes the flow field quite well based on the com- 

parison with the experimantal data. It offers a tool for modelling the 

flow field in the vicinity of the shoreward region of the breakwater. 

2. There is a vortex generated by the overtopping of solitary wave in the 

vicinity of the shoreward breakwater.    The vortical motion remains 
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there even when the wave has travelled to the region far away from the 

breakwater. This vortical motion produces a velocity field which could 

cause significant scouring in the region close to the breakwater. 

3. Because of the vortex motion, there is a relatively large velocity compo- 

nent in the upward and seaward direction. This velocity could produce 

a lifting force which could destabilize the armor units in the shoreward 

face of the breakwater. 

4. The present combined rotational model can be easily implemented be- 

cause of its time-saving feature. It only computes rotational flow field 

in a relativelysmall local domain, while the efficient potential theory 

using boundary element method offers the information away from the 

separation zone, where the irrotationality assumption is valid. Fur- 

thermore, this model can be extended to solve other wave-structure 

interaction problems. 
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Figure 3: Photograph showing vortex generation by solitary wave propagat- 

ing over a model breakwater in the experiment 
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Figure 2: Velocity vector field at five time instants for the case of H/h=0.2 
solitary wave (based on the boundary element method of Lee, Chang and 
Zhuang (1992)) 
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Figure 4: Streamlines at different time steps by the present model. 
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Figure 5: Velocity vector field at different time steps by the present model. 
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Figure 6: Comparison of horizontal water particle velocities at location P 

near the surface of the shoreward breakwater. The breakwater hight to water 

depth ratio is 0.5 and the solitary wave height to water depth ratio is 0.3. 

present combined rotational model; 

potential flow theory using boundary element method; 

*tH*    experimental measurements using Laser Doppler Velocimeter. 
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Figure 7: Comparison of vertical water particle velocities at location P near 

the surface of the shoreward breakwater. The breakwater hight to water 

depth ratio is 0.5 and the solitary wave height to water depth ratio is 0.3. 

present combined rotational model; 

potential flow theory using boundary element method; 

# + #• ft & experimental measurements using Laser Doppler Velocimeter. 



CHAPTER 123 

STRESSES IN TETRAPOD ARMOUR UNITS 
INDUCED BY WAVE ACTION 

by 

K. d'Angremond', J.W. van der Meer2 and C.P. van Nes' 

ABSTRACT 
An extensive research program has been set up under the name of "Rubble mound 
breakwater failure modes". This research is part of the European MAST II project, 
(MArine Science and Technology) in which a number of universities and hydraulic 
institutes, from various countries in Europe, are participating. 

In this study an analysis concerning the pulsating and impact portion of the tensile 
stresses inside tetrapod armour units is presented. The data has been obtained from 
a series of small scale model tests performed at Delft Hydraulics. Stresses have been 
measured using a load-cell technique developed and made available by Coastal 
Engineering Research Centre in association with Aalborg University Center. 

For the tested area of the breakwater the following parameters only appeared to 
have influence on the stress distribution inside a leg of a tetrapod : 

significant wave height : Hs 

water depth in front of the breakwater       : htoe 

Other parameters investigated which appeared to have no or a negligible influence 
on the stress distributions were: 

the fictitious wave steepness, sop 

the location of the tetrapod 
the orientation of the instrumented leg of the tetrapod. 

Delft University of Technology, P.O. Box 5048, 2600 GA Delft, The Netherlands, 
fax +31 15 78 5124 

Delft Hydraulics, P.O Box 152, 8300 AD Emmeloord, The Netherlands, 
fax +31 5274 3573 

1713 
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INTRODUCTION 
In the late seventies, begin eighties a number of large breakwaters was severely 
damaged. The armour layer of these breakwaters consisted of slender concrete 
armour units, like dolosse or tetrapods. 

It appeared that one of the main reasons of failure of these breakwaters was 
breakage of the armour units. Obviously, the mechanical strength of the armour 
units had been exceeded. The design of these breakwaters was actually based on 
extrapolation of experience from smaller or less exposed breakwaters. 

New design methods, which not only take into account the hydraulic stability but the 
structural stability as well, are therefore needed. Especially for the slender armour 
unit types which are more vulnerable to breakage than the massive armour units. 

EARLIER RESEARCH 
Two lines of research are identified on the determination of stresses in armour units. 
The first one, the CUR C70 investigation (1989, 1990), concentrated on movements 
or rocking of the armour units and the actual stresses in prototype armour units 
caused by those impacts. 

The second line concentrated on describing the internal stresses of armour units by 
measuring the stresses directly inside the armour units. (Burcharth et al, 1993) 

Rocking 
The impact momentum originating from collisions of rocking units can be described 
using the following parameters : (CUR C70, 1989) 

- acceleration a [m/s2] 
- duration of impact At [s] 
- development of acceleration in time \p [-] (shape factor) 
- mass M [kg] 

The integrated signal of the accelerations, J a dt, i.e. the impact velocity, can be 
scaled to prototype, using Froude, i.e., Xv = XL

05. (CUR C70, 1990) From this 
velocity, together with the mass of a prototype armour unit, the prototype impact 
momentum can be calculated. Further research was focused on the elasto-plastic 
behaviour of prototype colliding concrete units. 

A design procedure based on the CUR C70 study results has been incorporated in 
the computer program, "ROCKING", using a full probabilistic approach. This takes 
into account the following elements: 

displacements, movements and impacts of armour units; 
impact velocities; 
impact behaviour; 
strength model. 
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For this probabilistic approach a Monte Carlo simulation has been used. The 
program calculates the number of broken units for a given combination of 
environmental conditions, armour unit characteristics and material properties. (Van 
der Meer and Heydra, 1990) 

Direct method 
Whereas the CUR C70 approach concentrated on impact stresses due to rocking, 
Aalborg University Center investigated the behaviour of concrete armour units by 
directly measuring stresses in small scale models, not only measuring the loads or 
stresses caused by impacts but measuring the static and pulsating stresses as well. 

Aalborg University Center has inserted a load cell in one of the two shank-fluke 
sections of a number of dolosse to investigate the stress distribution of dolosse. The 
dolos has been chosen because it was one of the types of armour units which caused 
the most problems when hydraulic stability and structural integrity were concerned. 

Due to its slender form the dolos is vulnerable to breakage. Of all the component 
forces and moments, the two orthogonal bending moments, My and Mz, and torque, 
T, around the axial axis appear to be dominant. (Burcharth, 1991) 

Beam theory has been used to calculate the maximum principal tensile stress at the 
surface, CTT, using the cross sectional components moments as follows : 

T      2      \H2 
£ +   Kif+ T» (1) 

!) 
where <rT        = maximum principal tensile stress [N/mm2] 

a = normal stress [N/mm2] 
T = shear stress [N/mm2] 

= faj + M2
Z (2) 

W„ WJ2 

where My = orthogonal bending moment [Nmm] 
Mz = orthogonal bending moment [Nmm] 
T = torque [Nmm] 
Wb = modulus of strain gauged cross section [mm3] 

Failure is taken as the appearance of the first crack at the surface, i.e. 

oT z ST (3) 

where ST = maximum tensile strength [N/mm2] 
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PRESENT RESEARCH 
In the present research, the method of measuring stresses in small scale units 
directly is used for the determination of stresses in tetrapod armour units induced 
by wave action. Model tests have been conducted in the 'Scheldt' flume of Delft 
Hydraulics. This flume is 50 m. long, 1.0 m. wide and 1.2 m. deep. 

Structural parameters 
A 'standard' rubble mound cross section has been used, with a sloping foreshore of 
1:50, Figure 1. The mass of the model tetrapods that have been used was 0.290 kg. 
The armour units were made of mortar with a mass density of pa = 2307 kg/m3. 

Figure 1 Cross section of model breakwater 

Hydraulic parameters 
Four different test series have been used, each consisting of 4 steps in which the 
significant wave height was increased. The spectrum used was a JONS WAP 
spectrum with a peak enhancement factor 7=4. For each repetition the same wave 
spectrum was used. In Table 1 an overview of the parameters is given. 

The significant wave height, Hs and the wave steepness, sop, given in Table 1 are 
the values near the wave board. The wave steepness is defined with the deep water 
wave length, i.e. 

2 Tiff 

St 

where Hs        = significant wave height [m] 
g = gravitational acceleration [m/s2] 
T = peak period [s] 
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The relation between the 'deep' water significant wave height and the significant 
wave height at the toe of the structure has been determined before the actual model 
tests, without the structure present. 

variable notation ranee/value remarks 

mass M [kg] 0.290 tetrapods 

mass density Pa [kg/m3] 2307 

slope angle cot a H 1.5 

deep water depth h [m] 0.70 and 0.90 near the wave board 

water depth at toe K [m] 0.30 and 0.50 at toe of structure 

wave height Hs [m] 0.10-0.25 irregular, JONSWAP 

wave period TP [s] 1.3 - 2.8 peak period 

wave steepness Sop H 0.02 and 0.04 near the wave board 

number of waves N l-l 200 

location oftetrapod H 5 

orientation of leg H 2 perpendicular and 
parallel to slove 

Table 1 Different parameters and their values or ranges 

Measurement of stresses 
Five model tetrapods have been instrumented and calibrated by Aalborg University 
Center (Report 2nd workshop MAST 2, 1994) applying the same load-cell technique 
that was used for the dolos research. The instrumented tetrapods were able to record 
the bending moments in the critical cross section, i.e., My and Mz. (Figure 2) 

Dominant componsnt moments 
Critical section of tetrapod 

Mp Mz   Bending moments 

Principal of load cell 

Aluminum or 
steel tube 

Figure 2 

strain gauges 

Instrumented critical section of a tetrapod 
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Both the static and pulsating stresses as well as the impact stresses have been 
measured. In order to do so, the sample frequency of the instrumented tetrapods was 
set at 6000 Hz keeping well above the natural frequency of the instrumented leg of 
the tetrapod, which was approximately 800 Hz both in air and in water. 

With 5 instrumented tetrapods on the model breakwater it was only possible to run 
200 waves per significant wave height, i.e., 800 waves per test series, due to the 
enormous amount of data storage required (approx. 250 Mb/test) 

THE STRESS SIGNAL 
Before starting with the analysis of the stresses, the stress signal itself will be 
discussed. Looking at a few examples of the stress signal, Figure 3, a number of 
conclusions can be drawn : 

the signal shows some noise;  the instruments were sensitive for the 
influences from the mains. 
the base level or static stress is not constant. Obviously, the armour units 
sometimes move which causes a change in static stress. (asuliC) 
on top of this static stress a gradually fluctuating stress component can be 
identified, i.e. the pulsating stress. (ofuh) 
the impacts are clearly recognizable. (ffimpact) 
within one wave period more than 1 impact may occur. 

t .Stress [MPa] > , Stress [MPa] 

Time [s] 

d op In sta ic stress P ilsatlng s ress 

M00|l£ft 
»**• T****, ̂  / „.„ 

0 
TkH -*^4»- Time [s] 

Stress [MPa] 

T****!*^^^^ 

A Stress [MPa] 

.impacts 

Time [s] 

137 

multiple Impacts 
within one wave" 

JP**^ 
Time [s] 

Figure 3        Examples of measured stress signals 
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Firstly, the noise was removed using a low-pass filtering technique. Together with 
the noise, the impacts are filtered as well. 

Secondly, because of the fluctuations of the static stress, a moving average is needed 
in order to identify the local maximum value of the pulsating signal, apu,s,max. This 
moving average was also determined using a low-pass filtering technique. Using the 
moving average as a reference, the treatment of the stress signal becomes more or 
less analogous to the analysis of a simple surface water wave. 

Finally, the identification of the impacts was done by applying a high-pass filter 
technique on the raw stress signal which removed the lower frequencies, leaving the 
higher frequencies undisturbed. 

ANALYSIS OF STATIC AND PULSATING STRESSES 
It appeared that only the wave height, Hs, the wave steepness, sop, and the water 
depth, hloe had influence on the combined maximum of the static and pulsating stress 
values, reducing the number of variables involved. In table 2 an overview of the 
found number of stress maxima is given. 

test 
series "tmf [m] 'n Number of 

repetitions 
Number of 

"puts.max 

Number of 
"impact 

N 
[-] 

la 0.10 0.30 0.02 16 3474 615 3200 

lb 0.15 16 3978 2157 3200 

lc 0.20 19 4981 6010 3800 

Id 0.25 22 5613 9340 4400 

2a 0.10 0.30 0.04 21 4587 654 4200 

2b 0.15 26 5602 1115 5200 

2c 0.20 32 7041 2240 6400 

2d 0.25 35 7906 3111 7000 

3a 0.10 0.50 0.02 11 2409 14 2200 

3b 0.15 12 2724 435 2400 

3c 0.20 13 2921 509 2600 

3d 0.25 14 3246 2604 2800 

4a 0.10 0.50 0.04 10 2114 27 2000 

4b 0.15 10 1988 203 2000 

4c 0.20 13 2767 641 2600 

4d 0.25 10 2393 1181 2000 

Table 2 Number of found a h 
parameters 

max and aimpaa for each  combination  of 
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On these 16 data-sets of stress values a Log Normal distribution has been fitted, 
giving typical plots like Figure 4. The Log Normal fit is described as follows : 

In pulstmax 

Pa8Dn ) 

I apuls,miK \ 
HN 

(5) 

fi 

•e 

JLN 

where a, puls.max = value of the maximum stress within a stress wave [MPa] 
= mass density of the armour units [kg/m3] 
= gravitational acceleration [m/s2] 
= nominal diameter of a tetrapod [m] 
= average of Log Normal distribution [-] 
= standard deviation of Log Normal distribution [-] 

1.06 
board toe 

H.      -   0.25 m (0.176) 
sOD   -   0.04 (0.045) 
h„,     -   0.70 m (0.30) 

Stress [MPa] 

Figure 4        Two examples of fitted Log Normal distributions on data 

The averages, ^LN, and the standard deviations, aLN, of the Log Normal distributions 
have been plotted as a function of the significant wave height and are given in 
Figure 5. 

Although, the averages increases with increasing wave height, this increment is 
rather small. Therefore, the influence of the wave height is neglected and a 
horizontal line is assumed : 

0.30 m.      pLN  =  1.10 (5a) 

(5b) 

The standard deviation, <rLN, seems to decrease somewhat with increasing wave 
height. 
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Again, a horizontal line is assumed, analogous to the research at Aalborg University 
Center. (Burcharth, 1993) 

aLN  =  0.53 (6) 
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Figure 5        The average and the standard deviation of the Log Normal fit as 
function of the wave height and the water depth 

From these Figures, a number of conclusions can be drawn : 
the average, /xLN> of the Log Normal fit does not depend on the significant 
wave height, the water depth at the toe, however, does have influence on the 
combined static and pulsating stresses. 
the larger the water depth, the larger the combined static and pulsating 
stresses. 
the standard deviation, crLN, does not depend on both the significant wave 
height and the water depth at the toe. 
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ANALYSIS OF IMPACT STRESSES 
Before any statistical approach was applied to the impact stresses, a more detailed 
description of the physics was desired. Therefore, an effort has been made to 
answer the following questions : 

how many impacts can we expect within a test run? 
what are the orientations of these impacts? 

Finally, the stress values itself, resulting from the concrete to concrete collisions 
have been described. This can be done in three different ways, i.e. : 

using all impact stress values and relate them to the number of impacts 
using the highest N impact stresses in a test run of N waves 
using the highest impacts stress value per wave and relate them to N waves 

Number of impacts 
In Figure 6 the development of the number of impacts with increasing wave height 
is plotted for each tetrapod separately. Looking at Figure 6, it can be concluded 
that, firstly, the number of impacts increase with increasing wave height and, 
secondly, the number of impacts can vary substantially between two identical test 
series. Not only for the different locations investigated, but even for tetrapods at the 
same locations the number of impacts is quite different during subsequent tests. 

Hs[m] Ha[m] 

Figure 6        Number of impacts as function of the significant wave height for two 
identical test series 

Furthermore, it can be seen that for the larger values of the significant wave height, 
the number of impacts may exceed the number of waves. In the right plot of Figure 
6, the tetrapod at location 5 received nearly up to 1000 impacts in 200 waves. This 
is clearly of importance when looking at fatigue of tetrapod armour units. 

Location of impacts 
The next question concerned the location of the maximum tensile impact stress 
around the critical cross section. Taking the raw data signal which contains both the 
bending moments in X an Y direction, it is possible to obtain plots as presented in 
Figure 7. 
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From the plots it can again be seen that the number of impacts increases with 
increasing wave height. Secondly, the stress values become larger with increasing 
wave height. Finally, the scatter becomes larger. 

My.INml MyA[Nm] 

Figure 7 Typical plots of development of orientation and size of the X and Y 
moment in a critical cross section of one tetrapod throughout a test 
series 

Obviously, the armour unit was 'thrown around' the breakwater slope, hitting other 
tetrapods or being hit by others, resulting in a larger number of impacts from 
various directions. However, a number of main axes (1 to 3) are present. Again, 
this is important when looking at fatigue of the elements. 

Impact stresses 
Finally, a description of the actual impact stresses is needed. In Figure 8, two of the 
three earlier mentioned possible ways of presenting the impact stresses are given. 
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Firstly, in the left plot the stress levels of each test run are plotted that are exceeded 
by 1 % of the total number of impacts in that test run. Secondly, in the right plot the 
2nd highest stress value of each test run, i.e. 200 waves, is used. This stress value 
is given an exceedance value of 2/200. 

Hs[m] Hs [mj        0.20 

Figure 8        Impact stresses related to number of impacts (left) and to number of 
waves (right) 

Figure 8 clearly, shows the difference in stress level when plotting either the 1 % 
exceeded stress level, which is related to the number of impacts, i.e. the length of 
the data-set, or plotting the 2/200 exceeded stress level, which is related to the 
length of the test run. 

The solid line in both plots is calculated using a weighted average of these stress 
values using the number of points per test run over the total number of points in the 
vertical as the weight factor. 

Conclusions, based on the obtained data-sets, that can be drawn on the impact 
stresses, are : 

with increasing wave height, the number of impacts, the scatter in the 
orientation of the impacts and the impact stress values increase as well, 
for the larger water depth, i.e. htoe = 0.50 m the impact stresses are larger 
than compared to the depth limited case. This is according to the combined 
static and pulsating stresses. 

PRELIMINARY DESIGN DIAGRAMS 
Finally, combining the two descriptions, i.e., firstly, the Log Normal fit for the 
combined static and pulsating stresses and, secondly, the weighted average for the 
1 % exceeded impact stress level, it is possible to present very preliminary design 
diagrams for the stresses in tetrapod armour units exposed to wave action. 

In Figure 9 the preliminary design diagrams are given for both the depth limited 
case as well as the deep water case, using the impacts stress levels related to the 
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number of impacts, i.e the solid line presented in the left plot of Figure 8. 

The curved solid lines are the 1 % exceeded impact stress levels for the prototype 
case of M= 20 ton. From these Figures the more general conclusions can be drawn 
that the utmost care is recommended when applying tetrapods with a mass over 25 
tons. For larger units it is advisable to reduce the permitted Hs/Dn values. 

Q 50 

depth limited situation 

tensile strength a = 2.0 MPa 

3    Hs/Dn l-f 

5   50 20 ton 
•y/ 

Q. 

"5" 
50 ton               T  ^> 

i h 

25- _^—-^ + i 

- 
Deep water situation 

tensile strength a = 2.0 MPa 

• 1% 

- 50% 

 r-*- 0 

Hs/Dn^ 

Figure 9 Preliminary design chart for both the depth limited situation (top) and 
the not depth limited situation (bottom). 50% and 1 % lines are stress 
level exceeded by the combined static and pulsating stress 
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However, because large differences between subsequent test runs have been 
observed under identical conditions, the randomness of the construction process of 
the breakwater must have large influence on the variation in stress level. 

As the number of repetitions for each of the combinations of the parameters 
involved, i.e. Hs, htoe, sop, location and orientation, was rather small, it was not 
possible to derive trends between all individual variables and the accompanying 
stress distributions. 

This means that further conclusions, concerning the influence of the individual 
parameters on the stress distributions, can only be drawn after performing a large 
number of tests, each test including a full reconstruction of the slope. However, 
before setting up such an extensive test program, it is recommended that a 
comparison is made between the method of measuring stresses in small scale armour 
units and the CUR C70 "Rocking" method. 
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CHAPTER 124 

PORE PRESSURES IN RUBBLE MOUND BREAKWATERS 

M.B. de Groot1, H. Yamazaki2, M.R.A. van Gent3 and Z. Kheyruri4 

ABSTRACT 

Economic breakwater design requires knowledge of the wave induced 
pore pressures in the rockfill in view of sliding stability, filter requirements, 
wave transmission, wave overtopping and internal set-up. A mathematical 
model for the prediction of these pressures and the associated pore water flow 
has been developed. The model gives an integrated description of both external 
flow and internal flow. The sensitivity of the output to several input parameters 
and the validation of the external flow to model tests is discussed. 

1.      INTRODUCTION 

Wave induced pore pressures influence the behaviour of rubble mound 
breakwaters in several ways. This may be relevant for the design. A numerical 
model, MBREAK/ODIFLOCS, has been developed for the prediction of pore 
water flow and pore pressures in the mound. Use is made of the progress made 
in the description of the external flow by Kobayashi and others (1987) and that 
made in the description of the internal flow by Barends and Holscher (1988). 
The new model, however, gives an integrated description of both flow types. 
See Figure 1. 

The paper will describe the relevancy of the pore pressures for the 
design, the basic features of the model, its potentials and its limitations.  The 
results of a systematic series of calculations will be presented and the 
validation of the model with the help of measurements performed in flume 
tests, will be discussed. 

1 Delft Geotechnics, P.O. Box 69, 2600 AB Delft; 2 Port and Harbour 
Research Institute, Yokosuka; 3 Delft University;41.H.E., Delft. 
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Figure 1 MBREAK/ODIFLOCS as a combination of two existing models 

2       PORE PRESSURES AND DESIGN 

Economic breakwater design requires knowledge of the wave induced 
pore pressures in the rockfill. Figure 2 illustrates five design features that may 
be influenced by the pore pressures and pore water flow: 
A) Sliding stability may be seriously affected by the combination of a high 

pressure head in the rock fill mass and the low pressure head at the 
slope during run-down. 

B) A three layer thick geometric filter is often needed underneath a rubble 
mound breakwater constructed at a sandy seabed, according to 
traditional filter design. More economic "hydraulic" filter design enables 
a reduction of the number of filterlayers where the pore pressure 
gradients are low (de Groot et al 1993). 

C) The wave climate inside any harbour basin partly depends on the wave 
transmission through the rubble mound, which mainly depends on the 
absorption of wave energy due to pore water flow. 

D) Wave overtopping also influences the wave climate in the harbour. It is 
greatly influenced by the discharge of water seeping into the mound 
during run-up, which discharge is an important feature of the pore water 
flow. 

E) The water table in any sandy back-fill may rise one or two meters due 
to wave induced internal set-up, depending on the flow characteristics 
inside the mound. 
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A) Sliding stability 

INTERNAL 
PHREATIC .SURFACE 

B) Reduction number 
of filterlayers 

C) Wave transmission 

TRANSMITTED 
WAVE 

RUN-UP CREST-HEIGHT 

D) Runup level reduced 
by porous flow 

E) Internal set-up 
in sand backfill 

INTERNAL 
PHREATIC .SURFACE 

Figure 2 Breakwater design influenced by pore pressures 
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3.  EXTERNAL AND INTERNAL FLOW 

External and internal flow have much in common. Water level 
variations dominate both flow types. The pressure variations in vertical 
direction are roughly hydrostatic in most regions. The momentum in horizontal 
direction is determined in both flow types by inertia (including momentum 
convection), gravity (including pressure gradient) and friction. 

There are, however, some important differences. Friction in the porous 
flow is much larger than friction in the external flow. Thus, the internal flow is 
dominated by friction and gravity; the external flow by inertia and gravity. The 
large friction limits the internal water velocities much more than the external 
velocities. As the water surface cannot move quicker than the water, also the 
motion of the internal phreatic surface is more limited than the motion of the 
external free surface. Thus, the friction causes a limited upward speed of the 
internal phreatic surface during uprush (Figure 3) and a limited downward 
speed during downrush. This yields the phenomenon of "disconnection" of the 
water surfaces: the point E where the external water surface meets the slope, is 
higher than the point I where the internal phreatic surface meets the slope 
during wave uprush (Fig.4A) and the other way around during downrush 
(Fig.4B) 

:-«.•»''••'•-. •.«.• .-i ••••-•• •'.•...-• 

Figure 3 Speed difference between external and internal watersurfaces 

Figure 4A       Water surfaces during maximum run-up 
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Figure 4B       Water surfaces during maximum run-down 

4.      MODEL DESCRIPTION 

The above given flow characteristics enable both flow types to be 
largely described with long wave equations: for each flow type one storage 
equation and one equation for the momentum in horizontal direction. The 
coupling between both flow types requires a term to be added to the usual 
terms in each equation (Figure 5): an additional term in each of both storage 
equations for the infiltration discharge through the slope, q, and one in each of 
both momentum equations for the product of q with its horizontal component, 
q,,. Last term, however, can be neglected in many cases. 

y //// ////////-/-STST-/ 

Figure 5 Coupling terms to be added to storage and momentum equations 
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At the seaward boundary of the external flow an incident wave is 
computed either with the Stokes second-order wave theory or the Cnoidal wave 
theory (Figure 6). The seaward boundary allows a reflected wave to leave the 
computational domain. This is calculated with the method of characteristics. 
This method allows water and momentum to leave the computational domain. 

The modelling of the harbourside boundary of the external flow is based 
on work by Kobayashi et al. (1987). It uses a minimum waterdepth 
("waterfilm") at the wave front above which level the slope is set dry. 

The discharge through the slope, q, is a given boundary condition for 
the external flow, derived from the calculation of the internal flow. However, 
when point E is higher than point I (Fig. 4A), q between those points is the 
discharge of water freely falling through the partly saturated area. It is taken 
equal to the discharge which occurs when the downward head gradient equals 
unity. The water is supposed to reach the phreatic surface of the internal flow 
immediately. 

CNOIDAL OR 
STOKES 2nd WATERFILM 

777777 SS//////////S 7////'////SS//7////sss//s//s?s/ 

Figure 6 Modelling of the external flow 

The slope between the toe, T, and point I makes up the seaward 
boundary of the internal flow. There the pressurehead is a given boundary 
condition, derived from the calculation of the external flow. When point E is 
lower than point I (Fig. 4B), then the head between those points is taken equal 
to the slope surface. 

The harbourside boundary can be either an open boundary, allowing a 
wave to leave the calculation domain (Figure 7A) or a closed boundary at 
which a wave reflects completely (Figure 7B). A breakwater with a sand 
backfill can be modelled with last option. 

Two or more layers with different stone sizes can be modelled. At the 
boundary between two layers disconnection can take place, just like at the 
external slope. 
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The water movement in and over a breakwater with limited crest height 
can be described with a special model option, allowing for the prediction of the 
wave radiating into the harbour by a combination of overtopping and 
penetration through the porous mound (Figure 7C). 

Three different versions of the model have been made: 1) ODEFLOCS, 
2) a one dimensional version of MBREAK and 3) a semi two-dimensional 
version of MBREAK. The numerical schemes of ODIFLOCS and MBREAK 
.differ, as do certain minor assumptions about the flow properties. Version 3) is 
realised by alternately calculating the two-dimensional internal velocities with a 
stationary model with given preatic surface, calculating the corresponding 
horizontal discharge and calculating the phreatic surface change with the one- 
dimensional model. Application of the different versions for the same situation 
yields a helpful tool to study the influence of numerical effects and particular 
assumptions. 

A more extensive description of the different versions of the model can 
be found in (van Gent and Engering 1992); more about ODiFLOCS in (van 
Gent 1994). 

OPEN 

A) 

B) 

//////?f/ f//'////*//7 ////>// /'/ /////// ////>////V/y/////s////////// 

C) 

^llllllfe 
Figure 7 Different options for breakwater modelling 

?//>/?//>////////// 
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5       VALIDATION 

The validation of the model started with an extensive sensitivity analysis 
for both model parameters and physical parameters. Application of the model 
requires assumptions concerning several model parameters, like the mesh size, 
the water film thickness, the maximum variation speed of the internal water 
level, the friction coefficients for the external and internal flow, the coefficient 
for added mass. Many calculations have been done in which these parameters 
have been varied to find out which parameter values would yield reasonable 
values. 

The waterfilm thickness has a very large influence on many output 
parameters. An example is presented in Figure 8. It is seen that small values of 
the waterfilm thickness yield unreliable values of the run-down. An advise 
about the waterfilm thickness in proportion to the waveheight is formulated 
based on these results and a comparison with measurements of the run-down. 

LEVEL (m) B     - 

7     - \ 
6    - \ 
5    - 

4     - 

RUN-UP 

3     - 

2     - 

1     - RUN-DOWN 

1     - 

2     - 

3    - 

0  C ]Q5 D  01              Q  02             0  OS 0  1               0  2 0 5                 1 

Figure 8 

WATERFILM THICKNESS (m) 

Influence of waterfilm thickness on run-up and run-down 

Another important model parameter is related to the disconnection of 
the external and internal watersurface. A realistic limit to the speed of the 
internal watersurface must be selected. It can be shown that the maximum 
value of the downward speed equals the "free fall velocity" of the water, i.e. 
the downward water discharge per unit area occurring with a downward head 
gradient of unity, which means a pressure constant with depth. The upward 
watersurface speed may be more, because the effective upward gradient may 
reach higher values than unity during uprush (Holscher et al 1988). Values up 
to 3 times the free fall velocity seem possible. A much higher limit yields the 
same results as no limit at all. 

The external run-up and run-down, i.e. the highest level and the lowest 
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level of the points E of Figure 4, are Hardly influenced by the limit to the 
internal watersurface speed. However, the internal run-up and run-down, i.e. the 
highest level and the lowest level of the points I of Figure 4, do depend a lot 
on this limit (Figure 9). It is of great interest to study this limit more in detail. 

level (m) 
8- 

6 

4 

2^ 

8Wl 0 

-2 

-4 

external run-up 

— \ Internal run-up 

l^C 
Internal run-down 

external run-down 

 1 1 1  

12 3 4 5 
surface speed / free fall velocity 

Figure 9 Influence of limit to internal water surface speed 

Not only model input parameters have been varied during the sensitivity 
analysis, but also physical input parameters: the surf similarity parameter £,, 
slope roughness, stone size, porosity, number of stone layers. Stone size and 
porosity determine the permeability of the rock fill. Its large influence on the 
external flow is illustrated in Figure 10 for a breakwater with impermeable core 
and permeable berm and for a completely impermeable berm breakwater 
(scaled to prototype dimensions). The thin lines show the water levels for the 
permeable breakwater at different moments during one wave. The thick lines 
represent their envelop. The envelop for the impermeable breakwater is 
indicated with interrupted lines. It is seen that the permeability of the 
breakwater has a large influence on the external head distribution, including 
run-up and run-down. 

The relative influence of the different input parameters to one output 
parameter has been presented in Figure 11 as a kind of summary of the 
sensitivity analysis. The choice of the waterfilm thickness has the largest 
influence on output parameters like run-up level and discharge through the 
slope. Other important input parameters are the friction factors, the porosity the 
armour stone size and the wave period. 
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Figure 10        Influence of permeability on external water surfaces 
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Figure 11        Relative influence of different input parameters to one output 
parameter 
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The effects of the parameter variation on the internal pore pressures and 
the external water movement, observed in these and other calculations, were 
qualitatively reliable. Whether they are quantitatively correct, however, can 
only be judged by comparison with model tests. 

Many model test results are available on run-up values. Calculations 
made with MBREAK/ODIFLOCS for impermeable slopes for different values 
of the surf similarity parameter !;, yield external run-up and run-down values 
which agree very well with model results. The same holds for the run-up values 
calculated for the breakwaters with permeable coverlayers tested by Ahrens 
(1975), as illustrated in Figure 12. 
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Figure 12        Run-up levels for breakwaters with permeable coverlayer 

6        CONCLUSIONS 

With MBREAK/ODIFLOCS a successful integration is realised of the 
mathematical modelling of the external flow on the slope of a rubble mound 
breakwater and the induced internal flow in the breakwater. Part of the success 
is due to the modelling of the disconnection between external and internal 
water surfaces. The sensitivity analysis made clear that many phenomena can 
be predicted qualitatively well. Run-up values can also be predicted fairly well. 
The further quantitative validation, however, is limited and requires more 
hindcasts to be made with the model for flume tests in which pore pressures 
have been measured. 
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CHAPTER 125 

WAVE ACTION ON AND IN PERMEABLE STRUCTURES 

M.R.A. van Gent1, P. Tonjes2, H.A.H. Petit3 and P. van den Bosch3 

ABSTRACT: A numerical model that can simulate plunging waves on 
permeable structures is described. The 'Volume Of Fluid' method is used 
to solve the two-dimensional (2D-V) incompressible Navier-Stokes 
equations. After implementation of porous media flow for applications with 
permeable structures, the model has been verified by using several 
analytical solutions and by comparisons with physical model tests to study 
breaking waves on and inside permeable structures. 

INTRODUCTION 

Wave motion on permeable structures has often been studied using physical 
models. Small-scale physical modelling is influenced by scale effects while large- 
scale modelling is relatively expensive. Apart from this, measurements within 
breaking waves can be very complex. Therefore, numerical models simulating 
individual breaking waves are valuable design and research tools for studying wave 
motion on and inside coastal structures. 

The description of breaking waves, the interaction with the porous part of 
permeable structures and the verification of the implementation of the most 
important phenomena involved, require a considerable amount of research of which 
some aspects are treated here. The numerical model described here (SKYLLA) was 
verified for breaking waves over a submerged bar, described in Van Gent et al. 
(1994-a). Other research concerning this numerical model, including the in- and 
outflow boundaries as well as the description of impermeable slopes were presented 
by Van der Meer et al. (1992) and Petit et al. (1994-b). 

After a description of the numerical model and the method to solve the Navier- 
Stokes equations, adapted Navier-Stokes equations for porous media flow will be 

1) Delft University of Technology, Department of Civil Engineering, P.O.Box 5048, 2600 GA 
Delft. 2) Rijkswaterstaat, Road and Hydraulic Engineering Division, P.O.Box 5044, 2600 GA Delft. 
3) Delft Hydraulics, P.O.Box 152, 8300 AD Emmeloord, The Netherlands. 
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given. The implementation of these are validated using both analytical solutions and 
physical model tests. The physical model tests are performed with a Berm 
breakwater where surface elevations, velocities and pore-pressures are measured. 

NUMERICAL MODEL 

Several models to simulate breaking waves have been made. For instance Vinje 
and Brevig (1981) used a potential flow model and modelled a plunging wave until 
the overturning wave hits the trough water. Sakai et al. (1986) applied the MAC- 
method to simulate breaking waves. Here, the 'Volume of Fluid' (VOF) method by 
Hirt and Nichols (1981) is used to solve the Navier-Stokes equations in two 
dimensions. This powerful method enables simulation of complex flow patterns 
including those where the free surface can become multiply connected. To achieve 
this, the treatment at the surface based on the adapted flux-method known as FLAIR 
by Ashgriz and Poo (1991), has been improved. Figure 1 shows that an overturning 
wave on an impermeable slope can be simulated by applying the Navier-Stokes 
equations solved using the voF-method. 

^*P~~" 

J^^ 

Fig.l     Simulation of a breaking wave on an 
impermeable dike with a berm. 

The voF-method is a method where for each cell the fluid fraction can vary 
between zero (empty) and one (full). Fluid fractions are transported between each 
cell and its surrounding cells. In Figure 2 the principle of the method is shown for 
the transport between two neighbouring cells. Based on the two fluid fractions of 
two neighbouring cells, a 'local surface' can be constructed. By using the velocity 
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and the time-step (varied based on the instantaneous stability and accuracy criteria), 
a part of the fluid is transported between these two cells. In the numerical model 
this is done using a non-equidistant staggered grid. 

Az F-0.80 

A) 
Ax 

F - 0.70 

uit 

Az F-0.65 F-0.85 

D) 
Ax 

Fig. 2    Transport of fluid based on the vOF-method. 

The velocity as used in the VOF-method is obtained from the discretisation of 
the Navier-Stokes equations. At impermeable slopes and at the free surface not all 
velocities necessary to discretise the equations are within the fluid domain. Figure 
3 shows the required velocities for discretisation inside the fluid (A) and near the 
free surface (B). Boundary conditions are required to fill the lack of information at 
the free surface. For instance one can assume no gradient in the velocities at the 
surface or that the flow is irrotational at the surface. 

A) B) 

Fig. 3    Required information for discretisation of horizontal velocities. 
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Two open weakly-reflecting boundaries can be used at which regular wave 
trains can both be generated and absorbed. The incoming non-linear waves are based 
on the theory by Rienecker and Fenton (1981). The boundary for impermeable 
slopes are defined on sub-grid level which means that the slope can intersect cells 
(no 'stair-case' slope). At impermeable slopes no-slip or free-slip boundaries can be 
applied. In Van Gent et al. (1994-a) two weakly-reflecting boundaries were applied 
for wave breaking over a submerged bar schematised with a free-slip boundary. The 
comparison of these computed breaking waves with video images showed that 
plunging occurs at the same position as in the physical model tests. Although the 
decrease in wave height occurs somewhat quicker in the numerical model than in 
reality, the height of the transmitted wave is accurate. Here, after implementation 
of porous media flow, breaking waves on permeable structures will be verified. 

IMPLEMENTATION OF POROUS MEDIA FLOW 

The voF-method can also be applied for solving the wave motion inside 
permeable structures. The momentum equations, however, are different from those 
for the external wave motion. The Navier-Stokes/Reynolds equations for the external 
wave motion read: 

du du2 duw 1   dp 
dt dx          dz pw dx 

dw duw dw2 1   dp 
dt dx          dz p    dz 

d2u   t   d
zu 

dx2  +  dz2 
gx - 0 (1) 

d2w       d2w I n n\ 
+ —-    + g   = 0 (A> 

dx2     dz2 I     z 

where « and w are the velocities in the x and z direction respectively and vt the 
eddy-viscosity for which a constant value will be used. Together with conservation 
of mass (du/dx+dw/dz=0), which is satisfied by solving the Poisson equation, and 
boundary conditions, the VOF-method can then be applied yielding the external wave 
motion. For the internal wave motion adapted Navier-Stokes equations were derived 
(see Van Gent, 1991): 

L
+C

A du      1 , du2     duw.       I   dp ,      n~i T\ n       /-><.  + — ( +  ) + i- +gau +gbu \j(ui+w1)+g= 0       (3) 
n     dt      n2    dx        dz pw dx 

l+cAdw     1  , duw    dw2.       I   dp ,     n~i      57 n        ,A\  —+ — (—— + ——) + — -f +gaw +gbw\j(u2 + w2)+g= 0       (4) 
n     dt    n

2     dx        dz pw dz 

where u and w are both filter-velocities, a and b are dimensional friction coefficients 
and cA is a coefficient to take the phenomenon added mass into account. Because 
filter/discharge velocities are used, the procedure to transport mass between the 
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cells, the voF-method, does not require any adaptation. The discretisation (partial 
upwind scheme) and stability criteria are described in Van Gent et al. (1994-b). In 
the computational domain numerous regions with different properties can be selected 
and awarded a certain porosity and stone diameter. The permeable slopes are not, 
like for impermeable slopes, defined on sub-grid level which means that the 
properties cannot be varied within one cell. Permeable slopes can also be combined 
with impermeable regions. This implementation of permeable parts in this two- 
dimensional model, therefore, enables applications with breaking waves and other 
complex flow patterns for a very wide range of structure types. Here, some 
validation tests will be discussed. For some other applications see for instance Van 
Gent and Petit (1994). 

VALIDATION WITH ANALYTICAL SOLUTIONS 

Several verifications of the implementation of porous media flow have been 
performed. Before the wave motion on and inside a permeable structure is verified 
using physical model tests, three comparisons with analytical solutions are carried 
out. The first case concerns a layer of water with a thickness L that is initially 
positioned above a dry permeable part, see Figure 4. At t=0, the layer of water 
starts entering the permeable part. For this simplified case of uniform flow entering 
a permeable part (-L<x0<0), the Navier-Stokes equations reduce to a set of one 
dimensional differential equations (Van Gent et al., 1994-b) where u is the filter- 
velocity, n the porosity and x0 the position of the free surface, at t—0, x0—-L: 

- ^ ( L + x0 ) ( a u + b u1 - 1 ) - ( -1 - 1 ) u2 - g x0 

*«  - —? n-  (5) 
dt L + xQ 

With dx0/dt—u, this set of differential equations was solved using a fourth-order 
Runge-Kutta method with At=0.005 s and Ax=0.05 m while for the constants L, 
n, g, a, b the values 0.5 m, 0.5, 4 m/s2, 0 s/m and 16.9 ^/m2 were used 
respectively (for g, 4 m/s2 is taken instead of 9.81 m/s2 to exaggerate the local 
maximum in Figure 4). After the layer has entered the permeable part, the 
differential equation reduces to: du/dt=ng(l-au-bu2) for which an analytical solution 
was found: 

u(t) =(u,-u"(t°)'Ule-'"'s(u^)(t-'A /(1-"
(fo)"'''e-^.-^"V 

{ "Co) ""2 )'   [ «(^)-«2 j 
(6) 

where u1=-a/2b + V(a2+4b)/2b, u2=-a/2b-V(a2+4b)/2b and u(t0) is the initial 
velocity at t~t0 where t0 is the moment at which the whole layer of water has 



1744 COASTAL ENGINEERING 1994 

VELOCITY OF ENTERING LAYER OF WATER 

Fig. 4 Comparison of numerical model results with solutions of simplified 
differential equations for the velocity of a layer of water entering 
a porous block. 

PRESSURE JUMPS AT POROUS INTERFACE 

X-AXIS (m) 

Fig. 5    Calculated pressure jumps at the interfaces of a porous block with 
a steady flow. 

entered the permeable part. Figure 4 shows the comparison of the numerical results 
and these solutions. At t=0, the velocity is zero, at t=0.435 s a local maximum of 
u=0.6848 mis occurs and at t=0.850 s (t0) the layer has entered the permeable part 
after which the velocity rapidly converges to the velocity 0.75 mis. The difference 
between the numerical model results and the solutions of the set of simplified 
differential equations reaches a maximum of 0.0129 mis at t=0.4 s. As shown in 
Figure 4, the phenomenon is reproduced with good result. 
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A second verification concerns the flow through a saturated permeable block, 
see Figure 5. At x=0 a constant inflow with a velocity of 1 m/s is produced, 
between x = l m and x=2 m a saturated permeable block is positioned. The pressure 
jumps at the porous interfaces (x=l m and x=2 m) can be determined analytically. 
Integrating the momentum equation for a uniform flow in the x-direction yields: 

P (x2 + 5x) - P (JC,-5X) = 

1 bx g (au+bu2+2) + (1+- 
1+c A) §E 

dt  j 

(7) 

where x2 is the position of the outflow boundary (x=2rri). The same procedure can 
be used at the inflow boundary (x=l m). The pressure jump is then equal to the one 
at the inflow boundary, except for the sign. Outside the stone the pressure is 
determined by 8P/dx=-g while inside the stone the pressure gradient can be assessed 
through dP/dx=-g(au+bu2+l). In Figure 5 the comparison between the analytical 
solution and the numerical results is shown. Some arbitrary values for the constants 
n, a, b and g were used (0.5, 1 s/m, 0.75 s*/m2 and 2 m/s2 respectively). Because 
in the numerical model the pressure jumps are simulated in steps of 3Ax, 8x=3/2Ax 
is used in the analytical solution (Equation 7) for comparison with the numerical 
model results. The pressure jumps by the analytical solution and the numerical 
model results were 2.4375 m2li and 2.5065 rtfls2 respectively. This comparison is 
again rather good. For 8x 10, the real analytical solution gives 3 m2/s2 to which the 
numerical model results will come close for smaller values of Ax. 

PHREATIC SURFACE IN POROUS BLOCK 

ANALYTICAL 

NUMERICAL 

Fig. 6    Comparison of numerically computed phreatic surface and an 
analytical solution. 

A third analytical solution has been compared with numerical model results. 
Now, a stationary flow through a rectangular block with only linear porous friction 
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(b=0) has been examined. Neglecting convection and assuming hydrostatic 
pressures and uniform flow over the depth, the solution for the phreatic surface is 
determined by h(x') ^ (H2-x7L(H2-H2

2)) where H, is the free surface level at the 
inflow boundary (left in Figure 6), H2 is the free surface level at the outflow 
boundary and L the length of the permeable block (for Figure 6: x'=x-2). Some 
arbitrary values for the constants n, a, L and g were used (0.2, 4.0 s/m, 6.0 m and 
10 mis2 respectively). The levels H, and H2 where 2.0 m and 1.0 m respectively. In 
the numerical computation, Ax=0.1 m has been used. The phreatic level was 
defined as the level where in the computation 50% of the cell was filled with water 
(F=0.5). Differences between both phreatic surfaces at x=2, 4, 6 and 8 m in Figure 
6 were 0.0233, 0.0206, 0.0105 and 0.0234 m, respectively. 

VALIDATION WITH PHYSICAL MODEL TESTS 

By means of the numerical model complex phenomena such as scale effects, 
wave transmission, the effects of non-stationary porous media flow, added mass and 
forces on stones can be studied. However, a verification with physical models must 
be performed first. 

Non-stationary porous media flow tests have been performed in a U-tube tunnel. 
These measurements resulted in expressions for the porous media flow friction- 
coefficients a, b and cA in Equations 3 and 4, see Van Gent (1994). For the 
dimensional coefficients a and b, theoretically derived expressions are used: 
a=a • (1-n) 2/n3 • v/gDn50

2, b=0 • (1 -n)/ns- v/gDn50 and cA=y -(l-n)/n. The physical model 
tests showed a dependency of fi on the flow field, accounted for by including a 
dependency of 0 on the /sTC-number, 0=0C (1 + 7.5/KC), where KC=UT/nDnS0 and 
0C=1.1. In the computations with the numerical model this has been included by 
estimating a representative filter-velocity t) beforehand and using the wave period 
for r. 
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Fig. 7    Cross-section of the Berm breakwater in experimental set-up. 
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A second series of physical model tests was performed to verify the numerical 
model. A small-scale model of a Berm breakwater was used for this purpose. Figure 
7 shows a sketch of the experimental set-up with the initially horizontal berm at a 
level of 0.80 m, the still water level being 0.75 m. All slopes were 1:1.5 except for 
the submerged seaward slope which was 1:1.25. The size of the stone material was 
Dn50=0.0266 m in the cover layer and Dn50=0.0175 m in the core. The porosity of 
the two permeable parts were measured in situ, both giving n=0.417. Reshaping the 
seaward profile was achieved by four series of 1000 regular waves. After the last 
series, with the largest waves, the seaward profile was reshaped while the crest was 
heightened from 0.95 m to 1.00 m. Several series of regular waves were used to 
study the flow field. No reshaping took place during these tests. The flow field was 
recorded using a video, electro-magnetic flow meters (EMF), wave gauges and 
pressure transducers. The positions of the pressure transducers are indicated in 
Figure 7. 

Surface elevations above the seaward slope were determined at ten points of 
time within a wave cycle for four series of regular waves: ¥1=0.119 m, T—1.5 s; 
H=0.230 m, T=1.5 s; H=0.112 m, T=2.1 s and H=0.217 m, T=2.1 s. The 
computational domain in the numerical model started at 4 m in front of the toe of 
the reshaped structure where the waves were generated at this weakly reflecting 
boundary by applying the method by Rienecker and Fenton (1981) using 16 Fourier- 
components. This method was adapted to deal with reflected waves as described in 
Petit et al. (1994-a). No net transport was allowed through this boundary. At the 
landward boundary again a weakly reflecting boundary was positioned at 7.5 m 
behind the crest of the structure. In x and z-direction, 270 and 80 computational 
cells were used respectively. The computations were performed with a constant 
viscosity v,=0.005 m2/s. In the discretisation of the equations an up-wind fraction 
of 0.2 was used. Surface elevations were defined at positions of cells which were 
filled with fluid for 50%. After an adjustment time of six to eight waves to obtain 
a periodic computation, data was used for comparison with the measured properties. 

Figure 8 shows comparisons of surface elevations for ten points of time for two 
wave conditions with a wave period of 1.5 s (five surface profiles per graph with 
0.15 s in between two profiles). Only the surface elevations above the berm, where 
the waves are breaking, are shown since in the section in front of the structure only 
minor differences in wave height occur. Also for the two wave conditions with a 
wave period of 2.7 s, as shown in Figure 9 (0.27 s in between two profiles), the 
comparisons for the five profiles in the first half of each wave cycle show good 
agreement (upper graph for each wave condition). In the second half of each wave 
cycle (lower graph for each wave condition) considerable air-entrapment occurs for 
the two highest waves. In the figures with measured surface elevations the position 
of entrapped air is indicated by the area in between the two lines of each surface 
profile. The comparisons with the computed results become rather complex in this 
part since the exact position of the free surface is not clear. However, the 
comparisons indicate that the decrease in wave height above the berm faster occurs 
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Fig. 8    Comparison of measured (left) and computed (right) surface elevations. 
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Fig. 9    Comparison of measured (left) and computed (right) surface elevations. 
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in the computation than observed from the measurements. It seems as if this 
overestimated reduction in wave height, possibly due to a too large dissipation, leads 
to an underestimation of the run-up levels. For the two wave conditions with smaller 
waves, the comparisons are also rather good in the second half of the wave cycle. 

For all four wave conditions 11=0.119 m, T=1.5 s; H=0.230 m, T=1.5 s; 
H=0.112 m, T=2.1 s; H=0.217 m, T=2.1 s, the computed run-up levels are too 
low compared with the measured run-up levels: 0.07vs. 0.10; 0.14 vs. 0.21; 0.08 
vs. 0.11 and 0.18 vs. 0.27 m, respectively. All these values are relative to the 
average water levels in front of the structure during testing. The choice to define the 
surface elevations at the positions of cells that are filled with water for 50% instead 
of another percentage, might influence the computed run-up levels slightly. If for 
this definition positions of cells that are filled with water for 10% are regarded as 
surface elevations, the computed run-up levels might increase but not so much that 
they would fit to the measured run-up levels. The dissipation in the 
computedbreaking process, by the description of the physical processes or by 
numerical dissipation, is assumed to cause these underestimated run-up levels. 

Comparisons between measured and computed velocities were made. Because 
of air-entrainment the position closest to the crest without this difficulty was at 
x-21.6m, z=0.65 m. For three waves the comparisons for both the horizontal (u) 
and the vertical (vt>) velocities are shown in Figure 10. The comparison for the 
fourth wave (H=0.217 m and T=2.1 s) was not possible because in the physical 
model this position was dry for some period within a wave cycle causing severe 
disturbance of the measured signal. The comparisons for the other three waves show 
accurate results for both the horizontal and vertical velocities. 
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Fig. 10        Comparison of velocities at x=21.6 m and z=0.65 m; measured 
(dashed) and computed (lines). 
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Fig. 11 Comparison of pressures; measured (dashed) and computed (lines), 
H=0.217m, T=2.1 s. 

Also comparisons between measured and computed pressures were made. Figure 
11 shows the signals from the eight transducers and the computed pressures at the 
same positions. The positions of these transducers are shown in Figure 7. 
Transducer P4 is positioned in between the transducers P3 and P6. The recorded 
pressures by transducer P4, however, clearly deviate from those recorded by P3 and 
P6. Because no decisive physical explanation can be given for these low pressures, 
estimated to be roughly 50% of the expected pressures for all analysed wave 
conditions, the signals of transducer P4 are highly questionable. The comparisons 
with the other transducers are fairly accurate except for those with transducer P8. 
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Both the internal set-up as recorded by transducer PI (average level) and the internal 
wave height are reproduced with a high accuracy. The computed signals at positions 
just below the breaking waves, transducers P2, P3 and P6, also show good 
correspondence with the measured signals although these measured signals show 
more higher-order fluctuations. 

CONCLUDING REMARKS 

A numerical model solving the two-dimensional Navier-Stokes equations for 
simulating normally incident waves, including breaking waves, has been extended 
with porous media flow. The implementation of the combined external and internal 
wave motion on and inside permeable structures was successful as shown by 
comparisons with both analytical solutions and physical model tests. The model, 
now capable of providing a detailed flow description of breaking waves on 
permeable structures, will, however, be improved by including more sophisticated 
modelling of air-extrusion and turbulence. Furthermore, irregular waves will be 
implemented. 
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CHAPTER 126 

PROBABILISTIC CALCULATIONS OF WAVE FORCES 
ON VERTICAL STRUCTURES 

J.W. van der Meer1^, K. d'Angremond2^ and J. Juhl3* 

ABSTRACT 

In the past wave forces on vertical structures have been measured in a number 
of site specific projects at the Danish Hydraulic Institute and Delft Hydraulics. For 
nine selected cases, the data on forces and moments were re-analyzed, leading to an 
expression for reliability of Goda's formula for calculation of forces and moments 
on vertical breakwaters. Secondly, probabilistic level II design calculations were 
made using Goda's formula with the found reliability. It appears that the reliability 
of this formula has by far the largest influence on the probability of failure. Finally 
the influence of model tests on the probability of failure was studied. In that case the 
wave height has the largest influence on stability, which is usual for most coastal 
structures designs. 

INTRODUCTION 

Design of vertical breakwaters has for instance to take into account hydraulic, 
geotechnical and structural aspects. The wave forces exerted on a vertical structure 
depend on characteristics of the incident waves, type of structure, elasticity of the 
structure, air enclosure and the entrainment of dissolved air and foreshore charac- 
teristics 

In a deterministic design approach, vertical breakwaters are designed based upon 
characteristic values of the load determining parameters. A safety factor is then 
introduced to allow for uncertainties. However, all parameters which are important 

1) Delft Hydraulics, P.O. Box 152, 8300 AD Emmeloord, The Netherlands, Fax +31-52743573 
2) Delft University of technology, P.O. Box 5048, 2600 GA Delft, The Netherlands 
3) Danish Hydraulic Institute, Agern Alle 5, 2970 Horsholm, Denmark 
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for the wave loads on and the strength of a hydraulic structure are of a stochastic 
nature, ie a probability distribution can be assigned to each value of these 
parameters. Since the last decades methods for probabilistic design of hydraulic 
structures have been developed, taking into account the stochastic nature of the load 
determining parameters. 

The formulae of Goda (1985) for wave forces on vertical structures is used 
worldwide. The distribution of wave pressures on a vertical structure can be calcu- 
lated based on knowledge of structure geometry, seabed characteristics and wave 
parameters in front of the structure, see Figure 1, taken from Goda (1985). 

Figure 1  Distribution of wave pressures on a vertical structure, Goda (1985) 

The design wave parameters are the maximum wave height in front of the struc- 
ture, Hmax, and the corresponding wave period taken as the significant wave period, 
Ts (which is close to the peak wave period, T ). Goda (1985) states that: "Hmax is 
the mean of the heights of the waves included in 1/250 of the total number of waves, 
counted in descending order of height from the highest wave. This definition yields 
the approximate relation Hmax =1.8 H1/3 outside the surfzone". The formulae for 
pressures, total forces and moments, and definitions of symbols given in Fig. 1 can 
be found in Goda (1985) pp 115-119. 

The present paper describes a re-analysis of model tests on various vertical 
structures carried out at the Danish Hydraulic Institute and Delft Hydraulics. Later 
two cases were added from CEDEX-CEPYC, Spain, and ENEL-CRIS, Italy. The reliabi- 
lity of Goda's formulae has been established by use of these practical cases by 
making comparisons of calculations and measurements. In a second stage, these data 
have been used for probabilistic level II calculations. 
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RE-ANALYSIS 

A total of eleven cases has been re-analyzed with respect to wave forces and 
moments on vertical structures. Details on caisson geometry, foreshore slopes, wave 
conditions and horizontal forces were stored in a database as presented in Juhl and 
Van der Meer (1992). The analysis of horizontal forces is also described in Juhl and 
Van der Meer (1992) with a summary in Van der Meer et al. (1992). Vertical fsrces 
and overturning moments were treated later by Braining (1994). 

The analyzed cases have been divided in three categories: vertical superstructure, 
inclined superstructure, and curved superstructure. In Figure 2, an example of each 
of these three categories is shown. 

vertical inclined curved 

^J\ 

Figure 2 Examples of different superstructures 

The significant and maximum wave heights in front of the vertical structure were 
calculated by Goda's formulae for transformation and deformation of random sea 
waves, Goda (1985) pp 71-87. Only total wave forces, measured by means of strain 
gauge based measuring equipment (eg a measuring frame or a dynamometer), are 
considered. This means that local wave impacts are not treated, as they cannot be 
measured by this measuring technique. It was assumed, however, that very fast local 
impacts would not influence the stability of a caisson and were therefore not 
interesting. 

In all cases, wave trains with lengths of 1000-3000 waves were considered. 
Based on the recordings the horizontal and vertical forces and horizontal and vertical 
overturning moments at the heel of the caisson were tabulated, with exceedance fre- 
quencies of 0.1%, 0.4%, 1%, 2% and 5% respectively. In Figures 3-5 the measured 
horizontal forces, F04%, are compared with the horizontal forces calculated by 
Goda's formula, FGoda. The cases with a vertical superstructure have been plotted 
in Figure 3, and the cases with an inclined or curved superstructure have been 
plotted in Figure 4. Due to the various structure geometries, foreshore slopes, wave 
characteristics, etc., a significant scatter in the measured wave forces was found. 
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Figure 4   Measured and calculated horizontal wave forces; inclined and curved 
superstructures 

From Figure 4, it is clear that for inclined and curved superstructures, the wave 
forces calculated by Goda's formula are much higher than the measured forces. In 
the major part of those cases, the ratio between the calculated and measured force 
is in the order of 1.4-1.6. For inclined and curved superstructures, the maximum 
force on the superstructure occurs later than the maximum horizontal force on the 
vertical front. This phase difference in the forces led to the following modification 
of Goda's formula for inclined and curved superstructures: 

The crest height should be determined at the transition from the vertical 
front to the inclined or curved superstructure. 

The horizontal forces, FGoda, were re-calculated with a reduced crest height in 
accordance with the above-mentioned modification to Goda's formula. The results 
are presented in Figure 5 and it is found that the ratio's between calculated and 
measured forces are in the same order as found for the cases with a vertical super- 
structure. 
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Figure 5 Measured and calculated horizontal wave forces; inclined and curved 
superstructures, ignoring the inclined or curved superstructure in the 
Goda force calculations 

The average ratio between measured (Fo.4%) and calculated (FGoda) forces and 
moments was based on 134 data sets for horizontal forces and moments; 31 data sets 
were used for the uplift forces and moments and were treated in the same way as the 
horizontal forces. The average values of these ratio's and the standard deviations, 
assuming a normal distribution, are given in Table 1. 

Ratio Average Standard 
measured/calculated deviation 

Horizontal force Fh rFh M = 0.83 a = 0.25 
Horizontal moment Mh 

rMh li = 0.75 a = 0.40 
Vertical force Fb rFb p = 0.71 a = 0.25 
Vertical moment Mb rMb p = 0.67 a = 0.37 

Table 1   Comparison between measured and calculated forces and moments 
Measured = 0.4% exceedance; calculated = Goda 

In all cases the ratio is smaller than one, which means an overprediction by the Goda 
formulae. The most important conclusion is that the standard deviations are large. 
The variation coefficients, al\i, amount to 30-50%! It can be concluded that the Goda 
method gives only a rough estimation of the forces and moments. 

Through a more in depth description of each of the cases, the following obser- 
vations were made: 

Goda's formula is valid for caissons founded on a rubble mound berm well 
above the seabed. In a number of the tested cases, the caisson was founded 
at the seabed level. The results of some of these cases give the impression 



CALCULATIONS OF WAVE FORCES 1759 

that Goda's formula over-predicts the horizontal forces when the caisson is 
founded at the same level as the seabed; 
no general conclusions could be made on the influence of wave breaking on 
the foreshore or on the wave period (or wave steepness). 

EXCEEDANCE CURVE FOR THE HIGHEST FORCES 

Figure 6 shows an example of measured exceedance curves for the horizontal 
force. Through the five tabulated measured horizontal, but also vertical forces, with 
exceedance values of 5%, 2%, 1%, 0.4% and 0.1%, a two-parameter Weibull distri- 
bution was fitted for each test run (95 in total). This analysis resulted in an average 
shape parameter of 2.1 which corresponds closely to a Rayleigh distribution for the 
higher wave forces. The reliability of this factor 2.1 could be described by a stan- 
dard deviation of 0.72. The average value for the vertical forces amounted to 2.35 
with a standard deviation of 0.77. The conclusion was that, considering the large 
scatter, the distribution of the highest wave forces can be described by a Rayleigh 
distribution with a shape parameter of 2: 

R(F) = e -(IF (1) 

where R(F) is the exceedance probability and a the scale parameter. Results from 
using the Goda method were compared with measured 0.4% exceedance values. 
These ratio's have been given in Table 1. The Goda force is not equal to 1/250 = 
0.4%, but equal to the average of the highest 1/250-th part of the forces. Now the 
shape of the force distributions has been found to be a Rayleigh distribution one can 
calculate the ratio between the average of the highest 1/250-part and the 0.4%. This 
ratio amounts to 1.084. With this factor the actual comparison between Goda and 
measured forces can be given as the average ratio's presented in Table 1, multiplied 
by 1.084. Table 2 gives the result. 

Ratio Average Standard 

measured/calculated deviation 

Horizontal force Fh rFh li = 0.90 a = 0.25 
Horizontal moment Mh 

rMh H = 0.81 a = 0.40 
Vertical force Fb rFb H = 0.77 a = 0.25 
Vertical moment Mb rMb H = 0.72 a = 0.37 

Table 2   Comparison between the Goda method and measured values, both based 
on the average of the highest 1/250-th values 
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Figure 6  Example of measured distributions of horizontal forces 

The most important force for stability is normally the horizontal force Fh. Based on 
the selected cases Goda overestimates this force by 10%. During a lecture Takayama 
(1994) gave the Japanese experience: based on 66 cases the average ratio amounted 
to ii = 0.91 with a standard deviation of 0.19. These values are in good agreement 
with those found for the horizontal force Fh, see Table 2. 

The scale parameter in Equation 1 can be based on the Goda formula and on the 
found bias and reliability, given in Tables 1 or 2. With R(F0 4%) = 0.004 substituted 
in Equation 1 the scale parameter a can be replaced using F04%: 

R(F) 

_/2.35 F\2 

(2) 

With the factors r (r^; r^; rMh; rMb, given in Table 1), which includes F0A%, the 
formula becomes: 

R(F) = e 
J2.35 P\' 

(3) 

Equation 3 can be seen as a design formula for the exceedance curve of the highest 
forces, based on Goda's method. 

In reality the maximum wave force is related to the maximum number of waves 
during the sea state considered and not to the 0.4% or 1/250 wave only. Taking into 
account the actual maximum wave force based on the actual storm duration, a second 
factor, rN, can be introduced: 
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r„ = 
'0.4* 

ln(l/N) 
\| ln(0.004) 

(4) 

where N is the number of waves in the sea state. The design formula for the maxi- 
mum wave force becomes then: 

*m»x       r rN *Goda (5) 

Figure 7 gives a graphical overall view of the above equations. It shows an example 
of a wave force exceedance curve. The horizontal axis has been plotted on a 
Rayleigh scale which means that a Rayleigh distribution becomes a straight line in 
this graph. Equation 3 gives the exceedance curve of the highest 5% of the wave 
forces. The calculated value for Fooda nas ^een drawn at 0.152%, which is equal to 
F1/25o> assuming a Rayleigh distribution. The difference between FGoda and F0 4% 

is given by the ratio r from Table 1. The actual difference between FGoda and the 
exceedance curve is given in Table 2. The 90% confidence levels can be calculated 
by taking into account the standard deviations given in Tables 1 or 2. 

table 2 

100 50 20        10       5 2 
exceedance percentage (%) 

0.5 0.1   1/N 

Figure 7 Distribution of horizontal forces (Weibull), including FGoda and F„ 

The most right point on the curve in Figure 7 gives the maximum wave force 
Fmax for an exceedance probability of 1/N. The general conclusion is that the Goda 
formula gives, on average, a very good prediction of the maximum horizontal wave 
force for a storm duration of a few hours (N = 2000 to 3000 waves). 
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REFERENCE CASE FOR PROBABILISTIC CALCULATIONS 

One test in one of the nine cases described in Juhl and Van der Meer (1992) will 
be taken as a reference (case 1, test 4F). Figure 8 gives a cross-section of the 
caisson. The parameters that are required for a calculation with the Goda formula 
are: 

Hg       =  8.0 m (once per 50 years storm) 
=   15.4 s 

Storm duration: 8 hours (N = 2550) 

"sea 
b/ 
K 
d 
tan m 

30.5 m 
19 m 
8 m, but inclined superstructure: h,, 
19 m 
0.002 

= 1 m 

Furthermore a weight, W, of 5500 kN/m length and a friction coefficient, f, of 0.7 
are assumed. Based on later communications with Takayama (1994) the Japanese 
experience on the friction coefficient can be summarized as follows. The design 
value is f = 0.6. Based on 42 cases on nearly prototype scale the average friction 
factor amounted to /x = 0.64 with a standard deviation of a = 0.16. 

i S  Jc 

Figure 8 Cross-section of the caisson used for calculations 
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PROBABILISTIC CALCULATIONS 

In a probabilistic approach a reliability function, Z, should be given, which is 
in fact a design formula or design process. The two main failure mechanisms for a 
caisson are sliding and overturning. The reliability function for sliding becomes: 

Z = (W - ip,, rN Fb(Goda)) f - rph rN Fh(G(xU) (6) 

The first term describes the weight minus uplift force, multiplied by the friction 
coefficient. This gives the total friction resistance. The second term gives the 
maximum horizontal force. Fb(Goda) is the vertical force on the base of the caisson 
and FwGoda) *s me horizontal force on the front side, both calculated by the Goda 
method described in Goda (1985) and depending on a large number of parameters. 

A probabilistic approach with Equation 6 gives the probability that the caisson 
will slide during a (design) sea state. All calculations were made with a level II first- 
order second-moment (FOSM) with approximate full distribution approach (AFDA) 
method. General references on this aspect are Thoft-Christensen and Baker (1982), 
Hallam et al. (1977) and PIANC (1993). Calculations have been made for three cases: 
one for the design event, one for the life time of the structure and one including the 
results of physical model tests. 

Case 1:  Calculations for the Design Event 

In order to show the influence of the uncertainty of the Goda formula on the 
probability of failure a few different calculations have been made. One calculation 
has been made with only r and rN as stochastic variables, another with f and W also 
as stochastic variables and finally one also including all the parameters in FGoda as 
stochastic variables. The mean values and standard deviations of the normal distribu- 
tions used in the calculations are shown in Table 3. The factor rN is described by the 
number of waves, N, see Equation 4. 

The probabilities of failure, P(f), for the three calculations were 0.062, 0.086 
and 0.097, respectively. These are the probabilities of failure during the (design) sea 
state of 1/50 years. All three probabilities are close, which means that the reliability 
of the Goda formula, by means of rpt, and rpi,, have by far the largest influence. In 
fact the influence of r^, the reliability of the horizontal force, on the probability of 
failure amounted to 99%, 73% and 65% in the three calculations, respectively. 
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Parameter Mean Standard deviation 

rFh 0.83 0.25 calculation 1 
rFh 0.71 0.25 
N 2550 127         (5%) 

f 0.7 0.1 calculation 2 

W (kN/m) 5500 165         (3%) 

Ho' (m) 8.0 0.4          (5%) calculation 3 

T
P (s) 15.4 1.54      (10%) 

h' (m) 19 0.57        (3%) 

he (m) 1 0.03        (3%) 

^sea (m) 30.5 0.915      (3%) 
d (m) 19 0.57        (3%) 

Table 3 Parameters and values used for calculations. 

Case 2:   Calculations for the Life Time of the Structure 

More design information is obtained when not one (design) sea state is 
considered, but the whole wave climate by means of an extreme distribution for the 
wave heights. Taking the 1/50 years wave height as a reference (which was used for 
testing), such an extreme distribution can be established by means of an exponential 
distribution: 

R(Ha) = e 
(H. - 5.1) 

0.51 (7) 

In this case the once per year wave height is 5.1 m (R(HS) = 1) and the 1/50 years 
wave height becomes 8.0 m (R(Hs) = 0.02). 

With Equation 7 a probabilistic calculation gives the probability of failure per 
year instead of during the (design) sea state. Calculation 3 of case 1 above, where 
all parameters were treated stochastically, has been performed again, but now with 
the exponential distribution of the wave height (Equation 7) instead of the normal 
distribution for the 1/50 years wave height. This results in a probability of failure 
of 0.018 per year. The influence of rj^ on the probability of failure amounted to 
55% and of the wave height Hs to 17%. 

The probability of exceedance for an X-year period can be obtained using: 

P[Z < 0; X yr] = 1 - (1 - P[Z < 0; 1 yr])x (8) 

With the above result of a probability of failure per year of 0.018 a graph can be 
drawn with the probability of failure as a function of the life time of the structure. 
The upper solid line in Figure 9 gives the result of above calculations. The proba- 
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bility of failure for a life time of 50 years is 0.60, considerably higher than for the 
1/50 years sea state only (0.097). This is probably due to the fact that wave heights 
lower than the 1/50 years wave height increase the probability, but that also higher 
wave heights (with a lower probability of occurrence) increase the total probability. 

Dased  on  model  tests   .«•— 

60 80 100        120        140        160        180        200 
lifetime  of the  structure 

Figure 9 Probability of failure as a function of the life time of the structure 

Case 3: Use of Results of Physical Model Tests 

Until now the calculations were done for the Goda formula only, including the 
uncertainties of all the parameters. The large variation of the Goda formula by 
means of o(r) has the largest influence on the failure probability. This variation is 
due to the large variety of structure geometries and foreshores that were present in 
the nine selected cases (see Juhl and Van der Meer (1992) and Bruining (1994)). 
This large variation can be eliminated by performance of physical model tests. In 
that case forces are measured for the specific structure geometry including all effects 
of the foreshore. 

With respect to Equation 6 it means that the exact values of rpj, and r^ are 
known (the bias) and the scatter of rpj, and rpj, is much smaller than o(r) = 0.25. 
Further the ratio rN (Rayleigh distribution or not) is also known. The same calcu- 
lations can be done as in case 2, but now with rp^ and T^ = measured value, 
o(r) = 0.05 (assumed) and rN = measured value. 

The following factors were determined by model tests. Between brackets the 
previous values, based on the Goda method only, are also given. 

LFh 
rFb 

(Fh) = 
% (Fh) = 

0.88 a =  0.05 (0.83; a = 0.25) 
0.67 a =  0.05 (0.71: a = 0.25) 
1.21 a =  0.05 (1.19; a = 0.05) 
1.11 a =  0.05 (1.19; a = 0.05) 
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The calculations of case 2 were repeated with the new factors given above. The 
probability of failure per year amounted now to 0.006, a factor three lower than for 
case 2. The influence of the most important parameters for both cases (with and 
without model tests) on the probability of failure is given in Table 4. 

With model tests Without model tests 

Pobability of failure p = 0.006 Probability of failure p = 0.018 

Influence of 
rFh 2% rFh 55% 
f 33% f 15% 

Hs 
45% Hs 17% 

TP 16% TP 10% 

Table 4   Influence of main parameters on the probability of failure, 
without model tests 

with and 

The influence of the wave height amounted now to 45% (this was 17% in case 2) 
and becomes the most important parameter, which is usual, see PIANC (1993). 

With Equation 8 and the probability of failure per year of 0.006 the lower 
dashed line in Figure 9 was calculated. The probability of failure for a life time of 
50 years becomes now 0.26 (this was 0.60 in case 2). Figures like Figure 9 can be 
used by designers. They have to decide which probabilities of failure to accept. 

CONCLUSIONS 

The performed re-analysis of the data on wave forces on vertical structures for 
eleven selected cases gave the following results and conclusions: 

• An inclined or curved superstructure results in much lower wave forces than 
a vertical superstructure. It was found that by ignoring the inclined/ curved 
superstructure in Goda's formula for horizontal forces (i.e. the crest height 
is determined as the transition from the vertical front to the inclined/curved 
superstructure) the force ratio's (calculated/measured) were in the same order 
of magnitude as for completely vertical structures 

• In general, the horizontal forces calculated by Goda's formula are about 10% 
higher than the corresponding measured forces. This is in agreement with 
Japanese experience. However, a considerable scatter (standard deviation 
0.25 on a ratio between measured and calculated force) is present due to the 
site specific differences, eg caisson geometry and foreshore slopes. 

• The results indicate that Goda's formula over-estimates the horizontal wave 
forces on a caisson founded at the same level as the bottom of the foreshore, 
i.e. in the absence of a traditional rubble mound foundation. 
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Probabilistic calculations gave the following main results and conclusions: 

• The Goda formula gives in fact a good (average) estimate of the maximum 
horizontal wave force when the sea state has a duration of some hours, 
including about 2000 - 3000 waves. 

• Probabilistic calculations show that the reliability of (scatter around) the Goda 
formula by means of the factor r^ has by far the largest influence of all 
parameters on the probability of failure. Model tests are therefore advised in 
all cases and these will decrease this scatter and the influence on the failure 
probability. 

• Design graphs of failure probability (of sliding or overturning) versus desired 
life time of the structure can be given as a result of probabilistic calculations. 
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CHAPTER 127 

Velocity and Pressure Boundary Conditions for Flow Over 
the Permeable Boundary of a Porous Medium 

ismail Aydin1 

Abstract 

Effect of permeability on pressure distribution over the permeable 
surface of a porous medium is investigated. Measured pressure 
distributions comparing impervious and permeable cases are presented. 
Flow of the free fluid over the permeable boundary and flow of the fluid in 
the porous medium are computed numerically, maintaining the interaction of 
the two flow fields through the boundary conditions at the permeable 
surface. Turbulence is modeled by a low Reynolds number k-e model 
including a novel technique to model surface roughness effect eliminating 
the need for wall functions. 

Introduction 

The interaction between waves, currents and the loose boundary at 
the sea bottom is a basic question in the study of sediment transport 
mechanism. In most cases the loose boundary takes an ondulated shape 
with a separating complex flow field on it. The direction and the rate of 
sediment transport is strongly related to the resulting geometry of the loose 
boundary and to the dynamics of the flow over the boundary. 

Sand particles are removed from the loose boundary by the 
tangential and the pressure forces, then hold suspended by the vortex 
structures and carried forward or backward depending on overall flow 
pattern. In order to define the incipient motion of the sand particles and 
explain the sediment transport mechanism, a numerical solution of the flow 
field over the loose boundary is required. However, in such a numerical 

1   Assoc. Professor, Civil Engineering Department, METU, 06531 Ankara, Turkey 
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solution the boundary conditions for velocity and pressure on a permeable 
surface should be defined correctly. 

Two different flow regions can be defined; flow of the free fluid over 
the permeable boundary and flow of the fluid within the porous medium of 
the loose boundary. These two flow fields are strongly interacting. The flow 
of the free fluid over the ondulated surface induces a pressure variation 
along the common boundary of the two flow regions. This pressure variation 
and the traction forces acting on the common boundary excite the flow in the 
porous medium. The velocity, pressure and turbulence along the common 
boundary are affected by both flow regions. 

In flows over a porous medium it is necessary to specify boundary 
conditions on the tangential and normal components of velocity of the free 
fluid at the permeable boundary. There exists an extensive analytical 
literature which describes coupled fluid motions satisfying the Navier-Stokes 
equations in the free fluid flow and some empirical set of equations in the 
porous medium with common boundary conditions at the permeable 
interface of the two flow regions. 

Obviously, some uncertainty exists in definition of a true boundary for 
a permeable material. Therefore, it is usefull to define a nominal boundary. 
In mathematical formulation, a smooth geometric surface is considered to 
represent the nominal boundary along the surface of the porous medium. 
The nominal boundary is located at a distance such that the volumetric 
flowrate between the impervious rough surface and a fictitious surface 
placed at the tip of roughness elements is equal to the volumetric flowrate 
between the fictitious surface and the nominal boundary. In numerical 
computations, hydrodynamic consequences of roughness and permeability 
are simulated on the nominal boundary. 

Experiments 

The experiment reported here is designed to examine the nature of 
the pressure distribution on the nominal boundary of a permeable surface. 
Briefly, there is a two-dimensional steady flow between an impermeable 
rippled surface and a flat test surface opposite to the ripple (Fig.1). The 
ripple geometry is selected to induce a pressure variation on the test 
surface. Description of the ripple geometry is given in numerical model 
section. The test surface is either an impermeable flat plate or the 
permeable boundary of a saturated porous volume. 

Three experimental cases are considered. In the first case the test 
surface is fitted by a smooth solid flat plate. Pressure measurements for this 
case are indicated as "Impervious" on the figures. In the second case the 
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PERMEABLE BOUNDARY 
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1 5cm 

20cm 

Fig.1  Experimental setup 

test surface is fitted by a sieve secreen and sand material is placed in the 
box indicated as "porous volume" in Fig.1. Hydraulic conductivity of the sand 
is measured to be 1.02 cm/s. Pressure measurements for this case are 
indicated as "Porous I". In the third case the sand material is replaced with 
another sample obtained from a different source. Hydraulic conductivity of 
this material is 1.07 cm/s, almost the same as in the second case. However, 
particle size distributions of the two sand materials are quite different. 
Pressure measurements for this case are indicated as "Porous II". The 
purpose of repeating the experiments with two different sand materials of 
approximately the same permeability is simply to verify experimental 
accuracy. Pressure distributions are measured for each case at about 25 
different flowrates in the conduit. The maximum (centerline) velocity, Um, in 
the conduit is varied between 50 ~ 250 cm/sec. 

The measured pressure distributions at the test surface for the 
impervious and porous cases are shown in Fig.2 for three different 
flowrates. For Um = 95 cm/s, the difference between the pressures of the 
three test cases is negligible. Since the velocity is low, neither surface 
roughness nor permeability can affect the pressure distribution significantly. 
For Um = 159 cm/s, the pressures for the porous cases are less than the 
pressure for the impervious case at locations X > 16 cm along the test 
surface. This pressure drop is due to the surface roughness effect of the 
sand material. When the flowrate is increased to Um = 248 cm/s the effect 
of surface roughness and permeability cancel each other and the resultant 
pressure distributions for the permeable cases are almost the same as the 
impervious case pressure distribution. At this high flowrate there is a larger 
pressure drop due to surface roughness effect of the permeable test surface 
but, permeability allowing flow into the porous medium from high pressure 
points and flow out of the porous medium from low pressure points, creates 
a counter effect to the contraction of flow section by the ripple on the 
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Fig.2 Comparison of pressure distributions along the test surface for 
flowrates Um=95, Um=159, and Um=248 cm/s. 
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Fig.3 Comparison of pressures at fixed points X=28 and X=36 cm on the 
test surface as a function of flowrate in the conduit. 

apposite side. In this way the pressure drop due to roughness effect is 
compensated by the relaxation introduced by permeability of the test 
surface. 

This behavior can better be observed in Fig.3 where pressures at 
fixed points (x = 28, x = 36 cm) are compared as a function of flowrate. 
Pressure drop due to surface roughness can be recognized for UmS:95 cm/s 
and it is compensated by relaxation due to permeability for Um>190 cm/s. 

Numerical Model 

The flow of free fluid over the permeable boundary and the flow within 
the porous medium are solved simultaneously allowing interaction of the 
flow regions through the boundary conditions at the common boundary. 
Darcy law is assumed to govern the flow in the porous medium. The full 
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Navier-Stokes equations are solved in the region of free fluid flow and 
Laplace equation for pressure is solved in the porous medium. 

A useful computational grid for the free fluid region is obtained from a 
conformal mapping between the physical plane (x, y) and the computational 
plane (£, TI) defined by Eqns. (1) and (2) 

x = ^ + cm|[sina(|-^,)ea("')-s.naa-^)e-a(^)] (1) 

Y = TI-TI, - T,2 + cm Ifcosate -4,)eM + cosa^ -^ Je^•'] (2) 

for   0<£<L   ,   0<T|<TI, 

where a = 27t/L,, L = 40 cm,   H = 6cm,   TI, =-TI2 = 12 cm,, £, =0,   £2=L/2 

and cm = 1.023598. For r| = rj-j in Eqns. (1) and (2) the ripple geometry used 
in the experimental setup is obtained. The complete set of governing 
equations for the free fluid region in the computational plane are written as 

iau du du _ dy d?    dy dP     d 
J5t+Uc54+V°an    d^dri    drid£ + dt,(V° aj + &r\ 

du du 

do, dv dot dv 
(3) 

J_dv       dv        dv_dxdP_dxdP   _d_ 
J dt+U,! dl+V° dx\~ dx\dt,    dt,dr\ +dt, 

dv\    d 

®>)   dry 

dv 
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.3^ aii' 

dx du 
drfd^ 

(5) 
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a2p  a2p 
= -2pJ 

'dvdy    dv dy^\(du dx    du dx} (da dy    da dy 
d^dr\    dr\ dZ,jydr} 8Z,    dl, dr\J {d£,dr\    dx\dt, 

(6) 

where 

=    P    2, dy      dx dx      dy 
P = — +—k,       uc=u^--v—, vc=v u—^ 

p    3 dr\      dr\ dt,      di, 
•• v+vt, 

U = J 
dx d\\i    dx dy 

v<5£ ^H    dr\ dt,) ' 
v = J 

dy dy    dy dy 
<?£ dx\    dr\dl, 

J is Jacobian of coordinate transformation, vt is turbulent viscosity and k is 
turbulent kinetic energy. In the porous medium the Laplace equation for 
pressure is written as 

a2(p/Y)|a
2(P/Y) = 0 

ax2 
dy2 (7) 

Pressures along the permeable boundary are obtained by integration 
of the momentum equations on the free fluid side and are supplied as 
boundary conditions of equation (7) for the potential flow in the porous 
medium. After solution of the Laplace equation for pressure, the velocity 
components due to porous media flow are computed. Tangential velocity on 
the permeable boundary is assumed to have two components. First 
component is the velocity induced due to the external tangential stress by 
the free fluid (Beavers and Joseph 1967, Saffman 1971, Taylor 1971) and 
the second is the velocity of porous media flow due to tangential pressure 
gradient. These two velocity components are combined to give the "slip 
velocity" at the permeable boundary. 

dx 
(8) 

y=0 

where K is hydraulic conductivity and cs is the slip velocity coefficient. In the 
literature slip velocity coefficient may take values between 0.1 ~ 4. In this 
study it is fixed as unity since the slip velocity has showed no control on the 
pressure distribution over the permeable boundary for the complete range of 
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values reported in the literature. The normal component of velocity is simply 
due to porous media flow and is named as the "seepage velocity" given by. 

v.~K*£> ,9, 
dy 

The slip and seepage velocities are used as the boundary conditions for the 
momentum equations governing the free fluid flow. 

In numerical computation of the free fluid flow a different technique is 
adopted. In Poisson equation for pressure (Eqn.6) divergence of velocity is 
not included, instead, the Poisson equation for the stream function (Eqn.5) 
is solved and velocities are recomputed from the stream function to enforce 
the continuity after solution of the momentum equations. Otherwise 
computations were not converging because of the added degree of freedom 
by the slip and seepage velocities at the permeable boundary. 

Turbulent viscosity is obtained from a low Reynolds number k-e 
model as described in (Aydin and Shuto 1988). This model allows a 
complete numerical solution starting from the boundary, eliminating the 
need for wall functions. When the wall functions are removed, a new model 
for the surface roughness is required. This is accomplished by introducing 
and additional viscosity due to surface roughness (Aydin, 1993). Roughness 
viscosity is defined in terms of a roughness length scale and the velocity 
gradient at the wall, 

M ur =1; — 
Wy=o 

(10) 

and the roughness length scale is given as 

lr=0.4ksfr (11) 

where ks is the equivalent sand roughness height and fr is a function to 
express the turbulence level in terms of the roughness Reynolds number. 

fr = r r^ vr 02) 
[l.-exp(-0.09R°k

6)] 

and 
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R, 
ksu. (13) 

In computations, turbulent viscosity at a point next to a boundary is equated 
to the roughness viscosity if uj < ur. 

Computations and Results 

Pressure distributions for the first experimental case, the impervious 
boundary, are computed by the numerical model described above. 
Computed pressures are compared to experimental data at four different 
flowrates in Fig.4. In general computation and experiment agrees well, 
expect the end points (X = 40 cm). This is due to the uniform flow conditions 
imposed at the end of the computational domain which may be achieved at 
further downstream locations. Before computing the permeable cases, 
effects of surface roughness and permeability are studied separately. 
Pressure distributions on the test surface for Um = 248 cm/s using diffe'rent 
ks values are shown in Fig. 5. This figure indicates that the pressure drop 
along the test surface increases with the surface roughness. Fig. 6 shows 
pressure distributions for the same flowrate using different hydraulic 
conductivity values keeping ks = 0. It is clearly observed that the increase in 
permeability reduces the pressure drop on the test surface. 

ooooo Um = 248 
ODDDQ Um = 218 
aaisaUm=lB3  cm/s 
oo oo » Um=128  cm/s 

20 
X   (cm) 

Fig.4 Comparison of computed and measured pressures along the test 
surface for impervious boundary. 
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Fig.5 Pressure distributions along the test surface for different surface 
roghness values. 

-10 

(X 

Fig.6 Pressure distributions along the test surface for different hydraulic 
conductivity values. 
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Fig.7 Comparison of computed and measured pressures along the test 
surface for permeable cases 
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Fig.8 Hydraulic conductivity as a function of roughness Reynolds number 
along the test surface 
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The roughness model used in this study, as well as other models, 
represents the roughness effect due to surface irregularities. When the 
surface is permeable, the roughness effect will be increased by permeability 
since it allows turbulent fluctuations to enter into pores of the medium. On 
the other hand high turbulence due to free fluid flow near the boundary 
reduces permeability of the surface. 

In this study the effect of permeability on roughness effect is ignored 
and dependence of permeability of a porous boundary to the turbulence 
level is investigated. Numerical model is forced to satisfy the experimentally 
measured pressures along the test surface for variable hydraulic 
conductivity at each computational node. Fig.7 shows a comparison of the 
measured and computed pressures for permeable test surface with variable 
hydraulic conductivity. Hydraulic conductivity values used to fit the 
measured pressures are shown in Fig.8 as a function of roughness 
Reynolds number. In this figure K0 represents the hydraulic conductivity for 
laminar flow conditions. As seen from the figure, hydraulic conductivity is 
reduced by turbulence when the hydrodynamically rough condition is 
reached and the reduction is about 50 % at a roughness Reynolds number 
of 400. However, in order to be able to give an expression of the relation 
between hydraulic conductivity and rougness Reynolds number, the effect of 
permeability on surface roughness should be clarified. 
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CHAPTER 128 

Physical Experiments on the Effects of Groins on Shore 
Morphology 

Peyman Badiei1, J. William Kamphuis1, David G. Hamilton1 

Abstract 
Physical mobile bed models were used to study the morphological effects of groins on 
an initially straight beach that was exposed to obliquely incident irregular waves. The 
tests were carried out at two different wave basins with the beach length of 8 and 28 m. 
A straight beach in the absence of groins was tested for each set of variables, then one 
or two impermeable surface piercing groins with different lengths were installed and 
tested. A detailed morphological and hydrodynamic data base was acquired which can 
be used for calibration and verification of numerical morphology models. Testing 
procedure and conditions are explained and typical results are presented along with a 
preliminary analysis which reveals the significant features of the evolution of beach 
bathymetry. 

1. Introduction 
Mobile bed models are widely used to study the problems dealing with 

morphological changes of coastal zones. The rapid growth in instrumentation 
technology has strengthened these models to provide more accurate and reliable 
results. The application of these models, however, is accompanied by problems 
associated with scale effects, boundary effects and operational errors discussed among 
others by Kamphuis (1991) and Hughes (1993). Kraus and Larson (1988) and Larson 
(1988) discuss examples of the application of large flumes in 2D morphology models 
to reduce the scale effects. The reduction of scale effects by using large basins, 
however, is not yet accomplished for a 3D model where wave induced longshore 
currents play a major role. In spite of these problems, mobile bed models are a unique 
way of providing a controllable environment for acquiring reliable data and insight into 
the physical processes. 

Department of Civil Engineering, Queen's University, Kingston, Ontario, Canada, K7L 3N6 
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In the present study a series of mobile bed process models (Kamphuis (1991)) 
were employed to investigate the effects of groins on the evolution of shore 
morphology under the attack of waves approaching with an angle towards the 
shoreline. These tests were carried out at the Queen's University Coastal Engineering 
Research Laboratory (QUCERL) and the Hydraulic Laboratory of the National 
Research Council of Canada (NRCC). 

2. Objectives 
This study attempts to understand the hydrodynamic and sediment processes 

near groins through the use of both physical and numerical models. The hydraulic 
model results provide a data base for the calibration and verification of a detailed 
numerical morphology model. The numerical model in turn will be used first to 
simulate the hydraulic model results and then to scale up to prototype, thus 
circumventing some of the shortcoming of the physical model. This paper presents the 
results of physical experiments. 

A review of the very few mobile bed tests on groins reported in the literature 
(Barcelo (1968) and (1970), Price and Tomlinson (1968) and Hulsbergen et al (1978)) 
shows that no such comprehensive data base is at hand which can be used for the 
purpose of this study. The results of the available experiments have some common 
features; (l)tests were performed with regular waves, (2)they were restricted to one or 
two aspects and the overall impact of the groins was not investigated and (3) the data 
collection was limited to recording some parts of the overall process and many 
important details are lost. 

Regular waves have concentrated energy around a single frequency, so they 
produce exaggerated offshore bar and strong rip currents (described by Hulsbergen et 
al (1978) as 'chaotic current patterns'). These effects which distort the test results and 
make the testing operation unmanageable were avoided in the present study by using 
irregular long crested waves. Moreover irregular waves have a closer resemblance to 
the waves in prototype. Detailed morphological data were collected along with 
measurements of hydrodynamic conditions (waves and currents). Because the changes 
in morphology made it difficult to perform sufficient steady state current 
measurements, a separate series of fixed bed tests were carried out at QUCERL basin 
to provide a more detailed hydrodynamic data base. The results of these tests will be 
discussed in a later paper. Finally, instead of looking at some specific features of 
morphological changes, within the framework of the variables of these tests (discussed 
in Section 3), all the important aspects of the groin impact on an initially straight beach 
were considered. During the tests and in the analysis of the results, special attention 
was given to the following morphological features: 

1. The bar-groin interaction which affects the position of the breaker, the width of 
the surfzone, the reformation of the longshore current and the sediment 
transport distribution. 
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2. The extent and geometry of the accretion and erosion zones on either side of 
groin(s) which shows the length of the beach affected by the groin. In this 
regard the accretion and erosion pattern inside the groin bays are also very 
important. 

3. The local scour holes or channels around the groin created by strong currents 
that are vital to the design of the groin structure. 

3. Testing Procedure 
Among the large number of parameters which could be varied in such tests, it 

was decided, due to practical limitations, to keep the following parameters constant. 
Based on a JONS WAP spectrum, irregular wave trains composed of 200 waves with a 
peak period of Tp = 1.15 s and groupiness factor of G = 0.8 were used. The mean 
diameter of the sand (D50 ) was 0.12 mm and the initial slope of the beach (m) was 
0.1. The deep water wave angle a and the ratio of S8/Lg where Sg is the distance 
between the groins and Lg is the groin length measured from the still water line, were 
also constants. The variable quantities were the incident wave height H„ the position 
and the number of groins and the ratio of Lg/Lb where Lb is the distance of the offshore 
bar (prior to the installation of any groin) measured from the still water line. 

Table 1: QUCERL mobile bed tests summary 

| Test 
No. 

Test 
Description 

Target 
Hs (cm) 

Duration 
(hrs) 

Estimate 
Le/Lb 

Groin 
Position (m) 

QT1 Single Groin Variable — — 
QT2 Single Groin 6.0 25.2 1.0 Y = 4.50 
QT3 Single Groin 6.0 22.0 0.9 Y = 4.50 
QT4 Single Groin 6.0 26.0 1.12 Y = 4.50 
QT5 Single Groin 6.0 28.0 0.95 Y = 4.50 
QT6 Straight Beach 6.0 24.0 N/A N/A 
QT7 Straight Beach 6.0 24.0 N/A N/A 
QT8 Single Groin 6.0 12.0 0.5 Y = 8.25 
QT9 Single Groin 6.0 12.0 1.0 Y = 8.25 

QT10 Single Groin 6.0 16.0 1.5 Y = 8.25 
QT11 Single Groin 8.0 14.0 1.0 Y = 8.25 

j QT12 Straight Beach 8.0 12.0 N/A N/A 
I QT13 Single Groin 8.0 12.0 0.75 Y = 8.25 

Tabli '2:NRCCn tobile bed te sts summary 

1   Test 
No. 

Test 
Description 

Target 
Hs (cm) 

Duration 
(hrs) 

Estimate 
Le/Lb 

Groin 
Position (m) 

NT1 Straight Beach 8.0 12.0 N/A N/A 
NT2 Single Groin 8.0 12.0 1.0 Y= 15.50 
NT3 Double Groin 8.0 12.0 1.0 Y=18.75 & 15.50 
NT4 Double Groin 8.0 12.0 1.4 Y=20.25& 15.50 
NTS Double Groin 8.0 12.0 0.8 Y=18.10 & 15.50 
NT6 Double Groin 10.0 12.0 1.0 Y=20.50& 15.50 
NT7 Double Groin 6.0 12.0 1.0 Y=17.68 & 12.00 



EFFECTS OF GROINS 1785 

20.0 m 

Figure 1: QUCERL Basin 

Tables (1) and (2) summarize the 
tests carried out at QUCERL and 
NRCC respectively. Here Y is the 
distance from the updrift wave guide 
shown in Figures 1 and 2. 

At the beginning of each test the 
sandy beach was reshaped to a plane 
1:10 slope. Then the beach was 
exposed to waves for four hours. At 
that time a clear offshore bar- 
trough/step formation (as defined by 
point 2 in Figure (23) had developed. 
When groins were tested they were 
installed at this stage. The tests were 
continued thereafter in 2 hour cycles. 

Figures 1 and 2 show the layout 
of the basins at QUCERL and NRCC 
respectively. Both basins had a closed 
updrift and an open downdrift boundary 
and the wave generators were raised 
above the floor so that water could 
flow underneath them. This measure 
according to Kamphuis (1977) would 
reduce circulation in the testing zone. 

For an easier comparison with 
QUCERL, the NRCC results were 
transformed into their mirror image so 
that in all the test results the longshore 
current flows from right to left. 

At QUCERL the angle a of the 
wave generator was 10° in a water 
depth of 0.55 to 0.58 m and at NRCC 
this angle was 11.6° in a depth of 0.65 
m 

Wet sediment was fed to the updrift boundary at a rate calculated by the 
expression developed by Kamphuis (1991a) which yields 27.5, 48 and 74.4 kg/hr of 
submerged sand for 6, 8 and 10 cm wave heights respectively. This amount was 
divided into two parts fed separately to the swash zone and near the offshore bar/step. 
The sediment was trapped at the downdrift boundary and its submerged weight was 
measured by the loadcells connected to the traps. When the accumulated sand filled 
the traps it was recirculated into the storage bin near the feeder. 

Figure 2: NRCC Basin 
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The Generalized Data Analysis Package (GEDAP) developed by NRCC was 
used for data acquisition. Waves and wave induced currents, submerged weight of the 
sand in the traps and bottom topography were measured during each two hour testing 
cycle. Sampling frequency in all these measurements was 20 Hz and sampling duration 
for waves and currents was 230 s which covered all the 200 waves with an average 
period of 1.15 s. 

Fifteen capacitance type wave probes with 0.20 m spacing measured the wave 
height profile perpendicular to the shore line from offshore of the breaker up to a point 
near the still water line. Deep water wave probes (one at QUCERL and three at 
NRCC) measured the deep water waves. 

Electromagnetic (EM) bi- 
directional, sphere-headed current 
meters were used in both series of tests. 
Two current meters were used at 
QUCERL and maximum of four were 
used at NRCC. They were spaced at a 
distance greater than 0.25 m to avoid 
electrical interference. The time 
averaged velocities in X and Y 
directions were calculated from the 
measured time series and recorded. 

In the first six tests at QUCERL 
and in all the NRCC tests the PV-07 

bed profiler manufactured by Delft Hydraulic Laboratory (Villaneuva(1989)) was used 
to survey the beach topography. In the other tests another bed profiler, designed and 
manufactured at QUCERL was used, shown in Figure 3. Here a roller (8) which was 
connected to the end of a pointing rod (7) followed the beach profile by simply resting 
on the sand. Knowing the length L and the angle a which was measured by the 
reading of a potentiometer (6), the depth at each point was calculated. The distance in 
the X direction from the base line in (shown in Figure 1) was calculated from the 
readings of another potentiometer (3). 

4. Analysis of Morphological Data 
The collected data along with the observations while performing the experiments 

are the basis of this first step of analysis. It should be mentioned that in the contour 
plots of the bathymetry and wave heights and the velocity vector plots of NRCC test 
results, the plotted distances in the X direction appear twice as large as the Y distances 
to make the plots clearer. Thus the angles of the velocity vectors are distorted. 

4.1. Straight Beach Tests 
Four straight beach tests without any groins were performed as summarized in 

Tables 1 and 2. Comparing the results of these tests with the ones performed with 

(1) Counter Boilance Weight 
(2) Puling Cable 
(3) Distance Measurement Potentiometer ^ 
(<f) Mounting Structure 
(5) Guide Track 
(6) Angle Measurement Potentiometer 
(7) Pointing Rod 
(8)Roler 

Figure 3: QUCERL Profiler 
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groins allows the determination of the net effects of the groins. The contour plots of 
the beach bathymetry for tests QT7 after 14 hours and NT1 after 12 hours of testing 
are shown in Figures 4 and 5. The straight and parallel contour lines indicate that a 
straight and long beach was correctly modelled. The averages of three middle profiles 
(X =3,4 and 5 m) in QT7 and five middle profiles (X =13.5,15.5,17.5,19.5 and 21.5 
m) in NT1 at different times are shown in Figures 6 and 7. These two Figures suggest 
that an equilibrium beach profile was not formed even after long hours of testing at 
QUCERL. They also show that smoother offshore bars were formed compared to the 
tests with regular waves reported by Larson(1988) and Kamphuis (1994). No build up 
of the offshore bar was observed after the first four hours of testing as opposed to 
Larson(1988). The smoother profile of the offshore bar formed by irregular waves is 
caused by the breaking of individual waves at different locations. 

QT7 Bathymetry ©  14 hrs 

800 i 600 * 400 * 200 A 

Figure 4: Hs =<5 cm, no groins. 

NT1 Bathymetry @ 12 hrs 

2400  2000  1600  1200   800   400 

Figure 5: H, =8 cm, no groins. 
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4.2. Single Groin Near the Trap 

Five tests were performed in this group to monitor the changes in the cross 
shore distribution of sediment transport rate downdrift of the groin and to evaluate the 
updrift length of the beach affected  by the groin. The details of measuring the 
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Figure 8: Cross shore sediment transport distribution at 4 and 12 firs in QT8 with L/Li, =0.5 
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Figure 9: Cross shore sediment transport distribution at 4 and 16 hrs in QT10 with L/Lb =7.5 

distribution of sediment transport rate at the sediment trap are explained in Kamphuis 
and Kooistra (1990). Figures 8 and 9 show typical examples of these distributions for 
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two extreme cases of Lg/Lb =0.5 and 1.5 (Tests QT8 and QT10 respectively). These 
Figures show the distributions at 4 hours with no groin and sometime after the groin 
was installed. In QT8 a considerable portion of the sand was bypassed into the trap. 
On the contrary in QT10, after 16 hours, practically no sediment was caught by the 
trap and all of the sediments were either accreted updrift of the groin or diverted 
offshore and created a shoal. Figure 8 shows an offshore shift of the peak of the 
longshore sediment transport rate, indicating that even a short groin deflects the 
longshore sediment flow. 

Figure 10 presents the contours of QT10 at 4 and 16 hours. The still water line 
called Lo and the contour line with the closest depth to the breaker depth (here -8 cm) 
called Lb, , are highlighted. These lines are used to trace the evolution of beach 
bathymetry. Lbr and Lo run almost parallel to each other during this test and both of 

QT10 Bathymetry @ 04 hrs 

(a) 

QT10 Bathymetry @   16  hrs 
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Figure 10: Hs =6 cm, groin at the sediment trap, Lg /Lh -1.5. 
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Figure 11: QT10 profiles at X=4 m 

them were deflected seaward by the groin. 
Lb,, as shown in Figure 10 almost reached 
the head of the groin after 16 hrs. 

Figure 11 shows that in QT10 the still 
water line at X=4 m did not recede 
shoreward. The accretion caused by the 
groin at this location compensated the 
recession of the still water line, Lo, that was 
observed in the straight beach tests 
(discussed in Section 4.1). The distance of 
this point from the groin is almost equal to 
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that of the updrift boundary from the groin in QUCERL test with a groin in the middle 
of the basin. Evidently in these tests the groin affects the updrift boundary and the long 
beach condition updrift of the groin is not valid. 

4.3. Groin(s) in the Middle of the Basin 

4.3.1. Single Groin in the Middle of the Basin 

The contour plots of QT3 and NT2 shown in Figures 12 and 13 will be 
discussed as two examples in this group. Because the boundaries are affected by the 
groin, the contour pattern on either side of the groin in QT3 does not show the 
expected shape. Local effects near the groin such as the shift in Lo on either side of the 
groin, the deflection of Ly (depth 8 cm) to the offshore direction and the formation of 
a scour hole near the head of the groin are all well presented by this model, thus the 
results of this model are still useful as input to a numerical model. Nevertheless, to 
reduce the boundary effects, similar tests were carried out at NRCC and the result of 
the test with a single groin is shown in Figure 13 which shows a significant 
improvement. Here on the updrift side, Lo remained parallel to its original position far 
from the groin and advanced seaward close to the groin. Downdrift of the groin L0 

receded shoreward except in the close vicinity of the groin and its direction was similar 
to that of Lo on the updrift side. The formation of a scour hole near the head of the 
groin was also quite obvious. In addition, a shoal was created in front of the groin 
which was due to the deposition of the deflected longshore sediment flow. Line Lbr 

(depth -10 cm ) runs parallel to Lo on the updrift side and remains parallel to its 
original alignment downdrift of the groin. 

QT3 Bathymetry   @   16  hrs 
600 N- 

500 N_ 

300 N_ 

200 N_ 

800 it 

NT2 Bathymetry © 12 hrs 

2400  2000  1600  1200   600   400 

Figure 12: Hs =6cm, Lt /Lb =0.9 Figure 13: Hs =8 cm, Lg/Lb=l. 

4.3.2. Double Groins in the Middle of the Basin 

Figures 14-16 show the bathymetry of the tests with double groins with Lg/Lh 
=0.8 to 1.4 and FL=8 cm at 12 hrs. Note that the updrift sides of Figures 13 and 14 are 
quite similar which is an indication of the repeatability of the tests. Two distinct shoals 
were formed offshore of the heads of the groins. These shoals were absent with short 
groins (Lg/Lb =0.8, in test NT5). 
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NT3 Bathymetry @ 12 hrs NT4 Bathymetry @ 12 hrs 

Figure 14: Hs =8 cm, Lg /Lb =1. 

NT5 Bathymetry @ 12 hrs 
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Figure 15: Hs =8 cm, Lg/Lt =1.4. 

The bypassed sediments collected 
downdrift near the groin and partly filled 
the zone eroded by the sediment transport 
rate deficit. This formed a depression zone 
(a ditch) at a distance downdrift of the 
groin. The ditch was closer to the groin 
with the longest groin (Figure 15) because 
the bypassing was small and was almost 
absent with shortest groin (Figure 16) due 
to increased bypassing. The contour line 
pattern on both sides of groins were similar 
with NT2. 

The contour lines in the bay between 
the groins were more inclined and parallel to the incoming wave crests in NT4 where 
Sg was longer and little bypassing into the bay was allowed by the long groin. 

Test NT6 with Hs =10 cm at 12 hrs is shown in Figure 17. The diversion of the 
more powerful longshore sediment flow caused a distinct offshore shoal, and more 
offshore contour lines were affected. Finally the topography of the low energy test 
NT7 at 12 hrs is presented in Figure 18. 

: irror 
Figure 16: Hs =8 cm, Ls/Lb =0.8. 

NT6 Bathymetry @  12 hrs 

2400  2000  1600  1200   800 

NT7 Bathymetry @  12 hrs 

0  2000  1600  1200   600   400 

Figure 17: Hs "10cm, Lg/Lb =1. Figure 18: H, =<5 cm, Lg/Lb =1. 
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In Figures 14-16 Lb, is the -10 cm contour line. With the short groin shown in Figure 
16, Lb, is almost unaffected by the groin. Lo in this case matches the expected pattern. 
In Figure 14 where L/U =1, the groin deflects L^ to some extent and for the 
case of the long groin shown in Figure 15, Lb, is deflected considerably and runs 
almost parallel to Lo both updrift and downdrift of the groins. It is seen that the 
behaviour of Lb, depends to a great extent, on the length of the groin. 

4.4. Net Morphological Changes Caused by Groins 

As shown in Section 4.1 the bottom topographies in all the straight beach tests 
were continuously evolving and no equilibrium condition was reached. To differentiate 
between the bottom changes in a straight beach and that caused by the groin(s) the 
topographies of these two after the same duration of testing were subtracted from 
each other. Examples are shown in Figures 19-22. Here the dashed contour lines show 
the eroded zones and the solid lines represent the accreted areas. In all these figures it 
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Figure 19: Net groin effect in NT2 at 12 firs Figure 20: Net groin effect in NT3 at 12 hrs 
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Figure 21: Net groin effect in NT4 at 12 hrs        Figure 22: Net groin effect in NTS at 12 hrs 

is seen that the amount of net accretion caused by the groins is considerably more than 
the net erosion. This is possibly caused by the closeness of the downdrift boundary. It 
is not far enough from the groin to allow the erosion to compensate the accreted 
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(a) (b) 
1. Beach Head 
2. Bar Crest 
3. Bar Trough 
4. Still Water Line 

Figure 23: Definition of characteristic points 

volume updrift of the groin. The nonuniformity of the longshore current due to the 
circulation inside the basin could be another reason for this imbalance. The presence of 
offshore shoal is quite clear in Figures 20 and 21. 

4.5. Analysis of Characteristic Lines 

The behaviour and evolution 
of the beach bathymetry can be 
studied by monitoring the changes in 
the positions of some characteristic 
points which define the geometry of 
the active zone of the beach profile. 
These points are defined in Figure 
23. The offshore bar/step position is 
closely related to the breaker point 
and the beach head is located at the 
end of the wave uprush. The beach 
head and the offshore bar/step also define the boundaries of a channel in which most 
of the longshore sediment flow occurs. A FORTRAN code was written to detect the 
positions of these points based on the measured profiles. 

The results of this analysis on 
the straight beach in test NT1 is 
shown in Figure 24. The process of 
beach profile lengthening in which 
beach head recedes and bar crest 
(offshore step) advances offshore is 
quite apparent if the characteristic 
lines of this test at different times 
are compared. It is also seen that the 
position of the bar crest (or the 
offshore step) and trough varied 
along the shore with a maximum 
difference of about 0.50 m in the X 
direction. A rip current which 
pushed the breaker and 
consequently the offshore bar/step 
away from the shore line is 
considered to be the cause of this 
behaviour. The formation of the rip 
currents in an experimental wave 
basin  will  be  presented  in  more 
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Figure 24: Characteristic lines for NT1 at 12 hrs 
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Figure 25: Characteristic lines for NT4 at 12 hrs 
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detail in a later paper. The comparison of L0 and Lb, in Figure 15 and the bar/step and 
beach head characteristic lines in Figure 25 shows a similar pattern for the channel of 
longshore current in this test. 

5. Wave and Current Data 

To conduct these tests properly a large number of wave and current 
measurements within a short period of time were necessary to have a clear impression 
of waves and current patterns inside the testing zone which is unaffected by the 
changes in the movable bed. It was decided for practical reasons to perform limited 
measurements on waves and currents in these series of tests and use a fixed bed model 
later to acquire more detailed data on waves and currents. At NRCC more data 
acquisition channels were available, which provided a large number of simultaneous 
wave measurements. Thus the intensity of wave data within each test cycle was high 
enough as shown in Figure 26 to give a clear view of the wave pattern around the 
groins. 

Typical results of wave and current measurements are presented in Figure 26 
and 27. 
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Figure 26: H^, contours in NT4 at 12 hrs 
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Figure 27: Velocities in NT4 at 6 hrs 

6. Conclusions: 
• Detailed morphological and hydrodynamic data were acquired in a set of 

mobile bed hydraulic model tests with and without groins 
• At QUCERL the short distance of the boundaries from the groin prevented the 

simulation of a long beach on either side of a groin. The effects of the groin(s) 
on the boundaries were smaller in the tests at NRCC but not totally 
eliminated. However the boundary conditions in both series of these tests were 
measured and knowing these boundary conditions will permit the use of the 
collected data in a numerical model. 
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Straight and parallel contour lines in straight beach tests both at QUCERL and 
NRCC indicate that a long straight beach was successfully modeled. 
Equilibrium beach profiles were not observed even after long hours of testing 
(maximum of 28 hours at QUCERL). In contrast to the tests with regular 
waves no pronounced offshore bar was formed and in most of the cases an 
offshore step was created instead of an offshore bar. No build-up of the 
offshore bar was observed after the first four hours of testing. 
The QUCERL tests with a groin at the trap showed that with a long groin, 
practically no sand was bypassed into the trap; the sediments were either 
accreted updrift of the groin or diverted offshore. A short groin on the other 
hand permitted some bypassing and simply deflected the peak of the longshore 
sediment transport rate offshore. 
The updrift accretion and downdrift erosion in the NRCC tests were quite 
similar to the expected pattern formed by groins on a straight and long beach. 
However, in these tests, the net erosion caused by the groin(s) was less than 
the net accretion which indicates that the downdrift boundary was not far 
enough from the groin. 
In the test with two long groins (NT4 ) the span of the bay was long enough 
and little bypassing was permitted so the contour lines inside the groin bay 
became parallel with the crests of the incoming waves. For the rest of the tests 
with double groins, the alignment of the contour lines (Lo in particular) did not 
change significantly inside the groin bay. 
The bypassing of sand created a shoal offshore of the head of the groin. The 
size of the shoal was proportional to the length of the groin. Longer groins 
diverted more sand offshore and created a more distinct shoal. 
The formation of a depression zone downdrift of the groin was also caused by 
sand bypassing. The depression zone which had the form of a ditch or a 
channel, was aligned with an angle to the groin and its location was farther 
from the groin when the groin was shorter. In prototype such a ditch will not 
be formed because of the variations in the wave condition. But its presence in 
these experiments with a persistent wave condition is essential to test the 
ability of a detailed numerical model to correctly simulate this process. 
The formation of a scour hole near the head of the groin is quite evident in all 
the tests both at QUCERL and at NRCC. The scouring channels however are 
not shown in the bathymetry plots because of the resolution of the surveying. 
The presence of rip currents in the NRCC basin was shown by the analysis of 
characteristic lines. Rip currents pushed the location of the breaker point and 
consequently the offshore bar/step away from the shore and caused changes in 
the position of characteristic points i.e. offshore bar/step, along the shore of a 
beach without groins. 
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CHAPTER 129 

Line-Modeling of  Shoreface Nourishment. 

by 
Willem  T.Bakker1,   Nico  F.Kersting2   and  Hanz   D.Niemeyer3 

Abstract 
Using line modeling, in the scope of the NOURTEC project a prediction is made concerning the 

behavior of the shoreface nourishment of Terschelling and an evaluation concerning the behavior 

of the combined supply on beach and shoreface at Norderney. Computations suggest smaller long- 

shore diffusitivity on the upper beach than on the zone between NAP-1 m to -3 m for Terschelling 

and the inverse for Norderney (groynes 1) . Cross-shore diffusitivity at Norderney appears to be 

much larger than at Terschelling. If further investigations substantiate those results, these 

lead to the conclusion, that shoreface nourishment at Norderney is still more preferable than at 

Terschelling. 

WEST   GERMANY 
Fig.l. 

Location Terschelling and 

Norderney 

THE 

NETHERLANDS   

1   Introduction 
In  the  scope  of  the  NOURTEC project   (cf.Mulder  et 
al.,1994)   national  coastal  authorities   in  three  different 
countries  around the North Sea   (Germany,   the Netherlands 

J. Netherlands Centre for Coastal Research (on secondment from Rijkswaterstaat, The Hague); 

Delft Univ. of Techn., Stevinweg 1, 2628 CN Delft, The Netherlands 

2 Delft Univ.of Techn., stevinweg 1, 2628 CN Delft, The Netherlands 

3 Coastal Research Station Norderney, An der Mttile 5, D2982 Norderney, Germany 
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and Denmark)  have carried out full-scale experiments 
with alternative coastal nourishment techniques: shore- 
face nourishment and combinations of shoreface and beach 
nourishment. These experiments are implemented under a 
range of environmental conditions. Extensive modelling 
and monitoring programmes form an essential part of the 
projects. The present paper deals with the prediction of 
the coastal behaviour with the aid of line models and 
comparison with prototype data for the Dutch and German 
supply: at Terschelling and Norderney (fig.l) respect- 
ively. In the future, also an analysis of the Danish sup- 
ply will be given. A more detailed description of the 
investigations is given by Bakker & Kersting (1994) and 
by Kersting, Bakker & Niemeyer (1995) respectively. 

2 Terschelling 

2.1 Situation 

An underwater supply of 
ca. 2 Mrri^ has been car- 
"ried out in spring and 
summer of 1993 on the 
Dutch Wadden isle of 
Terschelling. Fig. 2 
shows the site. 
Three breaker bars are 
gradually moving seaward 
along the whole stretch; 

Fig.2        Location study area     Terschelling the   motion   is   periodic. 

Mutual distance between the breaker bars is 500 m; 
seaward propagation velocity is 50 m/year and period 10 
years. Depth-averaged (between NAP + 3 m and NAP - 6 m; 
"NAP" denotes a level, which is about mean sea level) the 
area under consideration shows a coastal retreat of about 
2.75 m/year. 

Terschelling 

2.2 Three-line model 

Site of 
supply / 

J 
-6           /1~~~-' 

Fig.3.  Schematization 3-li 
theory 

ne 

Concerning the principles of line 
modeling is referred to the lit- 
erature (Bakker, 1968a etc.). 
In the three-line model used the 
coastal zone is schematized in 
three zones (fig.3), which will 
be called: "beach", "inshore" and 
"deeper part". 

In each zone it is assumed that all contour lines remain 
parallel and that the profile in this zone only moves 
horizontally. It is sufficient to compute only an average 
line in each zone, because it characterizes this zone. 
There is assumed to be a horizontal separation plane 
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between the zones. The sediment transport between the 
lines is assumed to be proportional to the difference 
between the equilibrium distance and the actual distance 
between the characterizing lines. 
In the present application an initial equilibrium posi- 
tion (before any supply takes place) is assumed, where 
the three lines are straight and parallel (fig.4). 
Distances Yi,2,3, are the deviations of the lines of the 
beach, inshore and deeper part, compared with this 
initial position. The y-value is computed by dividing the 
surplus volume in a zone (with respect to the initial 
position) by its height. In case yi=y2 = Y3, the profile 
again is an equilibrium slope. If longshore transport 
could be neglected (see Appendix) the coast would tend to 
this equilibrium, if for instance originally sand on the 
inshore would have been supplied (fig.4). 

yz*~ Fig.4. Def inition y,,y2,y, 

The process, sketched above results in cross-shore diffu- 
sion of sand. Adding longshore diffusion to the cross- 
shore diffusion, according to the approach of 
Pelnard-Considere (1954) and Bakker (1968a), the 
following dynamic equations can be derived: 

dyl    sY   d2
yi    syl 

 = —* ; — *(yi~y?) (la) 
dt      h1    dx\     h,    vyi    y2j V      ' 

dy2    s2^2y2 sy, sy2 
~^T = TT T~T + T~*Cyi-y2)-T-*(y2-y3) (ifc) dt     n2   dx\     ti2 n2 

dy3    s3   d2y3   sy2 
 = •—*— *(y?-yO (lc) 
dt     h3   dx\    h3   

vyz   y3) y    ' 

On the lefthand side is the accretion of line of beach, 
inshore and deeper part respectively. On the righthand 
side the gradient of the longshore transport is deter- 
mined by the constants slls2  and s3 respectively; the 
cross-shore transport ("beach to inshore" and "inshore to 
deeper part") by syl and sy2 respectively, hi,2,3 denotes 
the depth allotted to the three zones. Fig 5 shows the 
diffusion of the (originally rectangular) supply shape in 
longshore direction in the course of time. 

t=0     t=1 year    t=2 years   t=3 years   t=6 years   t=10 years 
Fig. 5 Diffusion of supply 
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2.3 Coastal constants 

Cross-shore constants: by the supply (between two breaker 
bars; fig.3) the breaker bars get an "antropogenic dis- 
tortion" . It is assumed, that by a diffusion process the 
sand, involved in this distortion will diffuse to the 
neighbouring breaker bars. Furthermore, it is assumed, 
that the velocity of diffusion is related to the time 
laps between the replacement of one bar by the next-land- 
ward bar. Per cycle, a certain percentage (determined by 
"engineering judgement") is retained; the rest of the 
sand is transported to the two adjacent breaker bars. 
The engineering judgement is based upon the solution of 
Smit (1987) for the cross-shore diffusion, reproduced in 
the Appendix. From his equations it can be derived, that 
in a period T01(defined in the Appendix) the process of 
spreading the supply evenly over the profile is completed 
for almost 80 %. It does not seem illogical to assume, 
that the diffusion process to a similar rate is accom- 
plished during the propagation period of the bars. The 
periods 7"01 and T02  are therefore chosen both equal to 10 
years. With values for h12.3  (6 m, 3 m,3 m; see fig.3), 
values of syl and sy2  of respectively .2 and .15 m/year 
are found. A higher cross-shore diffusitivity at the 
upper part is found than at the lower part, which seems 
reasonable. 
It is assumed, that processes, dominated by the diffusion 
of the supply can be linearly superponed to the natural 
longshore and cross-shore coastal processes. The latter 
processes are implemented by assuming an autonomous ero- 
sion of 2.75 m/yr for the zone between NAP -6m and NAP + 
3 m (derived from Van Vessem, 1992) 
In the mathematical model it is assumed, that cross-shore 
transport of supply below a level of NAP -9m is negleg- 
ible (during the time of consideration) compared to the 
transport above this level. Thus, in the model no 
period-averaged cross-shore transport is assumed by the 
periodical motion of the breaker bars as such. 

To determine the longshore constants for the line-model 
use is made of the CERC-formula and the assumptions of 
Svasek (1968): the local sediment transport between two 
contour lines is proportional to the longshore component 
of the decrease of the energy flux between those two 
lines. For detailed description is referred to Svasek & 
Bijker (1969), Bakker et al. (1971), Ten Hoopen & Bakker 
(1974) and to Bakker et al.(1988). 
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a- Mill v 

1 r 

Sloping shores (fig.6) have 
been assumed between terraces, 
separating beach, inshore and 
deeper zone; local height of 
the spilling breaker is taken 
proportional to local depth. 
Total wave climate has been 
taken into account, taking dis- 
crete wave classes, each 
defined by a certain wave 
height H, period T and direc- 
tion <|) and a probability of 
occurrence: 

Fig.6 Schemat i zat i on used for transport S ± ^ S H T  6* P   (//,T,(b) (2) 
computat i ons 

Fig. 7 shows the various 
classes of wave direction, 
translated into angles of 
incidence. 
Vertical tide has been taken 
into account by schematizing 
it by a number of levels, 
combined with its probabil- 
ity of occurrence; further- 
more it has been taken into 
account, that high waves 
from certain directions are 

linked with water level rise (storm surge height). 
The black arrows in fig.8 give the transport rates when 
all contour lines are parallel. Under those circumstances 
the method results in a total depth-integrated longshore 
transport for a certain H,T,(|> as given by the 

-82.5 

+82.5 

Fig.7. Directions of wave approach. 

CERC-formula: S, .040//biSi9n6C6sin((>b*cos<|)t (3) 
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-2° 0.DO4 66.30 134.4 -15.22 45.56 -8.732 0 131.2 

0° 0 0 5.518 0 1.428 0 0 4.09 

Fig.8 Transport rates along the three zones as  Table 1. Transport rates (103 m^/yr) 
function of angle of approach of the waves     Volumes of the arrows in fig.8 are pro- 
at deep water and the effect of 6-*2°.        portional to numbers in table 1. 



1802 COASTAL ENGINEERING 1994 

The columns in fig.8 denote the various angles of wave 
incidence; the 3 sets of 3 rows the 3 zones. The size of 
the arrows is proportional to the transport (weighted 
with its probability of occurrence) integrated over all 
classes of H and T. Probability of occurrence has been 
derived from SON, a measurement station in the vicinity 
of Schiermonnikoog. Wave data have been made available by 
Rijkswaterstaat (Roskam 1988). 
Calculated numerical values of transport rates (in thou- 
sands nvVyear) are depicted in table 1 (the lines "0 
degree "; for beach, inshore and deeper zone 
respectively). 

For both upper zones the longshore transport has been 
computed three times for each wave direction: apart from 
assuming parallel depth contours also the angle of the 
beach (inshore) has been turned over an angle 6 with 
respect to the other contour lines. For instance: in fig 
6 the angle of the beach is turned. The gray arrows in 
fig 8a show the effect, where 5 has been chosen ±2°. Table 
1 shows the numerical results. 

The constants s, and s2,   which can be shown theoretically 
(Pelnard Considere, 1954) to be the derivative of the 
longshore transport to the coastal direction (atan 
dy/dx) , are calculated from: 

-82.5° -82.5* 

I S((*i + 6)- I S((4>4-6) 
i-82.5*              +82.5' , . - S , =   ( 4 ) 

2.4 Results 

From the last column of table 1 si is found by substitu- 
tion of the total transport of 804.2*103, resp. 55l*l03 

m3/year for the terms in the numerator of (4) (6 equals 
n/90) . A similar computation gives s2; then for slf resp. 

s2  values of 3.63*106, resp. 0.964*106 m3/year/rad are 
found. A total transport of (697.3+165.3+4.09)*103= 
.85*106 m3/year results. 
It was found, that diffusitivity in longshore direction 
along the deeper part could be neglected. Effect of cur- 
vature of the inshore on the coastal constant for the 
beach (the inshore turns more or less in the same way at 
the same time as the beach) has not been taken into 
account. Neglecting this effect can give a rather import- 
ant over-estimate of the coastal constant of the beach 
(Bakker & Delver, 1986; Bakker et al., 1988). 
Another extreme (no longshore diffusion) is given by the 
formulae of Smit (1987) (Appendix) 
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Fig 9a,b,c.Lines of beach, inshore and deeper part y,,2., Fig,10a,b,c Site of beach, 

inshore, deeper part in the course 

of time (in center of supply). 

Fig 9 a,b,c shows (extreme high diffusitivity) a plan 
view of the expected development of beach, inshore and 
deeper part (mind the different vertical scales). The 
autonomous erosion of the coast is depicted on the 
righthand side of the figure. 

Fig.l0a,b,c show the expected position (in the course of 
time) of the line of the beach, inshore and deeper part, 
in the center of the supply area. 
Both extremes (no e.g. extreme longshore diffusitivity) 
are shown, where autonomous erosion is not taken into 
account. 
The positive direction denotes a more seaward position. 
The drawn lines show the development, if one ignores the 
autonomous coastal erosion. The beach would increase, the 
inshore (where the supply was applied at t=0) would 
retreat from its exposed position. Finally, supply sand 
would spread evenly over the profile. 
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The interrupted lines in fig. 10 a,b,c show the rate of 
autonomous coastal erosion at the same scale, more 
exactly: the amount of cumulative supply, necessary to 
balance this kind of erosion. 

During the time the drawn line lies above (c.q. below) 
the interrupted line, the beach, c.q. inshore has a more 
seaward (c.q. landward) position than just before the 
application of the supply. 
It shows, that according to the computations the supply 
will stop the erosion of the beach during the order of a 
decennium, without causing considerable accretion. 

3 Norderney 

3.1  Conditions at the site of supply. 

N Nourishment of 1992 
Near the west point of the 
German Wadden island of Nor- 
derney, 450.000 m3 of sand 
has been supplied in 1992 
to the beach and the shore- 
face (fig. 11). 
The seaward limit of the 
nourishment coincides with 
the 5 m depth contour. The 
coastline is protected by 
groynes, revetments and sea- 
walls. For the largest part 
the area is inside the 
"Riffbogen" (bars formed by 
the outer delta). 
Wave attack is important on 
the North West side. 

At the South West side (Norderneyer Seegat) current 
dominates (cf. Thilo & Kurzak (1952), Luck (1977) and 
Niemeier (1986 a,b,c, 1990 and 1992)). 

Since the first artificial nourishment (1.25 Mm3 in 
1951/52) (major) sand supply in this area and its vicin- 
ity was repeated 6 times (incl.1992). Fig. 12 shows the 
area of coastal nourishment in 1992: an amount of .5 Mm3, 
of which 50 % supplied above NN-lm (as NAP the level NN 
is about mean water level). Ca. 20% was supplied between 
NN-3m and NN-5m. 

Fig.11  Combined beach and shoreface 
nourishment. Coastal protection. 

3.2  Have climate and wind set-up 

The outer delta largely shelters the considered area from 
the deep water wave field. However, even more than at 
Terschelling, high waves and high surge levels are often 
linked together. Kersting et al.(1995) compute the sand 
transport using the SON deep water wave climate as well 
for Terschelling as for Norderney. However, storm surge 



SHOREFACE NORISHMENT 1805 

levels at Norderney are higher than at Terschelling. 
Thus, if Norderney would have been located near Ters- 
chelling, its (present) outer delta would give better 
protection; it would reduce wave height at the Westpoint 
shore more than in the present situation. Kersting et al. 
estimate that the effect of location on the surf height 
results (for the same wind, i.e. offshore wave height) in 
surge top water level rises, being 22% higher at Nor- 
derney than at Terschelling. They use as well theoretical 
considerations (SchaUcwijk (1947) and Weenink (1958)) as 
well as analysis of the SON wind and wave data. 

3.3  Sand transport computations 

3.3.1 Schematization 

Fig.12a Refraction pattern Fig.12b Schematization and 
points I to IV 

Bfc- diaiwt •Nortwnoyor S««gitf 

Fig 12c Schematization (3D) 

Investigations concern the coastal area with a length of 
ca 5 km between the tidal inlet and the site where the 
outer delta merges with the island (between point I to 
IV; fig 12b). 
The wave climate on the inshore and the beaches in this 
area is strongly influenced by the bars of this outer 
delta. These bars reduce the energy of the incoming waves 
and also influence the propagation direction of the waves 
by refraction. 
Fig 12b,c shows the schematization chosen; contour lines 
are schematized to sets of parallel straight lines. 
Furthermore, fig. 12a displays the real contour lines and 
a refraction diagram, from Niemeyer (1986), which indi- 
cates analogy in similarity of hydraulic response between 
schematization and prototype. Further research with 
respect to this aspect is proceeding. Convergence and 
divergence of wave rays are, in the schematization, 
partially taken into account: difference in direction of 
beach and inshore is implemented. However, the effect of 
the curvature of beach and inshore on the refraction 
coefficient is not taken into account. By the chosen 
schematization, the three parts of the outer delta 
together act as a convex lens, focussing the wave rays. 
From the refraction diagram of fig.12a the same picture 
arises. Because of this, a convex beach, making every- 
where (about) the same angle with the wave crests will be 
stable, where for an offshore topography with totally 
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straight contour lines, parallel to the beach, a straight 
beach would have been stable. This explains the convex 
character of the Westend of the island. 
Up to now, only the transport along the shore (beach and 
inshore) of the island has been calculated. The transport 
along the seaward shoreface of the outer delta will be 
calculated in the future. Again, the Svasek method of 
computation has been used (cf. ch.2 for literature). 
Effects of current are not taken into account. 
Preliminary computations concerning diffusitivity con- 
stants sli2 have been carried out (for point IV; fig.12b) 
by varying the direction of beach or inshore as done in 
ch.2. Apart from this, diffusitivity constants for Nor- 
derney will be calculated from measured data (sect.3.4) 

3.3.2 Results 

Norderney city Fig. 13 shows the 
calculated transport 
capacities in the 
points I to IV , which 

100* 10 m'/year WOUld   OCCUr,     if    the 
coastline would be 
straight. It shows, 
that accretion in the 
coastal area between 
points I and IV would 
result (according to 
the computations). 
Longshore diffusitivity 

Fig.13 Transport capacity (without groynes)  if the coast   constants   S[   and   S2   in 

would be straight point  IV are  f ound Of 

.6*106 and 2.8*106 m3/year/rad for beach and inshore 
respectively. From the values calculated one would find, 
that a convex coast with a difference in coastal 
direction of ca.9° to 12° between point I and point IV 
(fig.12b) would give a stable coast. The present differ- 
ence in coastal direction is ca 15° which is more; thus 
erosion (as occurs) can be expected. For the computations 
is referred to Kersting et al.(1995). As accuracy is low, 
the result has only qualitative importance. 
Because of the existing groynes the real transport, along 
the inshore, will be much less than the transport 
capacity. Bakker & Joustra (1970), comparing coastal 
erosion along the dutch coast before and after the 
construction of groynes, indicate, that groynes might 
reduce coastal transport with a factor of 4. This would 
reduce the value of s2   (in case of erosion) in the same 
way. 
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3.4  Line modeling 

3.4.1 Coastal constants; relation between curvature and 
erosion 

Bakker (1968b) describes another way to find the coastal 
constants: from coastal measurements. Related are the 
data of volumetric change and curvature; the latter taken 
as difference of coastal direction A<t> between left side 
and right side of the stretch. In order to obtain uni- 
formity of data, a stretch of (only) 890 m (between 
groynes "A" and "Hi") near the Western end of Norderney 
has been analyzed. Fig. 14 displays this relationship; 
from this figure Kersting et al.(1995) derive values of 
S!=1.1*106 and s2=.9*io

6 m3/year/rad. As for the first 
observation (encircled in fig.14b) leading to s2 the 
groynes will have been less effective (the supply 
extended further seaward than the groynes), this observa- 
tion has been discarded, leading to s2=.2*10

6 m3/year/rad. 
Based upon fig. I4d, s3 has been taken zero. The constants 
Syi,2  (both assumed as 4 m/year) have been found by esti- 
mating r01 from the measurements and by iterative approxi- 
mation, using the numerical three-line model (ch.2.2). 
Initial- and boundary conditions are imposed by prototype 
data. 

Total volume decrease and curvature Volume decrease and curvature zone 1 

Volume decrease and curvature zone 2 Volume decrease and curvature zone 3 

Daltaphl<rad) Oalta phi (rad) 

Fig.14a,b,c,d Volume decrease & curvature 

3.4.2 Results 

In the Norderney case, "y 1,2,3" will be defined as the sur- 
plus volume since the supply, (expressed in m3/m'/m 
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depth) between 2 successive separation planes (see 
fig.13). Comparison between measurement and computation 
show fig. 15 (yi,2,3 = /(*);£ as parameter) and 16 

(yi,2,3 = /(0; x  in the center of the field) . For y, and y2 
good agreement is found; y3, which in the model can only- 
change because of cross-shore transport, appears to 
remain too large in the model. This suggests scour by 
current in the area below the groynes. 

Above NN-1 m Above NN-1 m 

Time Interval* 0.2 year Time Intervals: 0.2 year 

Fig.15a. Interpolated measurements Fig 15b.Computations 

Volumes in groyne fields as function of time 
ao- 
70- 

Apr92      Aug92      Dee 92      Apr 93      Aug83     Doc 93 Apr 92     AugS2     Doc 92      Apr 93     Augtt     Doc 9 
Time Time 

Fig 16a.Measured Fig 16b.Computed 

Volumes in central groyne section 

4 Discussion and conclusions. 

4.1 Terschelling 

Depending on the assumptions (of which the extremes 
are: "only cross-shore diffusitivity" and "cross-shore 
plus unfavorable high value of longshore diffusion", a 
"life time" of the supply can be estimated, which 
varies respectively between 13 and 7 years (estimat- 
ing the autonomous erosion as 2.75 m/year). 
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4.2 Norderney 
Concerning Norderney only preliminary conclusions and 
some indications can be given. Comparing longshore 
coastal constants derived from transport formulae 
(sect.3.3) and from evaluation of topographic field 
data the s2-value, found from those field data is 
lower than expected (even considering the effect of 
the groynes), where the s,- value is considerably 
larger. The total of s^+82  is in the expected range. 

The coastal measurements indicate much larger long- 
shore diffusitivity on the beach (above NN - 1 m) 
than on the inshore (NN-3 m<h<NN-l m). 

In the future effects of currents should be carefully 
examined, especially concerning the zone seaward of 
the groynes. For the three-line model (which is able 
to reproduce the development of beach and inshore 
rather well) underestimates (without current effects) 
the erosion of the deeper zone. 

4.3 General 

Comparison of coastal constants in general for various 
stretches of coast is given by Bakker et al. (1988). 
In that scope, the maximum values of the longshore 
diffusitivity assumed for Terschelling are rather 
high: values of 1 to 2*106 are more common. 
The cross-shore transport constants syl2 are (physi- 
cally) strongly dependent upon the depth of the separ- 
ation plane, as well on the schematization. Compared 
to the values, mentioned by Bakker et al. (1988), the 
cross-shore transport constants assumed for Terschell- 
ing are somewhat low. For instance, using Kalman 
filtering, de Vroeg (1987) finds sy~.7 m/year at NAP 
- .72m (r01 =7 years) for the Dutch Rijnland-coast. 
Compared to this, the value of syl 2  of 4 m/year at NAP 
-3m (T01 = 0.4 year and T02 = 0.25 year) seems extremely 
high. Up to now, T0-values of the order of 1 year were 
the smallest ever found (in Cadzand, CUR et al.,1986; 
sy=3 m/year at NAP -2m). As in Norderney, in Cadzand a 
tidal channel is near to the coastal area. In the Nor- 
derney case, the wave attack is probably larger than 
in Cadzand. 

Remarkable is the difference in character between the 
supplies of Terschelling and Norderney:. 
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Supplying high on the beach instead of on the inshore 
would have been favorable for the Terschelling case if 
the costs of supplying on beach or inshore would have 
been equal. In Norderney however this is different 
because (most probably) the groynes largely reduce the 
longshore diffusitivity of the inshore (compared to 
the beach). 

Probably the role of the deeper zone in Norderney will 
show to be more active (current effects near to the 
Norderneyer Seegatt) than at Terschelling. 

Different as well is the goal of both supplies, which 
emphasizes the importance of the offshore nourishment 
in Norderney: here the supply forms an essential part 
as a maintenance measure for the coastal protection by 
reducing the damage to the coastal defence works (sea- 
walls and groynes). This goal was formulated already 
in 1952 (Arbeitsgruppe Norderney); it has been shown 
to be very cost effective since then. 

Appendix.  Smit's solution of the two-dimensional three- 
line problem. 

The dynamic equations for the cross-shore transport Syi between the layers (with i=1.2) read: 

S^-s^y.-y,.,) C/ll) 

Continuity {l(hi.yi)"0  ) with 1-1..3 shows, that y2 is implicitly determined by y, and y3. 

Continuity also yields:    s ,--ft,,dy,/dt        S2- + h3dy3/dt (/12a,b) 

dy/dt-A.y (A3) Combination of (AD and (A2a,b) leads to the vectorial equation: 

where y is y,i3and the matrix A  is (an..a22)# where: 

a    __sy,.(ft, + hz)        £ii^j  a„--f^       a22--^0^ (/14) 

Displaying the solution gives a reason to define 5 timescales. Two of those are the time scales 
r0l and r02 of the two two-line systems : "beach + inshore" and "inshore + deeper part" (Bakker, 
1968), equal to -t/an and -l/a22 respectively. The third one, T*  is related to the other 

diagonal of the matrix A: T2n      1    ^ (AS) 

The last ones are 1/A,1>2, as occur in the solution of (A3): y=KeK'' + Me'2' (A6) 

where £-(#,, tf2) and M = (M ,, M2), in which: 

a ^~2+ j— a 71    ^'+ T 

K, = — y-,h + -Y,„ M, - + v,. -vlh (A7a,b) 1  hz-K/3"    A.2-A./
16 '  A.2-A./

36
 K2-h/" K 

K   - -L.[\ , + r^-V, M2-—.\K2+^-)MI (/17c, d) 
ai2 V ToJ ctl2 \ T0lJ 

where ylb  and y36 are the initial values of y, and y3. 
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CHAPTER 130 

Statistical Variations in Beach Parameter Change Rates 
for Walled and Non-Walled Profiles at Sandbridge, VA 

John M. Hazelton1, David R. Basco2, Doug Bellomo3, Greg Williams4 

Abstract 

It has been argued that seawalls have a detrimental effect on the adjacent 
beach. These effects may only be noticeable over a period of years or may be 
short-term effects associated with storms or with seasonal transitions of the beach. 
Many theories on beach and seawall interaction have been speculative and have 
lacked actual field or laboratory evidence for their basis. This study uses four 
years of monthly and post-storm beach profile data to examine what influences the 
seawalls at Sandbridge, Virginia (USA) have on the adjacent beaches. Long-term 
effects of the seawalls are analyzed using fourteen years of profile data. Five 
parameters are defined to describe the subaerial beach profiles. Changes in the 
profile parameters in time are quantified using three methods of analysis. 

1. Introduction 

Sandbridge, Virginia is the site for an ongoing investigation of seawall and 
beach interaction. The study area lies on the east coast of the United States. 
Sandbridge is located south of the Chesapeake Bay and north of the Virginia- 
North Carolina border, as depicted in Figure 1. The beach is used by local 
property owners, residents and tourists as a recreational area. 

In August 1990 the Civil and Environmental Engineering Department at 
Old Dominion University (ODU) began a beach monitoring program at 
Sandbridge, Virginia. The purpose of the monitoring program was to examine the 
effects of seawalls on the adjacent beach. The monitoring program involves 
surveying 28 beach profiles at seawalls and dunes out to mean low water. Surveys 
are conducted once a month and after significant coastal storms. Results of the 
two year study may be found in Basco et al. (1992) and Bellomo (1993). 

Civil Engineer, EMC Engineering Services, Inc., Savanna, GA, 31412 (USA) 
2 Professor, Coastal Engineering Program, Old Dominion University, Norfolk, VA , 23529 (USA) 
3 Coastal Engineer, Dewberry and Davis, Inc., Springfield, VA (USA) 
4 Res. Hyd. Engr., CERC, Corps of Engineers, Vicksburg, MS, 39180 (USA) 
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Figure 1. Location Map 
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The City of Virginia Beach began survey work at Sandbridge in 1980 with 
profiles at roughly 305 m intervals. Most profiles extend only out to wading 
depths, however some nearshore profiles (i.e. to depths of -8.0 meters) have been 
taken. The time between City surveys varies over the past 14 years. The Virginia 
Institute of Marine Science has also sponsored survey work at Sandbridge. 

There are currently 2,350 profile-surveys at 53 locations collected during 
the last 14 years in the data base. Four of the profiles have had a seawall built 
during the period they were surveyed. Seven non-wall profiles have been surveyed 
before the boom in seawall construction in 1989. 

The U.S. Army Engineer Waterways Experiment Station's Coastal 
Engineering Research Center (CERC) is sponsoring this study. This paper presents 
the preliminary results of what will be a five year study. They are also supporting 
two other beach and seawall interaction studies on United States beaches with one 
on the California coast and the second located at the eastern shore of Lake 
Michigan. It is anticipated that from the results of long-term field monitoring at 
three different locations, some facts will become clear regarding seawall and beach 
interaction. 

2. Literature Survey 

The Journal of Coastal Research (1988) Special Issue Number 4 entitled, 
"The Effects of Seawalls on the Beach", was specifically devoted to this topic. 
Included was a literature review by Kraus (1988) of beach and seawall 
interactions. Kraus concluded that there were no adverse effects of a seawall on 
the adjacent beach if a sediment supply exists. 

Griggs et al. (1994) have described the results of seven years of monitoring 
beach and seawall interactions at Monterey Bay, California. They concluded that 
there were no significant long-term effects of the seawalls on the adjacent beach 
and the summer rebuilding of the beach was not influenced by the seawall. They 
found no difference between the winter profiles of the walled and non-walled 
beaches. At Monterey Bay the shoreline is stable and a steady sediment supply 
exists. This is different than at Sandbridge where a long-term, erosional trend 
exists. 

3.0 Study Area Characteristics 

Sandbridge, Virginia is quite literally a 'sand bridge' that is 7.7 km long 
and about 250 m wide at its narrowest point. Sandbridge separates the Atlantic 
Ocean to the east and the freshwater estuary Back Bay to the west. The long-term 
shoreline recession rate has been shown to vary linearly at Sandbridge from 1.1 
m/yr at the north end, to 2.9 m/yr at the south end (Everts et al., 1983). 

There are 4738 m of seawalls in 15 different sections along the Sandbridge 
shoreline. This is 62% of the oceanfront. The seawalls were built to protect septic 
tanks, driveway concrete slabs, and other property at ground level. The majority 
of the homes in the area are on piles above the one percent chance storm surge 
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elevation. Most of the walls are made of steel sheet-piles with others being 
constructed of timber. Short stretches of concrete and asphalt rubble revetments 
also exists along the Sandbridge shoreline. 

Seawalls along the southern portion of Sandbridge have their base located 
within the tidal range during the summer months and below mean low water 
during the winter months. Seawalls along the middle and northern portion have 
their base above mean high water during the summer and within the tidal range 
during the winter months. The mean tidal range is 1.04 meters. 

4.0 Parameter Definitions 

To quantify profile "change" we have adopted five parameters as depicted 
in Figure 2. There are three section volume parameters, namely: landward volume 
(VL), seaward volume (Vs), and total volume (VT), each carrying units of m3/m. 
The area between the profile and the MLW line is calculated using the trapezoidal 
rule. To obtain a volume, this area is then multiplied by a unit length parallel to 
the beach. The different volumes (landward, seaward, and total) are calculated 
using different right and left hand boundaries. Landward volume is bounded on 
the left by the survey baseline. For a walled profile, the right hand boundary for 
landward volume is the wall itself. However, for a dune/beach profile, an 
imaginary partition is used as the landward right hand boundary. This imaginary 
partition is located at the same distance from the baseline as the nearby seawalls. 
Seaward volume is bounded on the left by the imaginary partition or seawall, and 
on the right by the intersection of the profile and the MLW line. The total volume 
is simply the sum of the landward and seaward volumes. 

The berm elevation (EB) is measured in meters above the vertical datum. 
It is simply defined as the elevation of the profile at the seawall or imaginary 
partition, as shown in Figure 2. The shoreline position (P) is also shown in Figure 
2. It is defined as the distance from the baseline, to where the profile intersects 
the MHW line. 

Baseline 

Elevation 

Distance 

Figure 2 Definition Sketch 
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5.0 Methods of Analysis 

Three basic methods have been devised to analyze changes in the profile 
parameters: (1) Individual Profile Method, (2) Simple Average Method and (3) 
Weighted Average Method. Each method uses an increasing number of profiles 
in their procedures and is useful in studying different topics of beach and seawall 
interaction. Linear regression was used to find the parameter rate of change for 
each method. 

The weighted average method (WAM) used only 28 profile locations 
surveyed by ODU since August of 1990. The 28 profiles were separated into two 
categories, wall and non-wall profiles. Each wall profile was assigned a 
representative length of seawall along the beach. One wall profile is said to 
represent the conditions along this particular length of shore. The wall profile 
parameter is multiplied by the representative length. This is done for each wall 
profile. The sum of the representative lengths equals the total length of seawalls 
at Sandbridge, 4738 m. All of the weighted profile parameters were added 
together and then divided by 4738 m. The result is a single set of five weighted 
parameters (VS,VL,VT,P, and EB) that represent all the wall profiles at Sandbridge. 
The same scheme was used with the dune profiles but with different representative 
lengths totaling 2953 m of non-walled beach. 

For the simple average method (SAM) Sandbridge was divided into three 
reaches. The reasons for the division were due to differences in the baseline 
elevation and erosion rates along the Sandbridge shoreline. ODU profiles 1 to 54 
were placed into the northern section, profiles 60 to 161 into the middle section 
and profiles 162 to 252 into the southern section. For each section the profiles 
were sorted again into wall and non-wall profiles. The data base has now been 
sorted into six categories. For each category, every profile had their parameters 
averaged together. The outcome is five parameters for a particular survey date 
representing either wall or dune profiles for each section. 

For the individual profile method (IPM), the parameters were calculated 
for all surveys of a particular profile. This allows the profile history to be 
analyzed beyond the four years of ODU monitoring. The most significant benefit 
of the IPM was that parameter rates of change could be looked at before and after 
wall construction. An individual spreadsheet for each profile was created and 
contained the five parameters for every date that the profile was surveyed. 

Seasonal variations of the profile parameters were studied using the results 
of the WAM. Seasonal trends can be mathematically modeled as a sinusoidal 
wave with a wave length of one year. The equation for the seasonal sine wave is 
given by: 

Y = b + m(t) + (a)sin(-27i(t-t0)/365) (1) 

where: Y = parameter value (VS,VL,VT,P, or EB) 
b = parameter starting value, constant, at October 1990 
m = slope of best fit linear regression line 
t   = time in number of days since January 1, 1900 
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a  = amplitude of sine wave 
t„ = start date October 1990 

Linear regression was used to find the values of b and m. The amplitude, 
a, was found by using a value of the amplitude that gave the least variance 
between the measured WAM values and the predicted sine wave values, Y. Four 
years of WAM survey data were utilized in the analysis (October, 1990 to 
September, 1994). All values in the seasonal variation plots were subtracted by the 
parameter's linear regression intercept at October 1990. By using the "difference" 
values discrepancies between wall and dune profiles are more easily seen. 

6. Beach and Seawall Interaction Hypotheses 

To prove if the seawalls at Sandbridge are adversely affecting the adjacent 
beaches, three basic hypothesis were tested. The first hypothesis is that seawalls 
delay the recovery of the beach transition from winter to summer seasons. This 
hypothesis will be accepted or rejected by studying the weighted average volume 
seaward of the dune and wall profiles. 

The second hypothesis is that the volume of sand in front of the walls 
erodes faster than the volumes in front of the partition for the dune profiles. This 
hypothesis will be accepted or rejected by comparing the rates of loss of volume 
seaward for the wall and dune profiles. 

The third hypothesis is that the dune landward volumes are eroding at a 
faster rate because of sand being held back by adjacent seawalls. The volume of 
sand behind the wall is removed from the littoral system. This hypothesis will be 
tested by comparing the volume landward loss rates before and after seawall 
construction at the dune profile locations. 

7.0 Results 

7.1 Weighted Average Method 

Results of the weighted average method are included in the plots of the 
seasonal variations in Figures 3 through 9. The solid dots represent the measured 
weighted average parameter difference. The heavy, solid line is the linear 
regression slope of the parameter rate of change using data from October, 1990 
to September, 1994. The values of these four year, WAM slopes are summarized 
in Table 1. Also included in Table 1 are parameter rate of change using one, two 
and three years of data. There is some variability in the value of the parameter 
rate of change with an increasing number of years. The cause of this variability 
is that some winter seasons had more severe storms and some summers resulted 
in more beach recovery. By using the longest time span available, such 
inconsistencies are reduced. Parameter rate of change tends to decrease as the 
number of years used increased, except for the dune landward volume. 

The null-hypothesis at the 95% confidence level was used to determine that 
the four year shoreline recession rate was statistically higher for the dune profiles. 
The volume seaward erosion rate was also statistically higher for the dune profiles. 
Berm elevation recession rates were found to be statistically the same for the wall 
and dune profiles. 
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WAM Dune - Volume Seaward 
Measured Weighted Average Seasonal Variation • Linear Regression 

D 

o 
> 

Figure 3 Dune Volume Seaward Seasonal Variations 

WAM Wall - Volume Seaward 

Figure 4 Wall Volume Seaward Seasonal Variations 
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The amplitude of the seasonal sine wave is larger for the wall profiles than 
for the dune profiles. This amplitude is one-half of the active volume of sand that 
builds in the summer and is removed in the winter. Active volumes for the dune 
and wall profiles are 6.2 m3/m in Figure 3 and 8.9 m3/m in Figure 4, respectively. 
The active seasonal volume of sand landward of the partition is 4.0 m3/m for the 
dune profiles as shown in Figure 5. Fluctuations in the seasonal berm elevation 
and shoreline position were found to be larger for the wall profiles than the dune 
profiles (see Figures 6, 7, 8 and 9). 

These results suggest that the walls produce more seasonal variations 
causing lower winter profiles and more sand piled up in front of the walls in the 
summer than the duned sections. Dune and wall parameters reached their transition 
from winter to summer profiles in April and from summer to winter profiles in 
October. Volume seaward for the wall recovered before the dune in 1991 and 
simultaneously in 1993 and 1994. The dune recovered before the wall in 1992. 
Dune profiles achieved their winter profile before the wall in 1991 and 
simultaneously in 1990, 1992, 1993 and 1994. There is no evidence that walled 
sections recover at a later time than the duned sections. 

WAM Dune - Volume Landward 
—— Measured Weighted Average •    - Seasonal Variation • Linear Regression 
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Figure 5 Dune Volume Landward Seasonal Variations 

7.2 Simple Average Method Results 

Results from the simple average method are listed in Table 2. Column one 
is the section number and column two is the profiles used in that section. The 
third column is the percent of shoreline that is fronted with seawalls in that 
section. Column four is the profile parameter type. This table includes the 
parameter rate of change for each of the three sections in the last five columns. 
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WAM Dune - Berm Elevation 
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Figure 6 Dune Berm Elevation Seasonal Variations 
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Figure 7 Wall Berm Elevation Seasonal Variations 
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WAM Beach Parameter Wall Dune Difference 
V(t) change rate (mA3/m/yr) -1 Year 0.14 -7.41 7.55 

2 Years -5.45 -5.18 -0.27 
3 Years -2.74 -5.00 2.26 
4 Years -1.71 -3.64 1.93 

V(s) change rate (mA3/m/yr) -1 Year -0.21 -4.70 4.49 
2 Years -2.93 -1.88 -1.05 
3 Years -0.94 -1.14 0.2 
4 Years -0.39 -1.10 0.71 

V(l) change rate (mA3/m/yr) - 1 Year 0.33 -2.54 2.87 
2 Years -2.60 -3.31 0.71 
3 Years -1.81 -3.86 2.05 
4 Years -1.33 -2.55 1.22 

E(b) change rate (m/yr) - 1 Year -0.07 -0.21 0.14 
2 Years -0.27 -0.13 -0.14 
3 Years -0.09 -0.03 -0.06 
4 Years -0.08 -0.05 -0.03 

P change rate (m/yr) - 1 Year -0.40 -2.25 1.85 
2 Years -2.51 -1.59 -0.92 
3 Years -0.90 -1.50 0.6 
4 Years -0.57 -1.38 0.81 

Table 1. Weighted Average Method Parameter Rate of Change 

Location Profiles 

Used 

Percent 

Walled 

Profile 

Type 

Parameter 

V(t)             V(s)             V(l) 

(mA3/m/yr) (mA3/m/yr) (mA3/m/yr) 

E(b)       P 

(m/yr) (m/yr) 

Section 1 1 to 54 79.5 % 

North Wall -2.6 1.9 -4.5 0.0 0.6 

Dune -4.4 0.4 -4.8 -0.1 -0.8 

Section 2 60 to 161 43.6 % 

Middle Wall 0.7 0.8 -0.1 0.0 -0.2 

Dune -0.4 -2.1 1.7 -0.1 -0.7 

Section 3 162 to 252 73.3 % 

South Wall -4.6 -2.9 -1.7 -0.3 -1.7 

Dune -4.6 -2.1 -2.5 -0.2 -1.5 

Table 2 Simple Average Method Parameter Rate of Change 
from Oct. 1990 to Sep. 1994 
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The time  span used in the regression analysis was from October  1990 to 
September 1994. 

Section 3 experienced the largest total volume decrease of the three 
sections. Volume seaward loss and shoreline retreat were the highest for walled 
profiles in Section 3. The higher parameter change rates in Section 3 are due to 
the seawalls being located closer to the surf zone than the seawalls in Section 1 
and 2. 

7.3 Individual Profile Method Results 

The parameter rates of change for each of the 28 profiles are provided in 
Table 3. Volume seaward and landward for profiles 1, 25, 161 and 252 have been 
plotted in time and are shown in Figures 10, 11, 12, and 13, respectively. Dune 
profile 1 is at the north end of Sandbridge and dune profile 252 is at the south 
end. These profiles have been regularly surveyed since October 1980 and have 
been the least affected by road maintenance, beach bulldozing and home 
construction. Both profiles show a significant increase in the loss rates of all 
parameters (VT, Vs, VL, EB and P) after the construction of nearby seawalls in 
1989. Profile 1 and 252 can be considered as control profiles in this study. The 
other dune profiles surveyed back to 1980 have seawalls to the north and south 
of them and have been modified by man. These other profiles have mixed results. 
The plot of dune profile 161 has a decrease in sand loss after a seawall was built 
30 m to the south. 

Profile 25 has been surveyed since 1980 and changed to a wall profile in 
the fall of 1988. Volume landward has a decreasing rate due to sand mechanically 
removed in the spring of 1994. The amount of sand decreased in front of the 
seawall after construction but has been increasing since then. 

8.0 Conclusions 

The hypothesis that erosion in front of the seawalls is greater than that on 
adjacent non-walled beaches was statistically found to be false. The hypothesis 
that seawalls inhibit the recovery of the beach after the winter storm season was 
also found to be false at Sandbridge. There is support for the hypothesis that the 
landward dune volume is eroding at a faster rate due to seawall construction on 
adjacent beaches. Complete details can be found in Hazelton (1994). 

The seawalls at Sandbridge are performing exactly as they were intended 
to perform. They are protecting the infrastructure behind them from damage due 
to wave action. They were never intended to save the beach from erosion. The 
shoreline was receding well before the seawalls were constructed but now people 
have a reference point from which to judge the amount of retreat. 

What is of concern in this study is the additional erosion caused by coastal 
armoring above the historic background erosion rates. The adverse effects of 
coastal armoring can be mitigated by nourishing the beach suffering from the 
increased erosion with sand so that the armoring has a neutral effect on the beach 
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(Dean, 1986). Even with this mitigating nourishment, the historic background 
erosion will continue to erode the beach and the shoreline will eventually reach 
the seawall and no beach will exist. 

Seawalls and beaches can only coexist with periodic beach nourishment for 
a beach experiencing high rates of historic erosion. A nourishment project has 
been planned for Sandbridge in the spring or summer of 1997. The seawalls can 
continue to provide protection to homes during periods of high waves and storm 
surges and tourist can also enjoy the wide summer beach. Subaerial beach 
monitoring at Sandbridge will continue until a nourishment project is completed 
after which full profile monitoring to closure depth will take place. 
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CHAPTER 131 

A Bottom Boundary Layer 
Sediment Response to Wave Groups 

Lee1 , S. O'Neil1, K. Bedford2, and R. Van Evra3 

Abstract 

A field experiment measured in situ sediment 
resuspension in the bottom boundary layer. Spatially 
and temporally dense suspended sediment concentration 
profiles, three-dimensional velocities and pressures 
were obtained from a location with a flat, fine-sand 
bottom in Lake Erie in 1992. By use of a conceptual 
model, ten minute averaged near bottom sediment 
concentration is found to be proportional to 
significant wave orbital velocity and group wave 
parameters. The result attempts to clarify the 
ambiguity of using a monochromatic wave 
parameterization for bottom boundary layer model 
comparisons with measured data containing spectral wave 
conditions. 

Introduction 

Sediment transport models encompass many complex 
physical processes. Shear stresses exerted on the 
bottom, wave and current interactions and sediment 
concentration induced stratification are a few 
examples. Many bottom boundary layer models now have 
components which attempt to describe these processes. 
For certain flow regimes these models may accomplish 
the tasks of modeling natural phenomena. 

Recently  Bedford and Lee (1994) pointed out that 
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an external parameter in the Glenn and Grant (1987) 
model, the averaged wave orbital velocity, Ub, is one 
of the most sensitive input parameters required for 
calculating suspended sediment concentration profiles 
for a particular coastal bottom boundary layer in 
Mobile Bay, Gulf of Mexico. A monochromatic wave is 
used in this bottom boundary layer model for 
representing wave conditions. With reference to the 
spectral behavior of real waves, there has been a 
vigorous debate between researchers concerning the 
representative wave to be used for such sediment 
transport modeling. Obviously, a monochromatic wave 
formulation in the models makes it impossible to 
directly account for the randomness and nonlinearity of 
real waves. 

It is believed that the nonsteady wave height 
variation in the surf zone generates the cross-shore 
component of radiation shear stress; any remnant wave 
height then contributes to group wave generation 
(Longuet-Higgins and Stewart, 1964) . Grouping effects 
on near bottom sediment concentration were investigated 
by Hanes (1987), where he showed that longer period 
group waves (50 to 100 s) were more effective than 
shorter period group waves for enhancing sediment 
concentration. Sato (1992) performed laboratory 
experiments using bichromatic wave groups and showed 
enhanced suspended sediment concentrations due to an 
equivalent amount of monochromatic wave energy. But the 
question still remains as to how the wave grouping 
affects the amount of suspended sediment concentration, 
especially in the very near bottom. 

In this paper, the authors will address the above 
question using a conceptual model of sediment 
entrainment by wave groups. First, a field experiment 
and data will be discussed. Then two methods of wave 
group analysis will follow, the run length method 
(Goda, 1985) and the envelope function method (List, 
1991) . Third, a conceptual model will be developed. 
Finally, group wave effects on the near bottom 
sediment concentration will be examined by the model 
and the validity of the monochromatic wave formulation 
will be tested. 

Field Experiment and Data 

Fully automated sediment resuspension measurements 
were made near the southernmost part of Lake Erie from 
Oct. 20 to Oct. 28, 1992 (Figure 1). A galvanized steel 
tripod eauipped with instruments and batteries (ARMS, 
the Acoi stic Resuspension Measurement System) was 
situated on the flat fine sandy bottom in a water depth 
of 4.5m, 500m offshore. During the deployment,  both 
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illpill 
Figure 1.   Map of in situ experiment site, 

Lake Erie, United States. 

mild and weak storm events occurred and two 50 Mbytes 
data sets were collected. The suspended sediment 
concentration profiles are composed of 114 data points 
comprising a height of 132 cm above bottom (AB). Three- 
dimensional water particle velocities at the four 
heights ( 20, 50, 80, 110 cm AB) and the water pressure 
fluctuation at 212 cm AB were also obtained. The 
effective sampling rate of the acoustic concentration 
profiler was 1 Hz, the BASS (Benthic Acoustic Stress 
Sensor) current meters was 4 Hz and that of the 
pressure transducer was 4 Hz. 

The flow characteristics of the two storms were 
extracted from the measured water surface fluctuations 
and velocity data. The first storm was mild, having a 
ten-minute averaged significant wave height of 56 cm. 
The second storm was very weak and not used in this 
analysis. The duration of the first storm spans almost 
10 hours and is the data set analyzed in this paper. 
Figure 2 shows the significant wave orbital velocity, 
Ubs, calculated directly from the time trace of the 
orbital velocity, ub(t) , at 20 cm AB, and the 
accompanying suspended sediment concentration at 5.2 cm 
AB. 

20 r 

90 100 110 120 130 
Ten minute block into deployment 

Figure  2.   Ubs  and  suspended  sediment  concentration 
at  5.2  cm AB. 
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For subsequent wave group analysis, the wave 
orbital velocity time series, ub(t) was examined as 
opposed to the conventional choice of the surface water 
fluctuation time series. This is similar to the choice 
of Hanes(1991) who used ub (t) to do spectral wave 
group analysis. 

Wave Group Analysis and Correlation 

Real waves exhibit two distinct spectral energy 
distributions. One comes from the incident waves, the 
other comes from group waves. The former can be 
represented by a statistical or spectral wave estimate. 
The latter may be characterized by group wave 
parameters. As the incident wave parameters, the Ubs, 
at 20 cm, is selected for analysis because the Ubs 
shows a higher correlation with the near bottom 
sediment concentration than does the significant wave 
height does. In Figure 2 the value of the correlation 
coefficient between Ubs and sediment concentration at 
5.2 cm AB is 0.96 and that using significant wave 
height data is 0.95. 

Wave Group Parameterization 

Two approaches are taken in the study of wave 
groups. Mase(1987) emphasized the necessity of more 
than two group wave parameters to characterize wave 
groups. One is the statistical investigation of run 
length and the other is the envelope function. The 
former is a measure of height exceedance duration and 
the latter is a measure of overall amplitude 
variability. In this paper the run length method by 
Goda (1985) and the envelope function method of List 
(1991) are used to parameterize the wave groups. 

Run Length Method 

Wave groups can be quantitatively described by 
counting the number of consecutive waves exceeding a 
threshold value (Goda, 1985). A succession of such high 
waves is called a run of high waves, and the number of 
waves is termed the run length, denoted by j1. Another 
statistic is the measure of separation between the two 
consecutive groups denoted by j2. Figure 3 depicts 
statistics jx and j2. The crest and trough velocity 
difference, v1( and wave order number are defined 
similar to Goda (1985) . 

Envelope Function Method 

The  envelope  function method (List, 1991)  is a 
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Figure 3. Schematic plot of the run lengths, j±  and, j2 

method of obtaining the incident wave envelope, A(t) 
from the incident wave signal (Figure 4) . The first 
procedure for determining A(t) is to high-pass filter 
the incident wave signal which removes the low- 
frequency or infra-gravity band waves. Then low-pass 
filtering of the envelope-related variance signal of 
A(t) gives the amplitude modulation of the incident 
waves. In this step the proper selection of a cutoff 
frequency for removing the incident waves is critical 
for obtaining a true envelope series. The final step is 
to multiply the envelope series by n/2. Using this 
final envelope function^ the GF (Groupiness Factor) is 
defined as, GF=1.41S/A__ where S is the standard 
deviation  of  A(t) and  A is the mean of A(t). 
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Figure 4.  Wave envelope function, A(t) 

600 

A Conceptual Model 

Implication of Run Length   (j1  and j2)   Value 

Figure 5 conceptually examines the near bottom 
sediment response to four different combinations of run 
length, jx, and j2. In this model only three dominant 
processes  are considered:  The entrainment  rate as 
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parameterized by vi7 delayed settling by the group 
waves and sediment settling itself. From the 
simulations, the high jx and low j2 combination of the 
upper left box in Figure 5 shows the most enhanced 
concentration of near bottom sediments. The high value 
of J-L enables sediment entrainment and the low value of 
j2 allows for the sediment already in suspension to 
remain there. However, a theoretical analysis by Ewing 
(1973) reveals that this type of flow field does not 
occur frequently. 

j1=2.5 
0 

j2=5 
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e •0 

/ 
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Order No. of Waves Order No. of Waves 

Order No. of Waves Order No. of Waves 

Figure 5. Sediment response due to the change of 
run length(-o-, v±  ; shadowed• sediment response) 

Implication of GF 

The groupiness factor defines the shape of the 
envelope function. High GF values indicate that the 
group wave envelope function possesses high temporal 
fluctuations. This high value of GF means a high value 
of the standard deviation when compared with the mean 
value of the envelope function A(t) (List, 1991) . 
However, a high GF doesn't necessarily imply high 
sediment concentration because the probability of 
clustered high waves in time becomes rare. Figure 6 
depicts this concept. 

Results 

The complete life cycle (10 hours) of a mild storm 
event  in Lake Erie was measured.   Consequently the 
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Figure 6.  Sediment response due to the change of 
groupiness factor 

evolution of wave groups and the resulting sediment 
response was completely recorded and analyzed. Run 
lengths j± and j2 were estimated in 60, ten-minute 
blocks counted from the time of deployment. Figure 7 
shows the changes in run length and the near bottom 
concentration at 5.2 cm AB. 

90    100    110    120    130 
Ten minute block into deployment 

Figure 7.  Run lengths, jx and j2 compared with 
suspended sediment concentraion at 5.2 cm AB 

In the figure, the run lengths jx and j2 weakly follow 
the storm pattern, i.e. spin up and spin down, over the 
storm period. The correlation coefficients between 
concentration at 5.2 cm AB and jx and j2 are rjx = 0.32 
and "J2 0.33,   respectively. and  j2 show 
fluctuations even during the middle or equilibrium 
period of the storm. 

Figure 8 shows the GF variation during the storm 
period and near bottom concentration at 5.2 cm AB. 
Although it loosely follows the storm pattern, it is 
hard to extract any significant correlation (rGF=0.36) 
between the GF and the near bottom concentration at 
5.2 cm AB. 

As indicated by the conceptual  model group waves 
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90 100 110 120 130 
Ten minute block into deployment 

Figure 8.   Groupiness factor(GF) compared with 
suspended sediment concentration at 5.2 cm AB 

enhance the suspended sediment concentration by 
continuing entrainment of settling sediments which are 
already in suspension. To further see the effects of 
group waves we have to pick blocks with the same wave 
energy levels and compare only the suspended sediment 
concentration by group waves. In 10 hours of 
resuspension processes there are 5 pairs of comparable 
10 minute blocks: 102 and 103; 107 and 108; 114 and 
115; 119 and 120; and blocks 136 and 137. These pairs 
have very similar wave kinetic energy. Figure 9 
summarizes the results. 
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Figure 9.   Test results of the conceptual model 
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From the first row of the upper right box, the 
combination of j1(B102, darker shadow bar)<j1 (B103) , 
j2(B102)=j2(B103) , GF(B102)>GF(B103). Thus the 
concentration of B102 is lower than that of B103. This 
case was also characterized by the conceptual model 
having lower concentration. In the second comparison, 
the group wave parameters of block 107 are bigger than 
those of block 108. Among them, jx of block 107 shows 
the biggest difference. The result is higher 
concentration in block 107. It is noted that, even 
though the j2 of block 107 is bigger, the concentration 
of block 107 is higher. In other words, we can see the 
dominance of jx in determining the amount of 
concentration. This idea is also suggested by the 
conceptual model. The third case examines how j2 can 
contribute to the enhancement of concentration. j2 of 
block 114 is far smaller than that of block 115, and 
results in a higher concentration. The fourth 
comparison in the bottom row, shows once again the 
dominance of jx compared to GF. jx of block 119 is 
smaller and results in a lower concentration. Also, a 
bigger j2 in block 110 helps to enhance the 
concentration. In the final comparison, jx of block 136 
is overwhelming. It leads to a much higher 
concentration. Again it shows the dominance of jx in 
being the most effective group wave parameter in 
denoting enhanced concentration. 

Conclusions and Discussions 

From the in   situ  measured data set we can verify 
the concepts of an enhanced near bottom suspended 
sediment  concentration  by  group  waves.  Using  the 
results obtained in this paper we can clarify some of 
the arguments in the study of sediment entrainment and 
resuspension due to both incident waves and group 
waves. 
i)  Incident  waves  are  the  dominant  forcing  in 

determining the suspended sediment concentration 
at 5.2 cm AB. 

ii) Group waves may induce still higher concentration 
by delaying the suspended sediment settling, 

iii) The value of jx governs the amount of enhanced 
sediment  concentration  and  is  the  obvious 
indicator of group wave effects on the near 
bottom suspended sediment concentration, 

iv) The run lengths, jx and j2, are sufficient group 
wave parameters for describing enhanced sediment 
concentration.  The  GF(groupiness  factor)   is 
redundant. 

v) The monochromatic wave assumption in the bottom 
boundary layer models is correct to 96 percent 
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correlation coefficient when the significant wave 
orbital wave velocity is substituted for the 
monochromatic wave in a ten minute averaging 
period, 

vi) The remaining accuracy will be accounted for by 
group wave parameters particularly jx. 
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CHAPTER 132 

Geomorphological Analysis of a Beach and Sandbar System 

Chen-Shan Kung1, Marcer Stive2 and Geffery Toms3 

Abstract 

At Yunlin county a major development of over 10,000 ha of reclamation is being 
planned for port related industries. The development is taking place along a coast that 
bordered by Choshui river and the Wai-San-Ting sandbar. Detailed modeling using 
MIKE21 package with wave, flow and sediment transport modules were used to 
assess the morphological changes. Four such "relict" deltas were identified according 
to its ancient river courses. The decay of the sandbars was mostly independent due to 
the major discontinuities at sandbar headlands and tidal channels. The analysis of the 
complex morphological processes has provided an important insight into the probable 
impacts of coastal developments and guided the expensive and time-consuming model 
operations. 

Introduction 

At Yunlin county a major development of over 10,000 ha of reclamation is being 
planned for accommodating large scale port related industries and including a power 
plant and other developments. The reclamation, which covers shallow coastal areas 
along a 40 km length of coast, will be served by two new deep water ports. 

The development is taking place along a stretch of coast that bordered in the 
North by Choshui river and in the South by the unique shoreline attached Wai-San- 
Ting sandbar. Wai-San-Ting, over 20 km long, is Taiwan's largest coast bar feature 
and morphologically is very active (Figure 1). Typhoons and a predominant NNE 
wind and wave climate approaching at very oblique angle to shore together with 
strong tidal currents are the main 

iSinotech Engineering Consultants Inc.,  171 Nanking E. Road,  Sec.  5, Taipei, 
Taiwan 
2Delft Hydraulics, Emmeloord, The Netherlands 
3Frederic R. Harris Inc., The Hague, The Netherlands 
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features shaping the existing coastline development. 

During the six month winter period, the most frequently wave direction is NNE-N at 
offshore with 1.5-2 m in height, 5-6 second in period. In summer season, the most 
wave is coining from SSW direction with 0.5-1 m in height, 4.5-5.5 second in period. 
The tidal range is about 3-3.5 m in Yunlin coast with maximum current velocity of 1.5 
m/s. Under these very rough sea conditions, a careful prediction is needed for the 
impacts' studies of the major reclamation project on the adjacent coast and sandbar 
systems for the Master plan study. 

<">9 River 

bathymetry (m) 

Figure 1 The Layout of Yunlin Offshore Industrial Estate in Yunlin Coast 

Historical Development of Yunlin Coast 

Most of the sediment between the shore and water depths of, say 20 to 30 m, 
originate from the various rivers and deposited in the last 100 to 300 years. At least 
four rivers have played an important role in the Yunlin coast, namely (from south to 
north) the Peikang river, the Old Huwei river, the New Huwei river and the Choshui 
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river. In the last 300 years, these four rivers were the tributary of the Choshui river 
system, the old river channel traces of these rivers are shown in figure 2. The first 
three mentioned rivers transported much more sediment in the last century than 
nowadays when they were the main channel of the Choshui river during the flood 
season. 

Choshui River 

Vi 
~*"^      New Huwex River   * C" 

OadHuweiRi^^i^/  , 

ii   f 

*M !<& v 
present channel 

v,z old channel 

'£2>f sandbar 

^ Mountain area 

Figure 2 The old flow channel of Choshui river 

In order to control the flood, several dikes and dams were constructed near the 
Linnei in 1911. The effect of these dikes was that the most of the drainage area of the 
Peikang river and the Old and New Huwei rivers were largely reduced. Their role as 
main sediment supplier to the coast stopped almost instantly. On the other hand, the 
Choshui rivers become the only sediment and water supplier to the coast. The 
consequence of this disturbance to the coast is the old river deltas are shrinking 
according to the reduction of the river sediment supply. 

.Figure 3 shows the historical development of the Wai-San-Ting coast line based 
on old map and remote sensing images. This historical movement of the sandbar 
system reflects this disturbance of the old Yunlin coast. The present-day coastal 
morphology still reflects the importance of the Peikang river and the Old Huwei river. 
The Wai-San-Ting and Pao-Zi-Liao sandbar are most likely the remnants of the deltas 
of these rivers. The disturbance of the old balance between river discharge and marine 
forces has results in significant morphological changes of these "relict" deltas. This is 
the more true for the wave dominated areas above, say, MSL -10 m. Due to the long 
morphological time scale at the sea bed below MSL -20 m, it still reflected the "old" 
situation of several decades ago. Wai-San-Ting has steadily moved southwards with 
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an average speed of 150 m/y. In the last two decades this southward movement took 
slowly rate of 75 m/y (Tsai and Huang, 1992). The orientation of depth contour of 
Wai-San-Ting has also undergone some changes. While the orientation of LW-line in 
1932 was perpendicular to 305 degrees North, this is presently perpendicular to some 
325 degrees North. This rotation took place mainly in the period among 1947 and 
1972, the same period in which the largest southward movement occurred. The height 
of Wai-San-Ting has also undergone changes. In early time, Wai-San-Ting was a 
typical barrier coast, with heights above MSL along the entire coastline. Today, a lot 
of part of Wai-San-Ting is under the MSL. 

(D 
I 1   193fe  L.W.LIHE 
I- ^   197£  LANDSAT 
h-««—I   198)    LANDSAT 

199'2-SPOT  

I62ISTA6.DGN 

Figure 3 The historical changes of LW line of Wai-San-Ting 

The Pao-Zi-Liao sandbar has undergone comparable changes in the last century 
like Wai-San-Ting: a steady southward movement (average above 100 m/y), its level 
being lowered in the last two decades, and a small westward rotation of 5 to 10 
degrees. The general shape of the Pao-Zi-Liao has undergone significant changes. The 
sandbar has been broken up into separate bars that move southward and in a landward 
direction. The most southern sandbar has clearly become an isolated sand bar feature. 
The Pao-Zi-Liao sand bar system has degenerates more pronounced than Wai-San- 
Ting. Marine forces tend to disperse the sand bars and to smooth out the coast 
feature. 
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After the Linnei dike construction, the delta at Choshui river mouth becomes 
growing. The delta grows like a bow shape with strongly southward sediment 
transport. Due to the fish pond construction, the main stream of Choshui river 
changes toward to the north bank. The consequence of this disturbance is the 
sediment deposited at the north part of the delta during last two decades. After the 
construction of the Mailiao land reclamation (south of Choshui river mouth), the 10 
meter's depth contour moved seawards. The MSL -20 m depth contour, on the other 
hand, did not follow this movement, which results in a steeping of the profile. 

Conceptual Model of Morphological Change 

The above considerations reflect for a part the complexity of the area. A mix of 
physical processes determines the morphodynamic behavior of the sea bed, each with 
their own time and space scale. The complexity makes it virtually impossible to simply 
calculate the future development and the impact of reclamation. Uncertainty will 
always be part of such prediction, even with today's most advanced modeling tools, 
such as MIKE 21 (DHI, 1992) coastal hydrodynamic simulation system. Although 
state-of-the-art knowledge on the various physical processes has been incorporated in 
this model, this does not guarantee that the large-scale morphological developments 
are represented well. In order to assess the long term morphological changes in the 
Yunlin coat, a conceptual model is need. This conceptual model is based on good 
interpretation of historical data and information from recent measuring data. The 
conceptual model will indicates which questions have to be answered by the numerical 
model and the numerical model will aim at quantifying the conceptual model. 

At Yunlin coast, the balance between river sediment transport and the onshore 
sediment transport is to a certain extent the dimension of a river delta. After the dike 
construction at Linnei, the Peikang river and Old Huwei river is lost its drainage 
function. Consequently, the sand bars and relict deltas start erosion under very rough 
wave climate. Since most of the wave energy comes from north to north-east 
directions, the direction of littoral transport will be southward. Although the coastline 
of Yunlin is straight, relatively large local gradients in the depth orientation occur. 
These local gradients in the orientation of the depth contour are caused by the 
presence of the old deltas along the coastline. These give rise to relatively large 
gradients in alongshore sediment transport, which results in morphological changes. 
The net southward littoral transport contributes to the net southward movement of 
sand bars and other morphological features. 

Since the littoral transport is a function of incoming wave angle, the river delta will 
reach its equilibrium condition according its wave condition. Due to the prevailing 
north wave condition, the northern part of Wai-San-Ting delta coastline tends to 
erode, and the seaward part tends to accrete. Due to this erosion and accretion 
processes, the coastline of delta will be re-shaped, which causes the point of 
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maximum littoral transport to shift in downdrift direction. Hence, no limitation occurs 
to the seaward growth of the delta (Kung, 1993). 

After the dike construction of Linnei, the erosion due to littoral transport is 
concentrated along the northern part of the coastline resulting in a steady rotating of 
Wai-San-Ting. Due to the sheltering effect of southward moving sand bars of Pao-Zi- 
Liao, the littoral transport at Wai-San-Ting as well as gradients in littoral transport, 
reduced and so the retreat of the coastline. Consequently, the rotation of Wai-San- 
Ting has remained more or less the same in the last two decades. The conceptual 
model of coast beach and sand bars morphological change in Yunlin coast is shown 
in figure 4. 

nstobility  growth 

DeHoic   Outbuilding \ 

episodic   dumping 
(symmetric   growth) 

0 = 00 

limit  to  growth 

Decoy   of   Delta   due  to  Persistently 
Directed    Waves 

net onshore transport 
to wave asymmetry 
overwash (limit to 

growth) 
-20 

Figure 4 The conceptual model of morphological changes of "relict" deltas 

Quantitative Analysis 

The quantitatively analysis of morphological changes in Yunlin coast is initially 
concentrated on the geostatistical analysis. Natural variables such as grain size, 
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shoreline change, land form, length of coast is all function of natural forces. Due to 
the stochastic nature of nature forces, the natural variables are also have stochastic 
characteristics in space and time domain. In a geostatistical model of shore line 
change or grain size distribution can represent its spatial structure of the natural 
forces and it's controlling physical processes. 

A semi-variogram of shore line change among 1932 and 1992 based on Yunlin 
coast data is given in figure 5 as an example of the geostatistical analysis. The results 
show that the characteristic length is 7.5 km for the shore line changing rate. The 
characteristic lengths of the shore line change rates are similar to different periods - 
this reflects the similar processes within last century. The characteristic lengths also 
reflect the largest length scale of the coastline evolution process. The distance 
between Choshui river mouth and New Huwei river mouth is about 8 km and the 
distance between New Huwei river mouth and Old Huwei river mouth is 7 km. The 
length of the Santiaolun sand bar is 8 km. The length of north part of Wai-San-Ting is 
7 km and the length of south part is 15 km. The geostatistic analysis shows that the 
shore line changes within the elic delta region are correlated and the shore lines' 
changes on different delta are more or less independent. The characteristic length of 
the grain size distribution is also 7.5 km along the main tidal direction. This length 
scale is very close to the tidal velocity length in Yunlin coast. The analysis shows that 
the morphological changes at deep water part, say MSL -20 m, is dominated by tidal 
movement. 
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Figure 5 The semi-variogram of shoreline changing rate along Yunlin coast 

The UNIBEST model (DH, 1991) was used for evaluating the longshore sediment 
transport rate along the Yunlin coast. The offshore wave climate was simulated by 
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using MIKE21 NSW package based on the local wave measurement data. The typical 
tidal motion was simulated by using MIKE21 HD model. The current velocity and 
wave information are used in the long shore sediment transport by using UNIBEST 
model. The result of the longshore sediment transport calculation is shown in figure 6. 
Due to the large ground water subtraction along the coast, the possible land 
subsidence rate along the Yunlin coast is also shown in figure 6. 
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Figure 6 The longshore sediment transport rate of Yunlin coast 

The longshore transport rate calculation shows that the local gradients of sediment 
transport exist at the tip of sand bar and along the Wai-San-Ting. The coast segment 
at south of Choshui river will be accretion due to the huge sediment supply from the 
river and south going littoral transport. The littoral transport rate is increased along 
the Santiaolun sand bar which imply the erosion of the sand bar. The littoral transport 
rate of the Wai-San-Ting is also gradually increasing along the southward direction. 
This local gradient implies the erosion of the Wai-San-Ting. The littoral transport 
rate is very minor at the north part of Wai-San-Ting due to the sheltering effect of 
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shelter by the Pao-Zi-Liao sand bar. The Pao-Zi-Liao sand bar its self has very huge 
littoral transport rate and gradient that means the significant morphological changes. 

Does the Pao-Zi-Liao sand bar provide sediment transport to the Wai-San-Ting 
that is the main question on the impact assessment of the reclamation. If the Pao-Zi- 
Liao sand bar is the sediment supplier to the Wai-San-Ting, the reclamation will stop 
the sediment to the downstream area and causing more serious erosion. In order to 
answer this question, the more details two dimensional sediment transport simulation 
is need due to the complicated coast geometry and flow conditions. The well-known 
MDCE21 coastal hydrodynamic modeling system was used for analyzing the sediment 
transport capacity and initial movement of the coast sand near the Wai-San-Ting area. 
The 75 meter grid was used for balancing the computation time and the resolution. 
This gives around 4 grid point in the surf zone that provides reasonable accuracy for 
alongshore current simulation. Three different wave conditions was simulated by 
using NSW module which represents the wave climate of the area. The radiation 
stress field was used in the hydrodynamic simulation for calculation the velocity field 
under the tide and wave combination situation. The Engelund-Fredsor formula 
(Engelund and Fredsoe, 1976) was used to calculated the sediment transport capacity 
at each grid point. The result of sediment transport capacity of Wai-San-Ting region 
is shown in figure 7. 
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Figure 7 The sediment transport capacity near the Wai-San-Ting area 
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Results show that the sediment transport capacity is very small in the area between 
two sand bars due to the deeper water depth, stronger tidal current and the sheltering 
effect of Pao-Zi-Liao sand bar. Along the sand bars, the sediment transport capacity is 
much stronger that represent significant morphological changes along the sand bars. 
The sea bed initial movement of the sand bars is shown in figure 8. The result of 
simulation shows that two sand bars are evolution by itself. The migration of the Pao- 
Zi-Liao sand bar is toward to south-west and south. The sand bar does not provide 
sediment to the Wai-San-Ting that give quantitative explanation to the conceptual 
model. 
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Figure 8 The sea bed initial moveemnt rate distribution of Wai-San-Ting area 

Figure 9 shows the erosion and accretion area between the survey 1993 and 1994. 
The measurment bathymetry show similar erosion and accretion pattern among Pao- 
Zi-Liao and Wai-San-Ting sand bars. The maximum erosion rate is around 2m/year 
near the tips of the sand bars. The conceptual model and numerical model very well 
agree with the measurement data. 
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Figure 9 The erosion and accretion area among 1993 and 1994 bathymetry 

Discussion and Conclusion 

A hypothesis concerning the historical morphological development of the coast 
and its present state in the ongoing coastal development process was formulated. 
Explanations to the questions concerning the origin and persistence of the main 
shoreline features were found in deeper water than the present surf zones. The -20 m 
contour marked the outer edge of very distinct historical features. The features were 
linked to the pathways of ancient river courses which deposited deltas over thousands 
of years. At the persistent and very oblique wave attack cut the original deltas to form 
the present day sandbars. Four such "relict" deltas were identified according to its 
river courses. Below -10 m the time scales of development and change were far larger 
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than those above -5 m, marking the difference between tide and wave dominated 
Zones. In the zone -5 to -10 m combined wave and tide effects dominate the 
processes. 

Detailed modeling using MIKE21 package with wave, flow and sediment transport 
modules together with geostatistical analysis were used to assess key elements of the 
morphological hypothesis. Critical findings for the Yunlin coast morphological 
processes were: 
(1) that the decay of the sandbars was mostly independent from the upstream coastal 
sediment supply due to the major discontinuities at sandbar headlands and tidal 
channels. 
(2) That the deep water transport due to currents and waves outside the surf zone 
was not playing an important role in the development of the shoreline feature. 

The analysis of the complex morphological processes has provided an important 
insight into the probable impacts of coastal developments and guided the expensive 
and time-consuming model operations. Many of the processes and investigations are 
common to other complex sandbar coasts worldwide. 
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CHAPTER 133 

Suspended Sediment Transport in Inner Shelf 
Waters During Extreme Storms 

O.S. Madsen1 T.A. Chisholm2 and L.D. Wright2 

Abstract 

The paper presents a simple model for the prediction of longshore and 
crosshore suspended sediment transport rates outside the surf zone in water 
depths less than 20 m or so. The model consists of a depth-resolving hydro- 
dynamic component, which considers wind-induced currents in the presence 
of waves and includes the Coriolis effect. The hydrodynamic model compo- 
nent is coupled with a model for the mean suspended sediment concentration 
to produce a prediction of the depth-varying mean suspended sediment flux 
vector. In addition to specification of environmental conditions, i.e. waves 
and sediment characteristics as well as current driving forces (wind veloc- 
ity and pressure gradient), the model requires three parameters: Ca, the 
wind-drag coefficient; fc/v, the movable bed bottom roughness; and 70, the 
resuspension parameter. These three model parameters were determined 
(Madsen et al., 1993) from a subset of field data obtained in 13 m depth 
off Duck, North Carolina, during the severe "Halloween Storm" of 1991 and 
are used to perform a limited comparison between predicted and observed 
current velocity vectors and mean suspended sediment concentrations. The 
agreement is very encouraging and model prediction of an offshore loss of 22 
m3 sediment per m beach compares favorably with the loss of 27 to 54 m3 

obtained from beach profile surveys. 
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Introduction 

The importance of storms to coastal change has been documented exten- 
sively. Storm-driven processes are also known to dominate sediment trans- 
port on the inner shelf, i.e. outside the surf zone in water depths up to 
20 m or so. However, very little quantitative information is available on 
near-bottom currents, bed shear stresses and sediment fluxes for the reliable 
prediction of sediment transport processes on the inner shelf which forms 
an important link between the extensively studied processes within the surf 
zone and deeper continental shelf waters. 

Across the inner shelf currents are induced by wind and pressure gradi- 
ents more so than by wave-associated radiation stresses. This paper present 
a depth-resolving model for the wind-induced and pressure gradient driven 
(tidal) current in inner shelf waters along fairly straight coastlines. The bot- 
tom boundary condition for the current is specified in terms of the apparent 
bottom roughness experienced by currents in the presence of waves and is 
calculated from the theory of Madsen (1994). Since the determination of the 
apparent bottom roughness requires the current to be specified, an iterative 
solution procedure is necessary to solve for the depth-varying current veloc- 
ity vector. In addition to wave-current interaction in the bottom boundary 
layer the model includes Coriolis effects, since crosshore sediment transport 
is sensitive to even minor changes of the current velocity vector's direction. 

The current shear velocities and eddy viscosities obtained from the hy- 
drodynamic model are used to predict the profiles of mean suspended sed- 
iment concentration. For the suspended sediment concentration the effect 
of waves is again manifesting itself through the specification of a reference 
concentration at the bottom. Mean suspended sediment fluxes are obtained 
from the product of current velocity and mean concentration, and integra- 
tion over depth produces the total mean suspended sediment transport rate 
in the alongshore and crosshore directions. 

The unique data set obtained during the severe "Halloween Storm" of 
1991 is used to perform a limited comparison between observations and pre- 
dictions by the hydrodynamic and sediment transport model. Although a 
small subset of this available field data set was used (Madsen et al., 1993) to 
determine empirical values for important model parameters (wind-drag coef- 
ficient, movable bed roughness, and resuspension parameter) this comparison 
is quite encouraging, as is the model's prediction of a net loss of sediment per 
meter beach during the entire "Halloween Storm" which is within a factor of 
two from the loss determined by beach profile surveys. 
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The Depth-Resolving Hvdrodvnamic Model 

Under the assumptions of slowly varying forcing in space and time the 
equations governing the depth-dependent current velocities, u = u{z) and 
v — v{z) of a constant density, p, fluid in the horizontal xy-plane may be 
written 

Du Idp d  (   du\ 

m^Q = -Wx+fv + d;v^) () 

Dv     n        ldp     ,        d  (   dv\ ,n. 

in which / = 1.45 • 10^4 sin (latitute) s"1 is the Coriolis Parameter, z is the 
vertical coordinate (z = 0 at the bottom), the pressure gradients, dp/dx and 
dp/dy, are assumed independent of z corresponding to hydrostatic pressure 
distribution and vt is a turbulent eddy viscosity. 

Introducing the geostrophic current defined by 

multiplication of (2) by % = \/—T followed by addition of (1) leads to a single 
governing equation 

in the complex velocity 

W = (u-Ug)+i(v-Vg) (5) 

The complete analogy of (4) to the equation governing oscillatory tur- 
bulent bottom boundary layer for simple periodic waves, e.g. Eq. (4) of 
Madsen (1994), is noted. Here the Coriolis Parameter, /, replaces the ra- 
dian frequency, ui, and the imaginary part of the solution of (4) represents 
the y-component of the velocity whereas it, in the wave boundary layer case, 
is without physical significance. 

In order to solve (4) it is first necessary to specify the turbulent eddy 
viscosity, vt. Here we follow the suggestion of Madsen (1977) as did Jenter 
and Madsen (1989) by adopting an eddy viscosity which increases linearly 
with distance from a sheared boundary and is scaled by this boundary's shear 
velocity, it* = \/T/p.  In the present case wind stress, rs, acts on the free 
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surface, z = h, and a bottom stress, rc, acts on the bottom z = 0.   The 
resulting model for vt therefore becomes 

KU*CZ for    0 < z < z„ 
KU*s(h - z)    for    zm < z < h 

in which K = von Karman's constant (K = 0.4), and zm is the distance above 
the bottom at which the transition from bottom to surface shear dominated 
turbulence is made. This level is chosen, as suggested by Madsen (1977), to 
be scaled by the relative magnitude of the two shear velocities, i. e. 

(7) 
t^*S    T~ U*c 

With vt given by (6) and (7) the general solution of (4) is obtained 
(Jenter and Madsen, 1989) in terms of zeroth order Kelvin functions 

W = Wb =Ab(ber2^Qb + %be%2^h) + 

Bb(ker2y/Cb + ikei2^b)    for   0 < Cb < (bm (8) 

and 

W = WS =Aa(ber2s/Cs + ibei2^/Qs)  + 

Bs(ker2y/cl + ikei2y/c'.)    for    0 < (s < (sm (9) 

in which Ab,Bb,As and Bs are arbitrary complex constants, and the nondi- 
mensional vertical coordinates are given by 

0, = ^-    and    C, = ^^ (10) 

and Cbm and Csm are the matching coordinates given by (10) with z = zm. 

The arbitrary constants in (8) and (9) are determined by the boundary 
condition at the surface 

KU^^/CI "      ) = {Tsx + iTsy) (11) 

in which the wind shear stress at the free surface is given by 
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Tse'*- = PaCaUle^ - TSX + irsy (12) 

with pa being the air density, Ua the wind speed, <fia the wind direction mea- 
sured from the x-axis and Ca is the wind-drag coefficient; and the turbulent 
no-slip condition at the bottom 

Wb = -(Ug+iVg)    at    C6 = C6o = £^ (13) 
zoaJ 

fall* 

in which zoa denotes the apparent bottom roughness, i.e. the bottom rough- 
ness experienced by the current in the presence of waves (Madsen, 1994). 

The additional conditions are supplied by the requirement of continuity 
of velocity and shear stress at the matching level, i.e. 

Wb(Cb = Cbm) = Ws(Cs = Csm) (14) 

and 

dWb 

ld(2VTb) £& = &>• 

(15) 

in which the minus signs in (11) and (15) are the result of Qs being propor- 
tional to (h — z) rather than z. 

Formally the arbitrary constants may be obtained by sloving (11) th- 
rough (15). Series expansions for the zeroth order Kelvin functions and their 
derivatives found in Abramowitz and Stegun (1972; Chapter 9) greatly facil- 
itate this task. However, the vertical coordinate used in the lower (bottom) 
layer depends on the bottom shear stress, u*c = \/rc/p, which is a priori 
an unknown. The same is true for the apparent bottom roughness which 
depends on wave-current interaction within the wave bottom boundary layer 
and hence needs a specification of the current characteristics before it can 
be determined (see Madsen, 1994). Finally, the pressure gradients need to 
be determined (or known) in order to solve the problem. 

The Bottom Shear Velocity, u*c 

To overcome the problem of an initially unknown value of the bottom 
shear stress, we proceed in an iterative manner by assuming a value of u*c 

to obtain the solution for W& and subsequently evaluate the bottom shear 
stress from 
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-   dWb 
rce 

TC = pnu* 
d(2VTb) 

(16) 

which, since TC = pu*c, yields a "new" value of u*c. When convergence has 
been achieved the angle <f>c denotes the direction of the bottom shear stress 
and hence the direction of the near-bottom current velocity. 

The Apparent Bottom Roughness, zoa 

The evaluation of the apparent bottom roughness depends on the wave 
characteristics, the physical (movable bed) bottom roughness, fcjv, and the 
current specification. The details of a spectral wave-current interaction 
model are presented by Madsen (1994). Here it suffices to mention that the 
wave motion is specified by a representative periodic wave of near-bottom 
orbital velocity amplitude, Wf,r, radian frequency, u>r, and direction of prop- 
agation 4>wr (Eqs. (22), (23) and (24) in Madsen, 1994). Prom this infor- 
mation, along with kjy and an assumed current specified by its shear stress 
TC and direction <pc, the solution of the wave-current interaction problem is 
detailed by Madsen (1994) and leads to a solution for the apparent bottom 
roughness obtained from Eq. (11) of Madsen (1994) 

Zoa = (aoty 6wc (17) 

in which Swc and u*r denote the wave bottom boundary layer thickness and 
the shear velocity based on the maximum combined wave-current bottom 
shear stress, respectively, and are defined by Eqs. (36) and (26) of Madsen 
(1994). 

Specifying the no-slip condition for the current in terms of the apparent 
roughness zoa, avoids the determination of the current velocity profile within 
the wave boundary layer. This information is, however, needed for the eval- 
uation of suspended sediment flux immediately above the bottom. With 
general reference to Madsen (1994) for details, we merely state the proper 
form for the current velocity profile within the wave bottom boundary layer 

u + iv= In——eVc (18) 

valid for z < 8WC with 4>c obtained from (16). 
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The Pressure Gradients, dp/dx and dp/dy 

It is consistent with the assumption of slow spatial variability to assume 
an essentially straight coastline. We therefore choose a coordinate system 
with a shore-parallel x-axis. Furthermore, limiting the model's application to 
water depths less than 10 to 20 m, corresponding to distances from shore of 
the order of at most 1 km or so, suggests that any crosshore depth-averaged 
current should be negligible. 

For wind-dominated storm events the uniformity in the shore-parallel 
x-direction justifies the neglect of an alongshore mean surface slope and 
results in a pressure gradient of dp/dx ~ 0. If the longshore mean surface 
slope cannot safely be assumed negligible an approximate methodology for 
obtaining an estimate of dp/dx to be used in conjunction with the steady 
depth-resolving model is presented by Chisholm (1993) and is outlined in 
Appendix A. 

Imposing the negligible crosshore mean current on the general solution 
yields the condition 

rh ph 

/   vdz~       S{W + iVg}dz = 0 (19) 
Jo Jo 

from which the crosshore pressure gradient, dp/dy, may be determined with 
W given by (8) and (9). For the simplest model application (3) shows that 
Vg = 0 since dp/dx ~ 0. 

Solution Strategy 

To apply the depth-resolving hydrodynamic model it is assumed that 
the representative periodic wave characteristics, ut,r,ujr and <j>wr as defined 
by Madsen (1994) are known. From the wave conditions and knowledge 
of the bottom sediment characteristics the physical (movable bed) bottom 
roughness, fcjv, may be estimated from, e.g. Wiberg and Harris (1994) for 
rippled bed or Madsen et al. (1993) for flat movable bed. The surface wind 
shear stress, is obtained from (12) with Ca estimated from, e.g. Wu (1982) 
or Madsen et al. (1993). 

Assuming the wind to have a substantial longshore component an initial 
estimate of the bottom shear stress is obtained by considering the alongshore 
flow to be approximately described by as a Couette flow, i.e. TC = pu1c ~ 
TS cos ipa- With this shore-parallel current bottom shear stress "known" the 
wave-current interaction model by Madsen (1994) may be used to obtain a 
first estimate of the apparent bottom roughness, zoa> from (17). 

The depth-resolving hydrodynamic model may now be formally solved. 
The "unknown" crosshore pressure gradient, dp/dy (or Ug), is obtained from 
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(19) and the bottom shear stress vector and shear velocity are upgraded by 
use of (16). We may now re-evaluate the apparent bottom roughness from 
(17) and continue the iteration until convergence has been achieved. 

The Mean Suspended Sediment Transport Model 

The concentration of suspended sediment is described by the diffusion 
equation. Limiting the model's applicability to slowly varying conditions in 
space and time, i. e. disregarding variations over the timescale of the wave 
motion, the equation governing the mean suspended sediment concentation, 
c(z), reads 

Dc     n      d  (    dc\      d  .      , 

in which wj{> 0) denotes the fall velocity of the sediment and us is the eddy 
diffusivity. 

The eddy differsivity is taken equal to the eddy viscosity used in the 
depth-resolving hydrodynamic model, i.e. vs = vt with ut given by (6). The 
hydrodynamic model, however, did not explicitly include the description of 
the current profile in the immediate vicinity of the bottom, i. e. within the 
wave bottom boundary layer of thickness Swc. Within the wave boundary 
layer the eddy viscosity and hence the eddy diffusivity is given by the wave- 
current interaction model (see Madsen, 1994) and we therefore have 

0 < z < 8WC 

8WC < z < zm (21) 
zm < z < h 

Integration of (20) leads to an expression for the vertical flux of sus- 
pended sediment which, by virtue of the steady state assumption, must be 
zero and the resulting equation becomes 

£ = -^c (22) 
dz vs 

To solve this equation with vs given by (21) one boundary condition is 
needed. 

The Reference Concentration 

We adopt the reference concentration, CR, specified at a given elevation, 
z = ZR, within the wave boundary layer, i.e.   ZR < 8WC, as our boundary 
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condition.   Following Smith and McLean (1977) we assume the functional 
form of the mean reference concentration to be 

CR loCb (KI/TCr - 1 j     at    z = zR = 7d (23) 

in which Cb is the volume concentration of sediment in the bed, r'b is the skin 
friction bottom shear stress due to the combined wave-current flow, rcr is 
critical shear stress for initiation of motion (Madsen and Grant, 1976), and 
7o is the resuspension parameter. The functional form of (23) is supported 
by the simple bedload formula for saltating grains derived by Madsen (1991). 
Regarding the transport that takes place withhin the saltation layer as bed- 
load (and therefore not to be included in the suspended load transport) the 
level at which the reference concentration is specified is taken as the top 
of the saltation layer which is approximated as ZR — Id, with d being the 
diameter of the bottom sediment. 

The skinfriction shear stress, r'b, in (23) includes the contribution from 
wave motion. In fact, it is to be expected that \r'b\ is dominated by wave ac- 
tion with currents playing only a secondary role in the suspension of bottom 
sediments. Since the intended application of the present model is for stormy 
conditions, we shall assume wave-dominance and take 

< - T'w = Tim cosK* + (/>'„) (24) 

where <j>'Tr is a phase angle which, in the present context, is of no importance, 
and 

Twm = 2Pfwubr (25) 

is the maximum skinfriction bottom shear stress of the representative peri- 
odic wave defined by Madsen (1994) evaluated for a bottom roughness equal 
to the mean diameter of the bottom sediment. Given the functional form 
of (23) it follows logically that the representative periodic wave defined by 
Madsen (1994), i.e. not the "significant wave", is the proper choice for the 
determination of the mean reference concentration in combined wave-current 
boundary layer flows. 

Introduction of (24) in (23) therefore results in a relatively simple ex- 
pression for the mean reference concentration for wave-dominated flows 

Cfl = 70C6(-—-1)     at    z = zR = ld (26) 
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with r'wm given by (25) which is readily evaluated using formulas given by 
Madsen (1994). It is important to emphasize at this point that the empirical 
value of the resuspension parameter, 70, is intimately tied to the level, ZR, 

at which it is specified and to the particular theoretical model used to ex- 
trapolate actual concentration measurements from their level, to the chosen 
reference level. Wikramanayake (1992), using the present reference level ob- 
tained values of 70 = 2 • 10~3 and 2 • 10~4 for rippled beds and flat movable 
beds, respectively. These values may be used for preliminary considerations, 
but it should be recognized that a great deal of uncertainty is associated 
with the specification of 70. 

The Mean Suspended Sediment Concentration 

With the mean concentration governed by (22), the eddy diffusivity 
given by (21) and the reference concentration specified by (26) the solution 
for the mean suspended sediment concentration is readily obtained. 

Within the wave boundary layer, ZR < z < 6V 

c-c.(i)      - (27) 

In the bottom layer of the water column, Swc < z < zm, integration of 
(21) and matching the concentration with (26) at z = Swc gives 

'=*(£)    (£) <28) 

In the surface layer of the water column, zm < z < h, the mean concen- 
tration is given by 

c = cR[8^)    """ (|2L) [•^-^) (29) 
ZR J \S, 

Mean Suspended Sediment Transport 

The complex current velocity profile 

u + iv = W + Ug + iVg (30) 

is obtained from (3), (8) and (9), with (8) replaced by (18) within the wave 
boundary layer, for the three depth-intervals for which the mean concentra- 
tions of suspended sediments are given by (27) through (29). The depth- 
integrated complex suspended sediment flux vector is evaluated from 
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Qsx + iqsy =       {u + iv)cdz (31) 
JZR 

Extension of Model to Sediment Mixtures 

The preceeding presentation of the mean suspended sediment transport 
model treated the sediment as uniform, i.e. represented by a single size- 
class of diameter d. The model is formally extended to sediment mixtures 
consisting of several size-classes represented by diameter dn for the n'th size- 
class. 

For mixtures the current velocity profiles are obtained with the mean 
sediment diameter, cfeo, used to represent the sediment mixture in the eval- 
uation of the movable bed roughness, ktq, and the skinfriction bottom shear 
stress. The reference concentration is obtained from (26) for the individual 
size-class with cj, and rcr replaced by the values corresponding to the partic- 
ular size-class, dn. Finally, the concentration of each size class is obtained 
from (27) through (29) with Wf replaced by Wfn and the total mean concen- 
tration of suspended sediment is obtained by summation of the contributions 
from the individual size classes. 

It is emphasized that the extension of the model to sediment mixtures, 
as presented above, is purely formal and based on a number of essentially 
unsubstantiated generalizations as well as several omissions. Thus, the gen- 
eralization of the reference concentration formulation to mixtures, which 
follows the suggestion of Wiberg et al. (1994) is unsubstantiated. In fact, 
Wilcock and Southard (1988) present data on the initiation of motion of 
individual size-classes in a mixture that suggest the critical shear stress to 
be the same for all size-classes, in direct conflict with the proposed general- 
ization. The formal extension of the model to sediment mixtures omits any 
consideration of armouring effects which ought to be included in a physically 
realistic manner to produce a complete model. At present the weaknesses of 
the proposed extension to sediment mixtures become part of the model and 
are reflected in the empirical determination of model parameters such as the 
resuspension parameter 70, obtained from this model. 

Model Application 

The hydrodynamic and suspended sediment transport model presented 
in the preceeding sections contains two parameters that are model-specific: 
the movable bed roughness, fcjv, and the resuspension parameter, 70. These 
parameters and the wind-drag coefficient Ca were determined for an extreme 
storm event, the "Halloween Storm" of 1991, from a selected subset of field 
data obtained at the U.S. Army Corps' Field Research Facility (FRF) in 13 
m water depth off Duck, North Carolina.   For details of field experiments 
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and the data analysis, which produced values of fcjv = 0.144 cm ~ 15 d$o, 
7o= 4.0 -10~4 and Ca = 5.0 • 10~3, the reader is referred to Madsen et al. 
(1993). Here it suffices to point out that a subset of five bursts of twenty 
three available were used to obtain the hydrodynamic parameters, kjq and 
Ca, whereas 70 was obtained from analysis of three bursts of twelve available. 

Adopting these parameters for the entire storm period, October 27 
through November 1, 1991, with wind records from the FRF and augment- 
ing our wave information by use of data from FRF's 8 m pressure sensor 
array (our tripod surcame to the elements around 18:00 h (EST) on Octo- 
ber 30, 1991, when the significant wave height reached Hs ~ 4.5 m with a 
peak period of Tp ~ 20 s) the required input for application of the model is 
available. 

Figure 1 shows a comparison of predicted and measured longshore (sou- 
therly directed when positive) and crosshore (offshore directed when positive) 
currents at 29 cm above the bottom. The predicted relatively rapid increase 
in longshore current around 35 h, associated with a rapid increase in wind 
speed from about 7 m/s to about 16 m/s, preceeds and exceeds the mea- 
sured currents. The reason for this is most likely the neglect of unsteady 
effects in the hydrodynamic model formulation. Overall agreement between 
predicted and observed longshore currents is, however, considered acceptable 
and quite encouraging given the simplicity of the model. The agreement be- 
tween predicted and observed crosshore currents is far less striking. Given, 
however, the very low crosshore currrent velocities the measurements are 
expected to be extremely sensitive to experimental errors, making detailed 
point-by-point comparison less meaningful. 

Figure 2 shows a comparison of predicted and observed suspended sed- 
iment concentrations at 27 cm and 87 cm above the bottom. Considering 
the fact that onl; two of the twelve experimental observations at these ele- 
vations were usec to determine 70 the overall agreement between predicted 
and observed sus tended sediment concentrations is very encouraging. 

The model r jsults presented in Figures 1 and 2 were obtained without 
inclusion of a loi gshore pressure gradient, i.e. taking dp/dx = 0. It is of 
practical interest to point out that the first model run, which was based on 
the initial estima te of zoa obtained in the manner proposed above, yielded 
results that were practically indistinguishable from the results obtained af- 
ter two and thrca iterations. Also, model runs were performed in which 
the longshore pre ssure gradient was estimated from tide records at Virginia 
Beach and Kitty Hawk, North Carolina, following the procedure described 
in Chisholm (1993). The inclusion of longshore tidal forcing resulted in only 
minor modifications of the longshore current of at most 5 cm/s and a neg- 
ligible (less than 0.2 cm/s) effect on the crosshore velocity. This apparent 
success of the sediment transport model in its simplest form is, of course, a 
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Figure 1: Comparison of measured (crosses) and predicted (full lines) long- 
shore, (a), and crosshore, (b), velocities (m/s) 29 cm above the bottom as a 
function of time in hours from 0:00 on 27 October, 1991. Measurements at 
t = 58,62, 66, 78 and 82 hours used in model calibration to obtain fcjv and 
Ca. 
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Figure 2: Comparison of measured (triangles) and predicted (full lines) mean 
suspended sediment concentration (volumetric) at 27 cm, (a), and 87 cm, (b), 
above the bottom as a function of time in hours from 0:00 on 27 October, 
1991. Measurements at t = 58 and 66 hours used in model calibration to 
obtain 70. 
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result of the specific nature of the extreme conditions encountered during the 
"Halloween Storm" and should not be interpreted to mean that longshore 
pressure gradients generally may be neglected. 

Conclusions 

A relatively simple hydrodynamic model for currents induced in inner 
shelf waters extending from the surf zone to depths of 10 to 20 m along rel- 
atively straight coastlines was presented. The model includes Coriolis effect 
and wave-current interactions in the bottom boundary layer and predicts the 
current velocity profiles in both the longshore and crosshore directions. 

The hydrodynamic model is coupled with a model for the prediction of 
the mean suspended sediment concentration to produce a mean suspended 
sediment transport model for inner shelf coastal waters. 

The capabilities of the model were illustrated by its application to an ex- 
treme storm event, the "Halloween Storm", for which field data were available 
for comparison with model predictions. The limited comparison presented in 
this paper will be expanded upon in forthcoming publications. However, the 
comparison between predictions and observations presented here suggests an 
accuracy of within a factor of two to be achievable when the model is prop- 
erly calibrated. This conclusion is further supported by computations of the 
net loss of sediment volume per meter of beach during the entire Halloween 
Storm. The model's predictions of a loss of about 22 m3 per meter compares 
favorably with losses of 27 and 54 m3 per meter beach obtained from pro- 
file surveys from before and after the "Halloween Storm" by the FRF along 
transects north of the FRF pier. 

It is believed that the model presented here may serve the role of pro- 
viding the important link between surf zone sediment transport processes 
and those in deeper waters of the continental shelf. 
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Appendix A: Approximate Determination of dp/dx 

If evidence of pronounced variations in mean water level along the 
coastal section under consideration is available, e.g. from tide gauge records, 
it may not be safe to assume the alongshore pressure gradient to be zero. To 
estimate the effect of a nonzero longshore pressure gradient it is assumed that 
an estimate of the mean surface slope, as a function of time, is available for 
the location of interest, i.e. the pressure gradient driving a longshore flow is 
given by pgdfj/dx. In the absence of any Coriolos forcing in the x-direction 
(V = 0) the equation governing the depth-averaged longshore velocity U 
induced by the pressure gradient in water depth h is 
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f = -9
d£-(Cb/hMU (A.l) 

in which |M| is the depth-averaged longshore velocity obtained from the 
depth-resolving model solution, i.e. 

^  Zl{WUg}dz (A.2) 1  '     h 

with W given by (8) and (9). Since model application is limited to water 
depths of 10 to 20 m or less, it is reasonable to assume that the longhsore 
velocity is closely described by the logarithmic profile up to half-depth, i.e. 
up to z = h/2, and that the velocity at z = h/2 is a close approximation to 
the depth-averaged total longshore velocity (wind-induced as well as pressure 
gradient driven). It follows from these considerations that the bottom drag 
coefficient, Cb, is related to the apparent bottom roughness zoa, which is 
known from (16) of the depth-resolving model, through 

^zoa 

With \u\ and Cb known as functions of time from the depth-resolving model, 
(A.l) may be solved numerically for the given temporal variation of dfj/dx. 

The solution for U obtained in this manner includes unsteady effects 
which were considered negligible in the depth-resolving model formulation. 
However, the exact same time-varying longshore velocity U could have been 
obtained from a steady form of (A.l) if the pressure gradient term, g§ in 
(A.l) were replaced by an equivalent steady pressure gradient 

-ji-v <"» 
Thus solving (A.l) for U and subsequent evaluation of (A.4) will produce 

a longshore pressure gradient which, when introduced in the steady depth- 
resolving model, will return practically the same estimate of the longshore 
pressure gradient driven velocity as obtained from (A.l). If the addition 
of the longshore pressure gradient determined from (A.4) leads to drastic 
modifications of the depth-resolving model's predictions of |u| and Cb it may 
be necessary to use this procedure in an iterative manner until convergence 
has been achieved. 
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SEA BED STABILITY ON A LONG STRAIGHT COAST 

E. Damgaard Christensen1, R. Deigaard2, J. Fredsae3 

Abstract 

A stability analysis is used to investigate the development of large-scale periodic 
bottom topographies on a straight uniform coast. The work is an extension of the 
work by Hino (1974) and (1976), and special attention is paid to improve and refine 
the description of the sediment transport. The effect of the bed slope on the bed load 
sediment transport turns out to be very important. Further, the behaviour of suspended 
sediment is described by introducing lag effects that modify the predictions of the 
wave length considerably. 

1 INTRODUCTION 

A coast is often irregular. Even a long straight coast can be very non-uniform 
in the longshore direction. A longshore bar can be crossed by more or less regularly 
spaced rip channels or it may be sinuous. Lippmann and Holman (1990) have shown 
several examples of different configurations of a coast that on a large scale is almost 
straight. 

Here the formation of large-scale periodic bottom topographies is in- 
vestigated by applying a linear stability analysis. The basic idea is to give a uniform 
bed a small perturbation. This perturbation affects the hydrodynamics and the 
sediment transport which again influences the bed form. It is then investigated 
whether the perturbation will grow in time or die out. For several different perturba- 
tions the one with the fastest growth is the one that would be expected to be 
dominant if the coast was given a random perturbation. 

The linear stability analysis is only valid for an infinitisemal small bed 
perturbations, but it is expected that some of the main features of the fastest growing 
perturbation would also be found in the coastal forms that actually emerge. 

'Ph.D-student, Associated Professor, 'Professor: ISVA, Danish Technical University, 
DK-2800 Lyngby, Denmark 
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An investigation of this kind was carried out by Hino (1974) and (1976). 
Hino used a very simple model for the sediment transport, and the present work is 
an extension of that analysis, investigating the effect of more sophisticated sediment 
transport descriptions, including the effect of the bed slope, and the gradual adaption 
of the suspended load transport due to changing hydrodynamic conditios. 

DESCRIPTION OF WAVES, CURRENTS AND SEDIMENT TRANSPORT 

The analysis considers a uniform, plane (constant slope) coastal profile with 
a small perturbation. The geometry and coordinate system are shown in figure 1. The 
"breaker line" is here defined as the line where regular waves with a deep water wave 
height equal to the root-mean-square wave height for irregular waves at deep water 
would start to break. 

The chosen models for waves, currents, and sediment transport are as simple 
as possible, yet still represent the relevant physical processes. 

X-axis 

Figure 1 The figure shows the definition of the x and y-directions 

2.1 Wave description 

The waves are assumed to be irregular with Rayleigh-distributed wave 
heights. The breaking process is described by the theory of Battjes (1972), where the 
local wave height distribution is taken as the Rayleigh distribution where the wave 
heights are limited by the water depth: Hb = 0.8 h. This model is expected to give 
satisfactory results on a gently sloping, monotone beach profile. The assumption of 
irregular waves gives a smooth distribution of the driving forces and the longshore 
current distribution. 
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The waves are described by linear shallow water theory, which is expected 
to give a reasonable representation of the depth refraction and radiation stress 
variation in the surf zone. The wave conditions are specified at the breaker line xb 

where uniform waves would start to break. 

2.2 The current description 

The current is described by the depth-integrated equations for conservation 
of mass and momentum: 

Momentum in the x-direction: 

fo(*+T|) +    d(h+r\)u2 +    d(h+i\yvu + ?K + &2 _ 
dt dx dy dx        dy (1) 

-ps(A+r|)|3- - Tto 
ax 

Momentum in the y-direction: 

Mh+rj) +    djh+^uv +    d(h+n)v2 + &Z + <K 
dt dx dy dx        dy (2) 

"P*(*+I)|j- - ^ 

Mass conservation: 

^+11)  +  du(h+r]) +  oV(^+Tl)  = 0 (3) 
dt dx dy 

u and v are the depth-averaged velocities, r\ is the mean surface elevation, h is the 
still water depth, s^, sxy and syy are the radiation stresses, and tbx and tby are the 
components of the bed shear stress. 

The flow resistance is described by a simple model for the turbulent 
interaction between the current and the oscillatory wave boundary layer, Freds0e 
(1981), see also Fredsee and Deigaard (1992), pp 56-62. This gives a flow resistance 
represented by a logarithmic velocity profile, but with an increased bed roughness due 
to the wave boundary layer. 
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2.3 Sediment transport 

The morphological development is described by the conservation equation for 
sediment: 

(l-»)»  = f?52    +   ^SS. (4) 
at        etc dy 

where qtoR and qtoty is the total sediment transport in x and y-directions and n the 
porosity. 

One of the main purposes of this study has been to consider the influence 
of the sediment transport model on the morphological stability. Three approaches 
have been investigated. 

The simple approach 

As a first approach the sediment transport rate is taken to be proportional to 
the local current velocity. This is the model used by by Hino (1974). 

«, = Cs V (5) 

where qt is the sediment transport vector and V is the depth-averaged velocity. The 
coefficient Cs is taken to be constant. 

The  bed load transport model 

The transport of sand is composed of bed load transport and suspended load 
transport, where the bed load transport qb is determined by the local instantaneous bed 
shear stress, from the combination of waves and current. 

The dimensionless bed load transport O b can be expressed as a function of 
the dimensionless bed shear stress, the Shields parameter 0. The formula of Meyer- 
Peter and Muller (1948) has been applied: 

** = 8(e' - ee) 

where   <bb =    and  0 
(6) 

J&W3 (s~1)gd 

6,. is the critical Shields parameter, 0C = 0.05, d is the grain diameter, and s is the 
relative density of the sediment. 

If the bed is sloping, there is an additional down slope component of the 
sediment transport. When the transport is directed up (or down) the slope, gravity 
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gives a down slope force component that has to be added to the force from the shear 
stress, giving a correction to the critical Shield's parameter: 

e - ee- «§ (7) 

where a is from 0.05 to 0.1 cf Freds0e and Deigaard (1992). 
When the transport is along the slope, the down slope component of the 

gravity deflects the direction of the transport by the angle \\i, which can be found as: 
(Engelund  and Freds0e 1982) 

tarn|r =  -— (8) 
1.6^^ 

For an arbitrary angle between the bed shear stress vector and the strike of 
the slope the effect of a longitudinal and transverse slope is combined. 

The bed load transport is determined by the instantaneous bed shear stress, 
and is then averaged over the wave period. The instantaneous bed shear stress is 
determined from the flow resistance model, using the wave friction factor fw on the 
combination of the near-bed wave-orbital velocity and the mean flow velocity at the 
top of the wave boundary layer. 

The suspended load transport 
The suspended sediment moves away from the bed in the water column. 

When the hydrodynamic conditions change, it takes some time for the grains to be 
entrained in the water column or be deposited. Therefore, it takes some time/length 
for the suspended load transport to be adjusted to a variation in the hydrodynamic 
conditions. 

The transport of the suspended sediment is calculated by the models of 
Freds0e et al (1985) and Deigaard et al. (1986) which includes the turbulent 
interaction between the wave boundary layer and the current and takes the turbulence 
generated by wave breaking into account. For the suspended sediment transport 
calculations the modelling system Litpack of the Danish Hydraulic Institute has been 
applied. 

The gradual adaptation of the transport to a gradient in the hydrodynamic 
conditions is represented by an adaptation length Ls, by which the transport lags 
behind the development in the forcing terms. Ls is estimated by the time it takes for 
a grain to settle from the concentration profile of suspended sediment: 

Ls = «AKo (9) 

where zc is the height from the bed of the centroid of the sediment concentration 
profile, ws is the settling velocity of the sediment and V0 is the mean flow velocity 
and a is a coefficient, which is expected to be of the order 1. 
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3 ZERO ORDER SOLUTION AND FIRST ORDER EQUATIONS 

The stability analysis is performed by using a perturbation method. First the 
equilibrium conditions for the longshore current and the set up are calculated. The 
equilibrium is perturbated, and the perturbated equations are found. Here the 
difference between the steady solution and the solution with a small perturbation is 
called the perturbated solution or the first order solution and the steady solution is 
called the zero order solution. If all types of perturbations of the bottom will die out 
in time, the equilibrium is stable. If the perturbation grows, the bed is unstable. 

To calculate the zero order solution - the profile without any bed undulations 
- is actually a project by itself. It usually requires a detailed on offshore description 
including undertow etc. This cross shore sediment transport is considered to be 
unimportant for the further development of sand bed undulations, and for reasons of 
simplicity it has been assumed that a coast with a constant slope is an equilibrium 
profile for the bottom. 

3.1 The steady solution 

The equations in section 2.1 are solved in the steady state. This means that 
U, V, T|, h only depends on x, because the initial conditions are described by parallel 
bottom contours and a constant slope of the bottom. By this U and all the derivatives 
with respect to y is equal to zero. 

When the description of the waves given by Battjes (1972) is used, a smooth 
set up is found from equation (1). The set up is a function of the angle of the 
incoming waves, the percentage Qb of the waves that break or have broken and the 
root-mean-square H,• of the remaining waves. 

The flow resistance is described by the simple model for turbulent interaction 
between the wave and current boundary layer, which gives an increased flow 
resistance for the flow expressed as an increase in the bed roughness. The flow 
resistance for the current is almost quadratic. 

3.2 First order equations 

When the steady solution is found, the bed is given a little perturbation. This 
perturbation affects the hydrodynamics. The response time concept is applied. The 
idea behind the response time concept is that the bottom perturbation will cause 
immediate changes of the velocities in the x- and y-directions, but quick changes in 
the flow motion will not result in a response from the bottom. Thus the hydrodyna- 
mics are considered to be quasi-steady, and it is only the time variation of the bed 
level that is included in the description. 
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The total velocity field, water elevation, and water depth can be expressed by: 

u = «W) 
V = V0(x) * vto) (10) 

n = n0(x) + nW) 
h = h0(x) + *W,0 

The first order perturbated equations can be found by substituting (10) into 
(l)-(4). All terms of higher order than one will then be omitted. The zero order terms 
will automatically fulfill these equations and can be cancelled out. With this we 
obtain equations that only contain first order terms. 

The gravitational acceleration g and the distance from the shore to the 
breaker line LB are used to make the equations non-dimensional. The dimensionless 
variables are written, 

x   -   •£- ,    k   -   k-LB ,    c    -    -£=   ,    q   -        q        (11) 

Each of the four differential equations can be put on a form as: 

dt      "ax     ady     l      "ax     *dy     ' 

+c"^+c>^+c^+D"ac+D^+d>h + D"^ + D»& + D'-^= ° 

(12) 

where i is the number of equation. w; is the variable that is derived with time in the 
equation, w4 = h, for the other variables this term is cancelled out due to the 
response time concept. The coefficients in (12) depends on the zero order solution 
and the description of the sediment transport. 

4 SOLVING THE EQ. BY FINITE DIFFERENCES 

The equations are solved numerically by finite differences. When the 
assumption of periodic conditions in the y-directions is applied, the dependent 
variables can then be written as: 
u = U(x)exp(iky) (13) 
v = V(x)exp(iky) (14) 
ri = Z(x)exp(iky) (15) 
h = H(x)exp(pt + iky) (16) 

Figure 2 shows a sketch of how the finite difference scheme is applied. The 
node points are distributed   over three times the width of the breaking   zone. The 
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start of the breaking zone is defined as the line where regular waves with a wave 
height equal to H0 would start to break. 

In figure 2 xb is the distance from the coast line at still water level to the 
start of the "breaking line". xt is the distance between the still water line and the 
actual water line. The total width of the breaking zone Lb is thus the sum of x; and 
Xu. 

3 U 
1  
0 1 

 1 
n-l n 

I'l II 1 II II II II II II II II II II II 

   -^ H(x) 

Figure 2   Sketch of the finite difference approximation. The points are distributed 
over three times the width of the "breaking zone" Lb 

Solution method 
The expressions in (13) to (16) are substituted into (12) by which four 

ordinary differential equations for U, V, Z and H are obtained. These are solved by 
introducing second or fourth order finite difference approximations for the derivatives 
of U, V, Z and H. For node points at the boundaries forward^ackward finite 
differences are used, and for the node points at 2 and n-2 second order finite differen- 
ces are used for terms that are not given on the boundary. As boundary conditions 
U, V, Z and H are set equal to 0 at the right boundary (deep water), and U is set 
equal 0 at the coast line, x = -xt, see figure 2. 

With this, a matrix-equation is found: 
Ax = px (17) 
The vector x has the dimension 4(n-l) and it has the form: 

x = (U„ U2,.. ,Un.2, Un.„ V„ V2, .. ,Vn.2, Vn.„ Z„ Z2>.. , Z„.2, Zn.„ H„ H2, .. Hn.2, Hn4) 

px is a vector that originates from the terms derived with respect to time in (12). 

px = (0, 0, .. ,0, 0, 0, 0, .. ,0, 0, 0, 0, .. , 0, 0, pH„ pH2, .. pHn.2, pHn.,) 

By use of gauss-elimination equation (17) is transformed to an eigenvalue problem 
forH. 
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Matrix A contains of 16 sub-matrices. These are named  A,,  B,,  C,,D,: 

AX BX ct D; 

A, B-  C, D, 2      2       2       2 (18) 

As *3 C3 D3 

A4 B4 C4 D4 

The matrices A, B, C and D contains elements, respectively, for U, V, Z and 
H. The index refers to the equations. 1 for the x-momentum, 2 for y-momentum, 3 
for conservation of mass and 4 for conservation of sediment. When the matrix A has 
been calculated, it is reduced to a triangular matrix except the last submatrix D4. The 
form of the matrix-equation is now: 

'At* Bx*  Ct* Dt* 'if o1 

0    B2*  C2* D2* 

0      0    C3* D3* 

V 

z = -p 
0 

0 

0      0      0    D4* p. fl 

(19) 

The matrices' A,*, B2* and C3* are all upper triangular matrices. It is only 
possible to obtain a solution to equation (19) when H is a solution to the eigenvalue 
problem defined by following equation: 
D4* H = - pH (20) 
(20) is complex in both matrix, vector, and eigenvalue. It is solved by use of standard 
procedures for complex eigenvalue problems. The solution to the eigenvalue problem 
gives n-1 eigenvalues A,,, ..., Vi • Each of the eigenvalues defines a solution to the 
eigenvalue problem, which also give n-1 eigenvectors H, .. H,,.,. 

It is now possible to find the solution that gives the fastest growth rate of 
the bed perturbation that is determined by the largest real part of p{ = -%•„, cf. eq. 
(16). When the eigenvector Hj for the fastest growing mode has been found, the 
solution for U, V and Z are found by using back substitution. 

The calculations are made for several different values of k in order to 
determine the wave number k that gives the largest re 1 part of p and thus the fastest 
growing perturbation. This bar pattern is expected largely to be the bed form that 
actually emerges. 

Another result that comes from the eigenvalue problem is the migration 
velocity, which is: 

_  -Im(p) (21) 
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As can be seen in fig. 3 the simple sediment transport model does not give 
a maximum for the growth factor Re(p). Fig. 4 shows the most unstable bed 
configuration for different values of k. It can be seen that as k increases the bars are 
situated closer to the coastline. 

1 2 
Dimensionless k 

Figure 3 The real part of the growth factor p as a function of the wave number k. 
The simple sediment transport model was used. Hb=3 m, T=10 s, j3 = 2.5° 
and 0h = 10.0°. 

For large longshore wave numbers the bed forms are thus embedded in the 
nearshore region where the longshore current is growing linearly with the distance 
from the shoreline, see figure 4. Under these conditions there is no lower limit for the 
wave length of the most unstable perturbation and the stability analysis cannot predict 
the emerging of a bed topography. 

An explanation for this behaviour is as follows. When the bars are situated 
closer to the coast line, the area of a bar is decreased as k"2, whereby the amount 
of sediment needed for the instability mechanism is reduced with k"2. Close to the 
coast line the zero order velocity profile is almost linear and the sediment transport 
is proportional to the zero order velocity. The sediment transport hereby reduces by 
~ k"1 as the bars are situated closer to the coast line. This gives: 

Re(p) oc k-'/k"2 = k 
This agrees with the result shown in figure 3. 

When the bed load transport model is used a maximum for Re(p) is found, 
see figure 5. The dimensionless wave number k is found to be around 1.0 to 1.2 for 
waves for an incoming angle at the breakerline between 8° and 12°. For lower angles 
the wave number k becomes very small for the maximum of Re(p). For 0b = 0° it is 
impossible to get any results due to the use of a quadratic resistance law which also 
has influence on the results for small angles of 0b. 
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f   breaker line •f breaker line 

k   =1 k =2 k= 4 
Figure 4 An example of the perturbation h, for three different wave numbers k, 

H„ =3 m, T=10 m,   0 2.5° and Ob = 10.0°. 

Dimensionless k 
1 2 
Dimensionless k 

Figure 5 The real part of the growth factor p and the translation celerity as a 
function of the wave number k for six different angles. The bed load model 
was used. Hb=3 m, T=10 s, p = 2.5° 

Illustrations of the 1. order bed topography, 1. order velocity field and the 
"total" meandering current are shown in figure 6. The orientations of the bars disagree 
with the one seen on the photo in figure 7. On the photo the bars propagate from the 
coastline obliquely in the same direction as the current, the opposite is the case in the 
stability analysis. In another case, illustrated by a photo of Short (1994), the orienta- 
tion of the bed forms agree with the present stability analysis. Johnson et al. (1994) 
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modelled the current and mophological changes around an offshore breakwater for 
obliquely incoming waves. At the downstream side of the breakwater some bars 
developed that had the same orientation as those in the present study. It has not been 
possible to find a final explanation for the determination of the orientation. 

f 
1 

h 
.' ' t 

j"   breaker line ^   breaker line f  breaker line 

Figure 6 An example of the perturbation h, the 1. order current and the "total" (0. 
and 1, order)  meandering current. 0b = 8.0°, k = 1.2, Hb =3 m, T=10 m and 
P = 2.5°. For the meandering current the maximum ofh was set to 2 m. 
scoured area is shown by the light colour 

The 

Figure 7 A  photo of large periodic bottom topographies at the island Sylt, Wadden 
Sea Denmark/Germany, H. Dette (1994). 

Figure 8a shows the dependence on the grain size. When the grain size 
increases the maximum of Re(p) decreases and the wave length of the most unstable 
perturbation increases. 
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The perturbation of the bed modifies the wave field. This influences on the 
radiation stresses and hereby on the hydrodynamics and the sediment transport. A 
comparison between the effects coming from the bed slope, the modification of the 
wave field due to the perturbation and the current is shown in figure 8b. When the 
modification of the wave field due to the perturbation is excluded the lowest curve 
is obtained where the maximum is situated at the same wave number k as for the full 
bed load model. When the effect of the bed slope and the effect of the modified 
wave field are excluded, the maximum for Re(p) is situated at a larger wave number 
k. Here a maximum is obtained in contrast to the simple model. This shows that a 
more refined model for the sediment transport gives a maximum even if the bed slope 
is not taken into account. 

1 **** 
7- j£~\ 

_   6 

S   5 
o 

i * 
I3' 

2- 

1 

r\ 
° i                      2                     3 

x 1.2 

0.1 mm 1 
~m~ 
o.2mm 

0.4 mm K 
UJ 
o 

0.8 

0.6 

0.8 mm 
£ I 

E 
0.4 

0.2 

0 

4.2 

Dimenstonless k 

1 2 
Dimensionle8& k 

8a 8b 
Figure 8 The figure shows the dependency of the grain size - 8a -, and the stability 

curve when the slope and/or the modification of the wave field are excluded 
- 8b. A: no slope and no modification of the wave field, B: no modification 
of the wave field, C: the full bed load model 

Dimensionless k Dimensionless K 

- Susp. + bed load -«- Bed load only 

Figure 9  Here the suspended load is included, the figure on the left hand side is 
found for 6b = 5.0° and for the figure at the right hand side 0b = 10°. 
Hh=3m,T = 10  m and p = 2.5°. 
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Figure 9 shows the results when the suspended load is incorporated. For 
0b =  5.0° the maximum for Re(k) moves to a bigger dimensionless k, while we get 
the opposite result for 0b = 10°. When the suspended load becomes dominant, it 
moves the maximum of Re(p) to a lower dimensionless k, and the growth rate 
increases. 

For 0b = 10° the effect of a phase lag is shown too. This has a stabilizing 
effect on the growth rate especially with big wave numbers. 

6 CONCLUSIONS 

A linear stability analysis has been used to investigate the formation of large 
scale periodic bottom topographies. In the analysis the effects from the slope due to 
the perturbation of the bed are incorporated. 

When a simple sediment transport formulation is used, taking the sediment 
transport to be proportional to the velocity, a maximum on the stability curve is not 
found, and the instability of the bed forms increases with the alongshore wave 
number. 

The bed slope affects what kind of topography that will emerge and gives 
a spacing between the rips of about six times the width of the breaking zone. By 
including the suspended load this distance decreases for small angles of the incoming 
waves and increases for large angles. The phase lag in the suspended load gives a 
smaller growth rate and a longer length of the bar. 

The modification of the wave field, due to the perturbation, increases the 
growth rate and gives a smaller bar length. 

The stabilizing effects are the slope of the bed, large grain size and phase 
lag in the suspended load transport. The destabilizing effects are the longshore 
current, and the modification of the wave field due to the perturbation of the bed. 
Refraction and diffraction have not been investigated. These mechanisms could have 
an effect on the stability of the bars. 

The resulting topography has been compared to field investigations and 
shows that the orientation of the bars sometimes but not always is the same as in this 
stability analysis. 
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CHAPTER 135 

The Response of Gravel Beaches in the Presence 
of Control Structures 

TTCoates1, N Dodd1 

Abstract 

Much of the research on beach control structure concentrates on sand beaches. 
Relatively little work has been done on gravel beaches though they are important 
features along temperate and sub-arctic coastlines, particularly in the UK. Until 
recently attempts to manage these beaches and to control erosion have relied on 
traditional approaches such as timber groynes, designed by past experience and 
engineering judgement. To improve this situation HR Wallingford have undertaken 
a programme of flume and wave basin physical model studies followed by the 
development of numerical models and design guidelines. 

The most recent phase of this programme has been an investigation of beach response 
to detached breakwaters. This work was undertaken at a scale of 1:50 in a mobile 
bed, random wave basin. The breakwaters varied in length, crest elevation and 
distance offshore. The sea conditions varied in wave period and water level. 
Measurements were taken of wave heights around the structure, beach planshape 
development and longshore transport rates. For each breakwater configuration and 
sea condition an efficiency value has been derived which relates the longshore 
transport rate in the presence of the structure to the potential open beach rate. These 
efficiency values can be used to tune breakwater dimensions to the actual long term 
drift rates of a specific beach, thereby providing a stable beach. 

This paper briefly reviews some of the previously published work, then discusses the 
major findings of the recent model tests and suggests methods for applying the 
results. The results are, at present, only applicable to a limited range of sea and 
beach conditions, but it is anticipated that the approach will be developed for general 
application. The findings are also related to a recently completed detached 
breakwaters and beach recharge scheme on the UK south coast. 

1HR Wallingford, Howbery Park, Wallingford, Oxon, OX10 8 BA, UK 
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Introduction 

Detached breakwaters, unlike groynes, have not been used for beach control 
in the UK until quite recently. Existing design guidelines are based on experience in 
other areas of the world, with the most recent publication being the CERC Technical 
Report "Engineering Design Guidance for Detached Breakwater as Shoreline 
Stabilization Structures ". The majority of research and experience available relates 
to sand beaches in microtidal environments (range < 2m) with shore normal wave 
attack, and are therefore not directly applicable to many UK situations. In addition, 
much of the research concentrates on determining the shape and extent of the beach 
development in the lee of the structures; this approach only considers the symptoms 
and not the causes, as it does not directly consider the sediment transport regime at 
the design site. 

A number of morphodynamic models are available which go some way towards 
predicting sand beach response. Unfortunately these models are not applicable to the 
shingle beaches found along much of the UK coastline. To improve this situation 
HR Wallingford undertook an ongoing research programme, utilizing physical 
models, with the aim of developing design tools and guidelines. 

Powell (1990) investigated the response of shingle beaches to random waves in a 
flume at a scale of 1:17. The physical model results were used to develop a 
parametric model which predicts beach response to wave and water level conditions. 
This work was extended to a large scale (1:17) wave basin study in which the 
hydrographic conditions included oblique long crested random waves (Coates and 
Lowe, 1993). Modifications to the original parametric model were derived which 
accounted for beach profile response under oblique waves. In addition, the cross- 
shore distribution of longshore transport along an open shingle beach was derived; 
this distribution was used by Brampton and Goldberg (1991) in conjunction with 
Powell's parametric model to improve an earlier one-line beach plan shape model 
(Brampton and Motyka, 1985). 

Brampton and Goldberg's model was able to predict beach plan shape development 
in the presence of groynes, but the authors recognised that the model over-simplified 
a number of aspects relating to beach response. This response was investigated by 
further physical modelling at a scale of 1:17 and, more recently, in a different facility 
at a scale of 1:50 (Coates and Lowe, 1994; Coates, 1994a; Coates, 1994b). Some 
of the results of the larger scale model have been incorporated into a new 
mathematical model (Huang, 1993) which includes an improved method of predicting 
profile development within a groyne field as well as transport over and around 
groynes. The smaller scale study investigated beach response within a multiple groyne 
system and it is this work that is described in this paper. The approach adopted was 
to investigate sediment transport, rather than morphological development, in the lee 
of single breakwater, followed by a preliminary investigation of beach response to 
pairs of breakwaters. 
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Model studies 
The test programme was conducted at HR Wallingford in a 23m by 24m wave 

basin with a maximum working depth of 0.4m. The model was designed at an 
undistorted scale of 1:50, according to Froude's relationships. The basin was 
equipped with: 

a 15m long, mobile wave paddle capable of generating waves at up to 45° 
relative to the beach; 
nine wave monitoring probes; 
an oblique angle camera; 
a manual sediment recirculation system. 

The model layout is illustrated in Figure 1. It was designed to simulate a 
typical UK sand lower/shingle upper beach. The lower portion of the beach was 
constructed from a rigid moulding at a slope of 1:50. The upper portion comprised 
a mobile bed formed of crushed and graded anthracite coal formed at an initial slope 
of l:7'/2 with a crest above the limit of wave action. 

The mobile bed was designed to be similar to those used in previous model 
studies within the programme and to simulate typical UK beaches. The scaling 
relationships used in selecting the model beach material are based on a well 
established method which attempts to satisfy three criteria: the permeability, which 
governs slope, the relative magnitude of onshore or offshore movement, which 
determines whether erosion or accretion will occur, the threshold velocity of particle 
motion. 

The methods published by Yalin (1963) which relate slope to a non-linear 
function of the voids Reynolds Number are used to satisfy the permeability 
requirement. The fall velocity parameter Hb/wT proposed by Dean (1973) is used 
to satisfy the onshore/offshore criteria while the relationship of Komar and Miller is 
used for the threshold of motion. At the model scale of 1:50, an assumed prototype 
D50 of 15mm and a density of 2.65T/m3 then the required model sediment should 
have a D50 of 2.5mm and a density of 1.41T/m3. Anthracite coal has a density of 
1.39T/m3 and can be obtained in a range of grades. It is therefore an appropriate 
material for use as the mobile bed. 

The sea condition variables were restricted to wave steepness (S) and water 
level (SWL). All tests were run with a 2m Hs wave height and a 30° offshore wave 
direction. Wave steepness values were either 0.02 (swell) or 0.06 (storm) and water 
levels varied form 3.0m to 4.5m relative to the initial beach toe (each test was run 
at a fixed SWL). Wave induced currents were investigated in a single test using S 
= 0.02 and a range of water levels from lm to 4m. Tidal currents were not 
investigated. 
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Figure 1 The wave basin facility 

The test programme concentrated on single breakwaters. Structural variables 
included crest length (Ls), freeboard (RJ, offshore distance (Xs). A short series of 
tests was run at the end of the programme to investigate pairs of structures. These 
tests investigated the influence of gap length (Gs). A total of 34 tests were run, with 
an average duration of 2-3 days. 

The basic structural design comprised a crest width of 4m, side slopes of 1:2 
along the body of the structure and slopes of 1:3 at the ends. The rock grading was 
selected for minimal damage. The initial median rock weight was 6.55 tonne, with 
a linear grading from W„ = 4.0 lonne to Wl(l0 = 9.1 tonne. During construction 
larger rocks were preferentially placed in the areas of potential damage, based on the 
findings of earlier research (Jones & Allsop,   1993).    Figure 2 indicates the 
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breakwater layout and the variables. Table 1 summarizes the structural variables. 

Table 1 Structural variables 

Length (m) Distance offshore Crest elevation Gap length 
(m) (m) 

60 120 4.5 N/A 
60 90 3.5 60&90 
60 90 4.5 N/A 
90 150 4.5 N/A 
90 120 3.5 & 4.5 N/A 
90 90 3.5 & 4.5 N/A 
90 60 4.5 N/A 
120 120 3.5 & 4.5 N/A 
120 90 4.5 N/A 

Ls Gs 

1:3 slope 
1:2 slope 

Xs 

SWL=3m (Initial Beach) 

.  3.0m 

W50= 6.55T 

Figure 2 Basic breakwater layout 
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During calibration, the model was run with an open beach, fed by an 
unlimited supply of sediment. The transport rates and cross-shore distribution of 
transport were measured for each wave and water level combination. The transport 
rates were used to determine standard sediment input rates for all subsequent tests; 
these are referred to as the calibrated rates. 

Test procedures included: 

continuous monitoring of downdrift sediment output; 
regular measurement of the cross-shore position of the crest, SWL and toe on 
12 section lines to monitor planshape developments; 
regular overhead photographs of beach development; and 
measurement of wave heights seaward and landward of the breakwater. 

The terms salient, tombolo, efficiency, potential drift rate and actual drift rate 
are used in the discussions. Salient refers to the seaward development of the beach 
in the lee of the breakwater; if this development reaches the breakwater at the water 
line then the salient is referred to as a tombolo. Efficiency, denoted as r|, refers to 
the ratio of output drift relative to the potential or calibrated open beach drift for the 
model beach under a given sea state as expressed by the equation 

Q ' 
1 X 100 

where Qp is the potential drift rate for a beach under a given set of wave and water 
level conditions and Q0 is the output drift rate immediately downdrift of the structure. 
Potential and actual drift rates are important in relation to breakwater design. The 
potential drift rate is the volume of beach material that the incident wave condition 
could move along an open beach if the supply of material is unlimited - in the model 
this is the calibrated input rate. The actual drift rate on a given beach is often much 
less than the potential rate due to a lack of available material or the influence of 
artificial structures or channels; erosion of the foreshore often occurs as a result of 
the difference between these two rates. 

Tests were run in two stages. During the initial stage the beach was supplied 
with drift material at the calibrated rate. This material was transported into the lee 
of the breakwater where a percentage was deposited to form a salient, while the 
remainder was transported to the downdrift sediment trap. When the downdrift 
transport rate stabilized after 12,000 to 16,000 Tm then the second stage commenced. 
The updrift sediment input position moved to a point immediately updrift of the 
breakwater, and the input rate was reduced to the stabilized output rate of stage 1. 

Assuming that this rate had been properly defined, then no further material 
accreted at the salient and the output equalled the new input. Stage 2 continued for 
about 12,000 Tra or until the input/output equilibrium was confirmed. The 
relationship between the stabilized output and the original calibrated input was then 
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used to determine the efficiency of the particular structure. 

Discussion of results 
The test results are presented in a series of figures. Figures 3-8 illustrate the 

influence of various seastate or structural variables on breakwater efficiency. The 
lines join directly comparable data points to illustrate the strongest relationships. 
Where several similar lines are presented on the same plot, they indicate the influence 
of secondary variables. Figure 9 presents a summary plot combining all of the 
structure variables. 

Effect of test duration on efficiency and beach development 
The standard test procedure was followed during all tests except the first test, 

which was run with a constant input at the calibrated rate for over 100,000Tm. The 
test was continued until a tombolo had built out to the breakwater and transport had 
resumed along the seaward face. Although this final result was not of use to the 
establishment of a T| value, it did serve to illustrate the potential impact of a 
breakwater that is too effective relative to the actual beach drift rate. The structure 
efficiency reached a stable level of 86% after about 20,000 Tm, but as the beach 
continued to develop r| increased to almost 100%. This increase in efficiency over 
time is an important consideration in design, as a structure that is too effective will 
block longshore transport, causing downdrift erosion until the beach has built out 
sufficiently to allow bypassing to occur. 

Effect of wave steepness on efficiency 
Tests were run with wave steepnesses of 0.02 and 0.06. Figure 3 illustrates 

that the structures were about 30% more efficient under shorter period waves. 
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Figure 3 Effect of wave steepness on efficiency 
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Effect of offshore distance (XJ on efficiency 
Xs was measured from the structure centre line to the 3m contour line on the 

initial standard beach. Most of the tests were run with Xs values either 90m or 120m 
with only one test run with each of 60m and 150m. 

Figure 4 illustrates that structures set at 60m, 90m and 120m had very similar 
impacts on efficiency. The only distance which showed a significant effect was 
150m, which caused a substantial decrease in efficiency. 

Insufficient data was collected for low and high values of Xs to establish any 
definite trends, however it is apparent that over the limited range of 90m and 120m 
X, is not a dominant factor. 
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Figure 4 Effect of cross-shore location of breakwater on efficiency 

Effect of freeboard (RJ on efficiency 
R^ is the difference in elevation from the structure crest to SWL. Changes in 

R^ influence the amount of wave energy that can pass over or through the breakwater. 
By varying both the structure crest elevation, from 3m to 4m, and the SWL from 
3.0m to 4.5m, R,. values from -0.5m to 1.5m were tested. Figure 5 illustrates the 
effect of Rj. on r|. The results suggest that R,. is an important factor in beach 
response to breakwaters. 

It is apparent from Figure 5 that R<. has a non-linear effect on efficiency. t| increased 
by 30 - 40% as R,. increased from -0.5m to 0.5m. As R,. increased further to 1.5m 
then r\ only increased by 10-30% with the higher values being associated with the 
shorter structure lengths. 
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Figure 5 Effect of freeboard on breakwater efficiency 

Effect of crest length (LJ on efficiency 
Ls values of 60m, 90m and 120m were tested and were found to be an 

important factor in determining beach response. Figure 6 illustrates the relationship 
between Ls and efficiency, with the lines joining data points of equal R,.. 

Beach response to Lg was again non-linear. Changes in Ls from 60m to 90m 
resulted in efficiency increases of between 20-40% while changes from 90m to 
120m resulted in increases of only 10 - 20%. 
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Figure 6 Effect of structure length on breakwater efficiency 
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Relationship between wave length and structural dimensions 
The model data for wave steepness (or wave length), Xs and Ls were further 

investigated in combinations to determine any relationships. Figure 7 illustrates the 
influence of Lm/Xs on r\. There are insufficient results to form any definite 
conclusions but the figure suggests that r| may reach a minimum when 
0.4<LJX.<0.9. 
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Figure 7 Effect of wave length relative to offshore distance of structure on 
breakwater efficiency 

Figure 8 illustrates the influence of Lm/Ls on r|.  Though the results show 
some scatter, there is an obvious trend of decreasing r) with increases in Lm/Ls. 
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Figure 8 Effect of wave length relative to structure length on breakwater efficiency 
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Combined influence of structural variables 
The individual effects of length, offshore distance and freeboard are combined 

into a single efficiency contour plot in Figure 9. The data set for the plot was 
extended by combining both the swell and storm values using the relationship r| 
(swell) = r| (storm) - 30; the plot is therefore set out for wave steepnesses of 0.02, 
and is only applicable to 2m Hs waves. 
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Figure 9 Contour plot of efficiency relative to structure variables for a single 
detached breakwater (Data points corrected for a single wave steepness of 0.02) 

The contour plot can be used to determine the optimum combination of 
structural dimensions for a given situation. Although the model variables were 
limited, the method used to obtain the contour plot could be extended to form a full 
set of design plots for detached breakwaters. Alternatively, the information derived 
from the study could be used to calibrate existing numerical models which predict 
wave energy distribution in the lee of structures, although at present none of the 
available models are able to fully simulate wave/structure interactions. 

Wave induced currents 
Titanium dioxide was used as a neutrally buoyant tracer to monitor currents 
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along the model beach and in the lee of the breakwaters. This work was subjective 
only. 

Tracer was injected in the lee of a 90m breakwater during swell wave 
conditions with a range of water levels. Wave induced currents transported dye from 
the updrift beach and the immediate downdrift beach to the head of the beach salient. 
From this point the dye was transported intermittently seaward around the down drift 
end of the breakwater. The intermittent currents had a period of about 
10 - 15 seconds (model), equivalent to 8 - 12 incident wave periods. The seaward 
current reached strong peak velocities, particularly at water levels of between lm and 
3m.  Currents at higher water levels were less well defined. 

These results qualitatively support available field observations. Further field 
work should be undertaken as areas of potential rip currents or deposition will be 
important to breakwater design. 

Results of paired breakwater tests 
Only three tests of breakwater pairs were carried out as a post-script to the 

single structure study. Variables included only gap width (Gs) and freeboard (RJ. 
The results are insufficient for rigorous analysis, but the following observations can 
be made. 

As might be expected, a larger gap width resulted in a slightly lower 
efficiency, while a change of freeboard from +0.5 to -0.5 resulted in a substantial 
drop. Comparison against single structures indicated that two emergent 60m long 
breakwaters with a 60m gap have a r| value approximately equal to a single 60m 
structure, indicating that the efficiency data collected for the single breakwaters may 
be applicable to multiple structures if appropriate gap widths can be determined. 
However, when submerged the pair of structures became significantly more effective 
than a single submerged structure suggesting that the relationships may not be straight 
forward. 

Design applications 

The results of the model study are not yet sufficient to form the basis of a 
design method for detached breakwaters. Only a limited number of conditions were 
tested, the programme concentrated on single structures and no field verification has 
been undertaken. However, a number of useful guidelines can be derived which will 
be of use to coastal engineers and managers. 

Most shingle beaches in the UK are of a type known as shingle upper/sand 
lower, and are subjected to high wave energy within meso (range 2m - 4m) or macro 
(range <4m) tidal environments with the potential for substantial storm surges. It 
is these beaches which are considered here. 
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Detached breakwaters affect the beach by altering the inshore wave climate. 
Waves approaching the beach are either reflected from the structure, overtop the 
structure (usually breaking in the process) or diffract into the lee. The wave energy 
in the lee is less than on the open beach and therefore sediment which is transported 
along the open beach may be deposited. The percentage of deposition relative to the 
potential drift, for a sea condition close to those tested, can be derived from Figure 
9. Efficiency at different tidal levels can be derived from the plot by varying R,. and 
Xs. If the actual open beach drift rate and the potential open beach drift rate can be 
derived from numerical modelling, desk studies and field measurements then the 
optimum layout can be derived. 

The optimization may be based on factors apart from sediment transport 
efficiency. These might include cost of materials, cost of stabilizing the substrate, 
visual impact, navigational safety, desirability of providing safe mooring for small craft 
and possible use as an amenity platform for activities such as fishing. The design 
method assumes a strongly dominant drift direction. Substantial drift reversals driven 
by waves of lower energy than the design waves will cause material to be deposited 
in the lee of the breakwater from where it will not be eroded by subsequent 
conditions. This process will lead to tombolo formation and downdrift erosion. If 
this situation is likely then groynes may be more appropriate structures. 

No single design will be satisfactory under the diversity of conditions found 
on most beaches, but satisfactory compromises should be possible. 

Conclusions 

Shingle beach response in the presence of detached breakwaters was 
investigated using a 1:50 mobile bed physical model as part of an ongoing coastal 
research programme at HR Wallingford. The study concentrated on single detached 
rubble mound structures, but concluded with a brief series of tests on pairs of structures 
Structural variables included length, crest elevation, distance offshore and gap width. 
The sea conditions only varied in wave steepness and water level. 

The study conclusions are as follows. 

1 The modelling work that has been completed provides a substantial data base 
for use in further physical modelling of single or multiple structures and for the 
development and calibration of numerical models based on wave transformation 
in the lee of breakwaters. 

2 Breakwaters can be used to stabilize an existing or recharged beach where the 
natural drift has a strong dominant direction and both the potential and actual 
drift rates can be determined. Successful design depends on matching the 
breakwater geometry to the actual natural drift under the dominant wave and 
water level condition. Breakwaters on beaches with high gross transport, but 
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low nett transport are likely to cause unwanted areas of scour and accretion, 
as the structures can only be designed correctly for one drift direction. 

3 An efficiency contour plot was derived from the study which relates the 
structure length/offshore distance ratio to freeboard. Application of this plot 
is limited as the range of sea conditions tested was restricted and no field 
verification data is available. However it provides a useful first step in 
developing design guide lines and can be used to optimize structural geometry 
with respect to construction costs and other design factors. 

4 The relationships of efficiency with structure length (Ls) and freeboard (R,.) 
were clearly established. R,. is dominant when the structure crest is 
submerged due to the high level of wave energy transmission through and 
over the structure. Ls becomes the dominant factor as R,. increases above 
zero. 

5 The influence of the offshore distance of the structures (Xs) was less 
conclusive. Most tests were run with an Xs of 90m or 120m. These distances 
were too similar to show any distinct trend. Comparison of efficiency with 
the ratio of wave length to offshore distance (Lm/Xs) suggests that there may 
be an efficiency minimum when the ratio is between 0.4 and 0.9. However 
the available data set is insufficient to confirm this possibility. 

6 Tests on wave induced currents showed the potential for strong rip currents 
around the downdrift end of the breakwaters. The currents observed were 
intermittent at periods associated with 8-12 incident waves. They were also 
dependant on the depth of water in the lee of the structure, with peak currents 
being observed at depths of between lm and 3m. 

7 Breakwater efficiency also appears to be dependant on the size of the beach 
salient. As the salient extends out towards the structure the efficiency 
increases due to more of the wave energy being dissipated on the beach and 
less being available for transport. This applies particularly to structures with 
a large freeboard where the transmitted energy level is low. It is therefore 
important not to over design structures initially, but to allow for minor 
modifications after construction based on monitoring results, 

8 The study did not investigate the potential for deposition of sand and fines in 
the lee of the structures, nor the influence of strong nearshore tidal currents. 
These aspects need further work. 
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CHAPTER 136 

The Role of Rollers in Surf Zone Currents 

William R. Dally1, M. ASCE, and Daniel A. Osiecki2 

Abstract 

Employing a recently developed model for the creation 
and evolution of the aerated region of breaking waves, the 
relative importance of the roller in driving and mixing 
cross-shore and longshore currents is explored. Modeling 
results using linear wave theory confirm that in the mean 
balances of mass, momentum, and energy, the roller plays 
a role comparable to (and sometimes greater than) the 
underlying organized wave motion. It also appears that the 
roller is responsible for the landward shift of the peak 
cross-shore and longshore current observed in laboratory 
and field measurements, and is as important as the net 
convective acceleration in cross-shore mixing of the 
longshore current. 

Introduction and Background 

In the investigation and modeling of nearshore 
circulation, it has long been suspected that a significant 
role is played by the aerated region of the breaking wave 
(see e.g. Svendsen, 1984) . However, a lack of understand- 
ing and modeling capabilities of the "roller" itself has 
thus far stymied attempts to clarify its importance in the 
mean mass, momentum, and energy balances of the surf zone. 
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A model that describes the growth, evolution, and 
decay of the breaking wave roller has recently been 
developed by Brown (1993) and Dally and Brown (1995) . This 
model, annotated below, calculates the time-averaged cross- 
sectional area of the roller (essentially its mass flux) 
as a function of position in the surf zone. The roller 
model has a single fitting coefficient, which has been 
calibrated by including roller terms in the equations for 
the mean mass and momentum balances, and then tuning 
comparisons to data for cross-shore currents from a single 
wave channel experiment. With the calibration coefficient 
held fixed, additional comparisons to set-up and undertow 
data from other experiments reported in the literature are 
very favorable. Of particular note is a greatly improved 
ability to model the cross-shore structure of set-up and 
currents in the transition region of the outer surf zone. 

The purpose of the present investigation is, by 
employing the calibrated and verified roller model, to 
examine in detail the role played by the rollers in driving 
set-up and cross-shore and longshore currents. Of specific 
interest is the magnitude of the roller mass and momentum 
fluxes relative to the familiar expressions for Stokes 
Drift and Radiation Stress components, as derived from 
linear wave theory. 

Overview of the Roller Model 

Based on a depth-integrated, period-averaged energy 
balance, Dally and Brown (1995) propose a governing 
equation for the creation and evolution of the aerated 
region of a breaking wave that is normally incident to the 
beach. Generalizing this model for the obliquely incident 
situation, but assuming longshore uniformity, yields 

± (F„ cosa) + .±  (i pr c
2 cos2a | ) = -Pr g pD |     (l) 

where x is the cross-shore coordinate (directed onshore), 
Fw is the period-averaged energy flux associated with the 
organized wave motion, a is the local wave angle relative 
to shore-normal, pr is the mass density of the roller 
(including air), A is the cross-sectional area of the 
roller (including air) , T is the wave period, g is gravity, 
and PD is a dissipation coefficient related to the angle of 
inclination of the roller as it rides the face of the wave. 
/3p is the primary calibration factor for the model, for 
which a value of 0.1 has been established by Brown (1993) . 

In Dally and Brown (1995) it is noted that the 
dependent variable in Eq.(1) is essentially the period- 
averaged mass flux in the roller prA/T.  This obligingly 
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circumvents the need to specify/model the mass density of 
the aerated roller pr(x) . Consequently, the volume flux of 
water in the roller in the direction of wave propagation, 
Qr, and the momentum flux in the roller, M, are given by 

1 pT 

M=pzcj, = pQzC (3) 

Snell's Law is used to provide the local wave angle, 
and the boundary condition that A=0 at the breaker line is 
adopted. Using linear wave theory and the wave height 
decay model of Dally, Dean, and Dalrymple (1985) to compute 
F and c, Figures 1 and 2 present results for the evolution 
of the volume and momentum fluxes. These quantities are 
nondimensionalized by their maximum values, which are found 
well landward of the point of incipient breaking, 
indicating the end of the transition region. 

Two-Layer Governing Equations for Cross/Longshore Currents 

Laboratory measurements of cross-shore flows (e.g. 
Nadaoka and Kondoh, 1982), and field measurements of 
longshore flows (e.g. Rodriguez, et al., 1994) clearly 
indicate that strong vertical gradients in mean discharge 
exist at the wave trough level. The cross-shore discharge 
switches from onshore-directed flow above the trough level 
(i.e. the Stokes Drift and roller mass flux), to offshore- 
directed below the trough level (i.e. the undertow) as 
required due to the presence of the shoreline. Although 
the longshore discharge does not change directions, it 
decays from a nearly depth-uniform current below the trough 
(see Visser, 1991) to zero at the wave crest level. That 
is, it appears that the most salient vertical structure in 
the mean horizontal discharge can be represented by 
splitting the flow in the vicinity of the wave trough 
level. 

A complete set of governing equations for a two-layer 
(2D-H) current field, which includes terms associated with 
the roller, has been developed by Dally (1994). For the 
situation of longshore uniformity and steady currents, the 
period-averaged, depth-averaged conservation of mass 
reduces to 

-=r-[tf(A + TT)] + -5=£ + ijss = 0 (4) 
ox dx dx 

in which U is the depth-averaged cross-shore current, h is 
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Figure 1 - Dimensionless volume (Qr) and momentum fluxes 
(M) in the roller from numerical solution of Eq.(1), for 
a breaker angle of 20°. 

Figure 2 - Same as Figure 1.  Breaker angle of 0° 
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the still water depth, 77 is the mean water elevation, and 
Qwx and Qrx are the mean volume fluxes associated with the 
organized wave motion and the roller, respectively, 
projected in the x direction. The period-averaged, depth- 
averaged momentum equations for the x and y directions are 

X J- [pc/2 (h+rf) ] + % + % + pg(h^) fL = - ^       (5) 

and 

xJLipuvit^i +^ + ^ = -i7y (6) 

where V is the depth-averaged longshore current, Sxx, S , 
Mxx, and M are the Radiation Stress and roller momentum 
flux components, and Tb is the mean bed stress. In this 
formulation the first terms in Eqs. (5) and (6) are 
parameterizations of the net convective acceleration 
associated with the vertical structure of the currents, in 
which X is an empirical coefficient. Although the 
importance of the net convective acceleration to the cross- 
shore mixing of the longshore current has been explored by 
Svendsen and Putrevu (1994), this mechanism is not yet 
well-resolved. However, for the immediate purpose of 
examining the influence of the roller on the currents, the 
parameterized form is adequate. 

Adopting the quadratic bed stress model: 

  (V) 
7^ = p| vb(u

2
b + v2

b)^ 

in which ub and vb are the total instantaneous velocities 
at the bed, and the Darcy-Weisbach friction factor f is 
related to Manning's n by (see Smith, et al., 1993) 

f=       8Z_n\ (8) 
(72+n)1/3 

and  a value  of   0.019   sm"1/3   is  used herein. 

Results and Discussion 

Neglecting set-up and currents for the moment, and 
once again using linear wave theory and the breaker model 
of Dally, et. al (1985) to drive Eq.(1), the volume flux, 
energy flux, and momentum flux terms of Eqs.(4), (5), and 
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(6) can be calculated, and their relative magnitudes 
examined. In Figures 3 and 4, nondimensional quantities 
defined as 

Q 

-ip£rc
2 cos2ct 

Fi =  _2 _ 
^cosa (9) 

2„ 
A4°  pg-ccosa 

i    _   pQzc sina cosa 
S*y 

are plotted versus relative still-water depth for a planar 
beach of 1/3 0 slope, with H^l^ = 0.8, and breaker angles 
of 2 0° and 0°. It appears that once the roller is fully 
developed, Qr and M are nominally X\ times greater than Qw 
and S computed from linear wave theory, whereas Mxx and Fr 
are respectively 1 and \  times the magnitude of Sxx and F . 

To include set-up and currents, the complete system 
of five equations (energy, Snell's Law, mass, x-momentum, 
and y-momentum) and five unknowns (Qr, a, U, V, and ~rj) are 
be solved numerically. Results for wave decay, set-up and 
undertow are shown in Figure 5 for 0° angle of incidence. 
Note that the maximum set-down and maximum cross-shore 
current are shifted landward of the breakpoint, in 
qualitative agreement with observations (e.g. Bowen, Inman, 
and Simmons, 1968) . Dally and Brown (1995) present a 
comparison of similar model results to set-up and undertow 
laboratory data from the literature, in which it was 
discovered that quantitative agreement could be achieved 
if Stream Function wave theory was used to specify the 
quantities associated with the organized motion. 

In contrast to Figure 5, Figure 6 displays results of 
the model if all roller terms are neglected (the problem 
reduces to four equations and four unknowns, with wave 
heights specified by the Dally, et al. breaker model). It 
is clear that the roller terms are responsible for the 
transition region. 

Figures 7 and 8 are generated for a breaker angle of 
20°, and a landward shift in the peak longshore current, 
due to the roller, is also evident. The convective 
acceleration is responsible for the longshore current found 
seaward of the breaker line, and the value for the 
coefficient X    has been chosen as 0.2 to produce a 
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reasonable tail. Inside the surf zone, it appears that the 
roller is as important as the convective acceleration in 
determining the cross-shore structure of the longshore 
current. In comparing Figure 5 with Figure 7, altering the 
breaker angle does not change the cross-shore structure of 
the dimensionless set-up or undertow. 

Conclusions 

By utilizing the very simple roller model developed 
by Dally and Brown (1995), the long-suspected role played 
by the aerated region in driving and mixing surf zone 
currents is confirmed. Because Dally and Brown (1995) 
found the net convective acceleration to be negligible in 
the cross-shore momentum balance, it can be concluded that 
the roller is almost solely responsible for the observed 
landward shift in set-up and peak cross-shore current. 

The roller also appears to contribute significantly 
to the landward shift in the peak longshore current, as 
well as to cross-shore mixing in the surf zone. In light 
of the findings of Svendsen and Putrevu (1994) , it is 
reasonable to conclude that the momentum flux associated 
with the roller is significantly more important to the 
horizontal structure of the currents than the turbulent 
mixing (Reynolds Stress) associated with the wake left 
behind. 

The modeling results also indicate that the roller 
could be of importance comparable to the net convective 
acceleration associated with the vertical structure of the 
currents (Svendsen and Putrevu, 1994); however, a more 
precise assessment awaits closer study of the vertical 
structure of the currents. Svendsen and Putrevu (1994) 
assume it is vertical structure in the longshore current 
that leads to mixing, where comparison of the laboratory 
measurements of Nadaoka and Kondoh (1982) for undertow to 
those of Visser (1991) for the longshore current indicate 
that it is actually the undertow that is more depth- 
dependent . 

Finally, it is stressed that all of the modeling done 
herein utilizes linear wave theory to represent the 
organized wave motion. In light of the findings of Dally 
and Brown (1995) for set-up and undertow driven by normally 
incident waves, it is anticipated that Stream Function, or 
another suitable nonlinear wave theory, will be required 
to achieve satisfactory comparisons of the model to 
longshore currents observed in the laboratory and field. 
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CHAPTER 137 

THREE DIMENSIONAL MORPHOLOGY IN A NARROW WAVE TANK: 
MEASUREMENTS AND THEORY 

Robert G. Dean1 and Tae-Myoung Oh2 

ABSTRACT 

Results are described from movable and fixed bed wave tank tests to 
examine the characteristics and causes of three dimensional beach profiles 
occurring in a narrow wave tank. The movable bed tests demonstrated a strongly 
repeatable sequence in which both the hydrodynamics and sediment transport 
patterns were two-dimensional over the initial stages of testing; however, after 
approximately 200 to 240 minutes, a horizontal circulation appeared and 
strengthened and resulted in a narrow channel incised adjacent to one of the tank 
walls. This circulation was reminiscent of a rip current system and resulted in a 
net landward transport of sediment. During the later stages of profile evolution, 
an equilibrium was reached in which the profile was steeper and the channel 
adjacent to the wall persisted. The fixed bed tests were conducted to examine, 
under controlled conditions, the mechanisms and causes of the horizontal 
circulation. Tests were carried out specifically to examine generation and 
maintenance mechanisms for rip currents and edge waves. One set of the fixed 
bed tests induced a jet into the surf zone and examined its interaction with 
incident waves. The interaction was found to exert a torque which was counter 
to that of the induced jet and thus would reduce its circulation. Edge wave 
mechanisms were examined in the second set of fixed bed tests by generating 
incident waves with the wave period corresponding to the edge wave length equal 
to twice the width of the tank for various edge wave modes. No indication of 
edge waves were found in the experiments. It is concluded that the sequence of 
profile evolution documented in the movable bed model tests is most likely caused 
by a long term instability and is reminiscent of and may be representative of the 
beach recovery stages from a storm profile. 

Chairman and Graduate Research Professor, 2Ph. D. Recipient, Department 
of Coastal and Oceanographic Engineering, University of Florida, Gainesville, 
Florida 32611 
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INTRODUCTION 

The nearshore coastal zone is characterized by complex hydrodynamic and 
sediment transport processes. With few exceptions, three-dimensional 
hydrodynamic flows occur in the natural system that are associated with three- 
dimensional bathymetry, including beach cusps, rip currents and some bar 
morphologies. There has been considerable conjecture and debate in the literature 
as to the formation mechanisms of the three-dimensional morphology in nature 
and the necessary conditions for their occurrence under laboratory conditions. It 
is generally considered that experiments conducted in a narrow wave tank will be 
free of three-dimensional circulation and morphology and this raises the question 
of how narrow a tank must be to preclude the formation of such features. 

Various mechanisms and causes have been advanced for three-dimensional 
features in nature, including, for beach cusps: edge waves (Komar, 1973 and 
Guza and Inman, 1975) and instabilities (Werner and Fink, 1993); for rip 
currents: combinations of edge waves with synchronous incident waves (Bowen, 
1969 and Bowen and Inman, 1969), wave current interaction (Dalrymple and 
Lozano, 1978), instabilities (Hino, 1974) and topographic control (Dalrymple, 
1978); for nearshore three-dimensional features: interaction of edge waves with 
incident waves (Holman and Bowen, 1982). 

The motivation for the experiments presented here resulted from tests in 
which three dimensional hydrodynamics were found to occur. This led to the 
program described herein in which experiments were conducted to investigate the 
causes of and mechanisms associated with the three dimensional features. 

EXPERIMENTS 

The experiments were conducted in both movable and fixed bed wave tank 
facilities. 

Movable Bed Experiments 

All experiments commenced from an initially planar beach with 1:18 
slope. The tank is 15.5 m long, 0.9 m high and 0.6 m wide. The median sand 
size was 0.21 mm with a sorting coefficient of 0.58 and a fall velocity of 
approximately 2.3 cm/sec. The water depth in the horizontal portion of the wave 
tank was 0.275 m. Regular waves with a height of 0.11 m and a period of 1.5 sec 
were used. Profile evolution was documented by three lines measured along the 
tank centerline and at quarter points across the tank width. The profiles were 
measured manually with a point gage and are denoted, Bl, B2 and B3 with B2 
being located along the tank centerline. A total of six experiments was conducted 
with the conditions summarized in Table 1. The experiments are referred to as: 
(1) Reference Test (Experiment MT01), (2) Repeat Tests (Experiments MT02 and 
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Table 1 

Movable Bed Experiment Conditions and Objectives 

Exp. 
No. 

Duration 
(min) 

Water Table 
Level (cm) Objectives 

MT01 0-476 0.0 Reference Test 

MT02 0-407 0.0 Repeatability Test 

MT03 0-545 0.0 Repeatability Test 

MT04 

0-821 0.0 Perturbations in Bar 
Topography 

(0-69) 0.0 (No Change) 

(69-138) 0.0 (Bar Trough Deepened) 

(138-352) 0.0 (Asymmetric Offshore 
Scour Area) 

(352-821) 0.0 (Half of Bar Crest Removed) 

MT05 0-1166 + 11.0 Initially 3-D Berm. 
Elevated Water Table Level 

MT06 0-1166 + 16.5 Higher Water Table 

MT03), and (3) Perturbation Tests (Experiments MT04, MT05, and MT06); 
results are presented below. 

Experiments MT01. MT02 and MT03 - These experiments were all conducted 
with the same general conditions and the results were approximately the same 
confirming the general repeatability of the tests. A bar formed rapidly as shown 
in Figure 1. At times ranging from 210 to 270 minutes, the profile appeared to 
become stable. However, soon after this time, a weak horizontal circulation 
appeared in the tank. The circulation became stronger and a depth variation 
across the tank was soon evident with a narrow channel approximately 5 cm 
deeper than the adjacent bathymetry through the bar on the tank side with the 
seaward flowing currents. At this stage, the horizontal circulation was quite 
reminiscent of a rip current cell in nature. The morphological response to this 
horizontal circulation was quite surprising. It was expected that the horizontal 
circulation would result in a net seaward transport of sediment; however, the 
contrary happened. Substantial landward transport occurred with a considerable 
portion of the material originating from seaward of the bar. As summarized in 
Figure 2 for Experiment MT03, the bar moved landward during the later times 
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Figure 1. Mean profile evolution during early stages of Experiment MT01. 
Elapsed times = 0, 23, 69, 161, and 242 minutes. Note that the profile 
approached an equilibrium at 242 minutes. 

of the experiment and the beach built seaward. At this time, the profile was 
essentially two-dimensional except for a narrow channel at one side of the wave 
tank. The remaining experiments in the movable bed tests were conducted to 
attempt to clarify the causes and mechanisms associated with the results, 
especially the circulation and transport patterns. 

Experiment MT04 - In an attempt to clarify the processes, perturbations were 
introduced artificially into the morphology to observe the response. The 
experiment commenced as for the three experiments described earlier and the 
profile evolution was approximately the same. At a time of 70 minutes, a two- 
dimensional perturbation to the profile was induced by deepening the bar trough 
by approximately 4 cm with the sand placed seaward of the bar. The run was then 
recommenced and it was found that by 140 minutes, the profile had essentially 
returned to the pre-modification conditions. After 140 minutes, the seaward area 
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Figure 2. Mean profile evolution during Experiment MT03. Elapsed times = 
0, 207, 352, 476 and 545 minutes. Note rapid change during 476 to 545 minutes 
with the landward movement of the bar and advancement of the beach face. 

of the bar was intentionally modified from a two-dimensional to a three- 
dimensional area with approximately the same mean profile as before. It was 
expected that this modification would change the breaking and circulation 
characteristics over the bar region. Weak horizontal circulation occurred in the 
wave tank and was reinforced by a sedimentary feedback. This reinforced three- 
dimensional circulation transported sands from the higher perturbed area to the 
area immediately landward of the bar trough, and from there to the lower 
perturbed area seaward of the bar, resulting in a return to the pre-modified two- 
dimensional area at a time of 210 minutes. However, during this time, the three- 
dimensional flow remained too weak to cause onshore sand transport from the 
area seaward of the bar; hence, the profile remained nearly stable until 300 
minutes at which time the bar had rotated by approximately 20 degrees. Here it 
is worthwhile to note that the circulation direction varied from experiment to 
experiment. The horizontal circulation strengthened from 300 minutes to 350 
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minutes and a three-dimensionality in the profile and a net onshore sand transport 
commenced. At 350 minutes, half of the bar crest was removed from the side of 
the tank with the channel present and this material was placed in the landward 
trough, resulting in a monotonic profile over one-half the tank width. This 
perturbation reinforced the three-dimensional morphology which had appeared in 
the tank. Within an hour, the morphology returned to its pre-perturbation 
condition. No additional perturbations were imposed during this experiment. 
During the remainder of the run, the subsequent profile evolution was 
approximately the same as in the three experiments described earlier. Sand was 
transported landward and the profile became nearly two-dimensional with the 
exception of a fairly deep channel adjacent to one of the side walls. 

Experiment MT05 - Experiment MT05 differed from earlier tests in that a 
constant water level of +11.0 cm was maintained in the berm and the tests 
commenced with a cross-tank perturbation in the beach face of approximately 4 
cm vertically. The elevated water table in the berm was maintained by a siphon 
and weir arrangement from an excavation in the berm. The reader is referred to 
Oh (1994) for the details. The perturbed beach face returned to two- 
dimensionality within the first 23 minutes. During the remainder of the testing, 
it was found that the evolution was surprisingly similar to those of previous tests, 
including the appearance of horizontal circulation between 210 and 240 minutes, 
bar rotation and landward transport of sand, and formation of a fairly deep (6 cm 
relative to the adjacent bottom) channel adjacent to one side wall. This experiment 
was extended to 1028 minutes and the profile stabilized at nearly two-dimensional 
conditions with relative minor seaward and landward oscillations of the bar 
position. No substantial effect of the elevated water table was evident which led 
to a decision to investigate this effect further in Experiment MT06. 

Experiment MT06 - The berm water table level was maintained at + 16.5 cm in 
this experiment. One difference between this and previous experiments was that 
there was some indication that the higher water table accelerated the sequence 
found in previous experiments. Additionally, it appeared that the higher water 
table may have resulted a somewhat milder equilibrium profile slope. 

Summary of Movable Bed Model Tests - Taken in their aggregate, the six 
movable bed model tests demonstrated a repeatable sequence as follows. During 
the initial stages, a two-dimensional bar formed that was stable against induced 
perturbations. After approximately 240 to 300 minutes a weak horizontal 
circulation commenced and strengthened gradually. This circulation, reminiscent 
of a rip current circulation, caused rotation of the bar and a relatively deep 
channel to be incised adjacent to one of the tank side walls. Associated with the 
horizontal circulation was a net landward transport of sediment, an advancement 
of the shoreline and a steepening of the profile. During the later stages of testing, 
the profile was reasonably two-dimensional except for the channel adjacent to one 
side of the wave tank. Finally, the only noticeable effects of elevated water tables 
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in the berm were to cause a slightly increased rate at which the sequence of 
profile evolution occurred and a possibly somewhat milder equilibrium profile 
slope. 

Fixed Bed Model Tests 

The purpose of the fixed bed model tests was to investigate possible causes 
and mechanisms of known three-dimensional surf zone phenomena. Specifically, 
experiments were conducted to clarify the role of wave-current interaction versus 
wave sediment interaction in the observed rip currents and to determine whether 
edge waves were likely to have been caused in the movable bed model tests by 
periodic waves. The fixed bed wave tank is 20 m long, 0.6 m wide, and 1.5 m 
high and has a uniform slope of 1:20. 

Rip Current Tests - One of the rip current theories is that the incident waves 
provide a reinforcing mechanism, eg. Dalrymple and Lozano (1978). Other 
investigators (LeBlond and Tang, 1974) have concluded that this interaction 
would be negative. Bowen (1969) and Bowen and Inman (1969) have attributed 
the cause of rip currents to the interaction of synchronous incident and edge 
waves. Hino (1974) has suggested an instability mechanism. A thorough review 
of rip current mechanisms has been provided by Dalrymple (1978). 

A jet with discharge distributed over the water depth was directed into the 
surf zone as shown in planform in Figure 3. Two current strengths and wave 
heights were tested. Two approaches were followed to investigate the interaction 
of waves and currents. The first was direct and consisted of suspending a freely 
rotating spindle with eight vanes into the surf zone and monitoring its rotations 
by video. This apparatus will be referred to as a "vorticity meter" in the 
following discussion and is shown as "V. M." in Figure 3. Results of these tests 
are shown in Figure 4 in which the rotation under various sequences and 
combinations of waves and currents are presented. Test F101 involved only the 
jet and it can be seen that the vorticity meter rotated in a counterclockwise 
direction at a fairly constant rate. Test F102 involved only waves and there was 
essentially no rotation. For Test F103, the jet was operated continuously and the 
wavemaker was activated from t=60 sec to t=130 sec. It is seen that during the 
time that the waves affected the nearshore system, there was a counter rotation 
of the vorticity meter (the cumulative rotation changed from a negative to positive 
slope). After cessation of the waves, the vorticity meter commenced rotating in 
a counter clockwise direction at the same rate as prior to wave commencement. 
In the initial stages of Test F104, waves were operated alone during which no 
rotation of the vorticity meter occurred. After a time, the current was started and 
the vorticity meter rotated in accordance with the jet induced momentum. Later 
still in this experiment, the jet was stopped and the rotation ceased. 
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Figure 3. Schematic diagram of the vorticity measurement tests with a 
description of conditions for each test. 

The second approach to documenting and interpreting the interaction of the 
waves and induced currents was through measurement of the wave height and 
direction fields. An example of the wave height field for the presence of the jet 
and a 9 cm wave height is shown in Figure 5. It is seen as expected that the wave 
height was enhanced in the vicinity of the seaward flowing current. The radiation 
stresses associated with the larger wave heights are believed to be responsible for 
the tendency of the waves to reduce the circulation induced by the jet. In addition 
to wave heights, wave crest orientations were documented by video, but are not 
presented here. The wave height and direction fields were used in conjunction 
with the mean vorticity equations to examine the driving torque due to the 
interaction. Due to space limitations, these equations will not be presented here; 
however, it was found, consistent with the vorticity meter results, that the 
interaction of the waves and currents exerted a torque that was counter to the 
induced current. 

Edge Wave Tests - Experiments were conducted to evaluate the effects of edge 
waves by generating incident waves of the period associated with an edge wave 
length, Lr, of twice the width of the tank, 
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where g is gravity, p is the uniform beach slope and n is the mode of the edge 
waves. For the tank width of 0.6 m, the periods tested are given in Table 2. 

Table 2 

Required Incident Wave Periods for Synchronous Edge Wave Generation 

n 0 1 2 3 4 5 6 7 8 9 10 

T 
(sec) 

3.92 2.27 1.76 1.50 1.33 1.21 1.13 1.06 1.01 0.97 0.94 
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Figure 5. Wave height distribution in the presence of a jet-induced current when 
H0 = 9 cm (Test F222). Wave heights are in cm. Note higher wave heights due 
to both refraction by current and wave-current interaction. 

During these tests, the wave height was set to result in both surging and 
plunging breaking conditions. Initially, a smaller wave height causing surging 
breaking wave conditions was generated and continued for ten minutes while the 
wave tank was monitored visually for edge waves. After ten minutes the wave 
height was increased such that plunging breaking wave conditions occurred and 
the run was extended for an additional ten minutes. During all these experiments, 
no evidence of edge waves was observed. 

INTERPRETATION 

The results of the tests requiring interpretation are: (1) The onset of the 
three-dimensional circulation after the profiles had reached a state of quasi- 
stability and (2) The onshore transport of sediment by the circulation that was 
reminiscent of a rip current. Prior to offering an interpretation, it is worthwhile 
to note the strong repeatability of the experiments and that the fixed bed tests 
demonstrated that interaction of waves and induced circulation tended to reduce 
the circulation rather than reinforce it. Additionally, the direction of the induced 
circulation varied from experiment to experiment. At any time, there are forces 
that tend to incise channels through the bar and other processes that tend to fill 
in any lower portions of the bar. The stability of the two-dimensional nature of 
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the profile for the early stages of the evolution from an initially planar form is 
believed to be due to the fact that the sand is quite mobile during this time and 
thus any increase in depth over the bar is rapidly filled by the available sand due 
to its high mobility. After some time, the profile approaches a quasi-equilibrium 
state and the sand is less in transit and becomes more consolidated and less 
mobile. On a subaerial beach, this transition from a poorly consolidated condition 
to a more consolidated condition is evident when, for a number of hours after 
accretion of a beach, the pressure due to walking will result in a depression of a 
centimeter or so into the beach surface. Later, after the waves have consolidated 
the surface, the sand is less mobile and deforms less in response to surface 
pressures. Returning to the wave tank results, after the material on the profile 
surface becomes less mobile, a local deepening of the bar will not be filled in so 
readily due to less material being readily available for this process. Since the 
local depression is more efficient hydraulically, the channel deepens gradually 
until a depth is reached which both relieves the mass transport within the surf 
zone and results in side slopes that preclude further deepening. With a substantial 
portion of the mass transport return flow now occurring through the deepened 
channel, the seaward forces that were present over the bar due to the return flow 
are reduced resulting in a predominance of the onshore transport processes and 
the occurrence of a net landward sediment transport, an advancement of the 
shoreline and deepening of the portions of the profile seaward of the bar. This 
mechanism is very similar to that of shoreline recovery through ridge and runnel 
systems and associated breaks in the bar through which the return flow (rip 
currents) of the mass transport occurs. 

SUMMARY AND CONCLUSIONS 

Both movable and fixed bed wave tank tests were conducted to investigate 
beach profile evolution and the causative hydrodynamic mechanisms. The 
movable bed experiments demonstrated a repeatable sequence in which, starting 
from a planar bed, an offshore bar was formed and the profile appeared to 
approach a quasi-stable two-dimensional form after approximately 200 to 240 
minutes. Following this initial stage, a weak three-dimensional circulation 
appeared and increased in strength causing the bar to rotate. A narrow and 
relatively deep channel developed adjacent to one of the side walls as a result of 
this circulation which is reminiscent of a rip current system. The circulation 
caused substantial net onshore sediment transport and resulted in significant 
shoreline advancement. During two of the movable bed model tests, the profile 
was intentionally perturbed and the processes resulted in the profile soon being 
returned to the form consistent with the evolutionary time without the 
perturbation. Effects of increased water table elevation were small and resulted 
in somewhat smaller evolutionary time scales and possibly a milder equilibrium 
beach slope. 
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Fixed bed tests were conducted to investigate possible mechanisms that 
could cause the horizontal circulation experienced. It was found that the 
interaction of incoming waves with an incoming jet exerted a torque counter to 
and thus would suppress the circulation by the jet induced circulation. 
Additionally, experiments especially configured to excite synchronous edge waves 
were not successful leading to the conclusion that edge waves were not important 
in driving the circulatory system. 

It is concluded on a preliminary basis that the evolution observed, 
including the appearance of three-dimensional circulation and the associated 
transport are relevant to the transformation of a two-dimensional bar system in 
nature to a three-dimensional form and the subsequent migration of the bar to the 
shoreline and its recovery. The instability mechanism proposed by Hino (1974) 
is supported by the experiments. If further testing confirms the mechanisms 
identified in these experiments, a substantial contribution to the clarification of 
the physics of the nearshore zone will have resulted. 

REFERENCES 

Bowen, A. J. (1969) "Rip Currents. Part 1: Theoretical Investigation", Jour, of 
Geophys. Res., Vol. 74, No. 23, pp. 5467-5478. 

Bowen, A. J. and D. L. Inman (1969) "Rip Currents. Part 2: Laboratory and 
Field Observations", Jour, of Geophys. Res., Vol. 74, No. 23, pp. 5479-5490. 

Dalrymple, R. A. (1978) "Rip Currents and Their Causes", Proc. Sixteenth Inter. 
Conf. on Coast. Engrg., ASCE, Hamburg, Germany, pp. 1414-1427. 

Dalrymple, R. A. and C. J. Lozano (1978) "Wave-Current Interaction Models for 
Rip Currents", Jour, of Geophys. Res., Vol. 83, pp. 6063-6071. 

Guza, R. T. and D. L. Inman (1975) "Edge Waves and Beach Cusps", Jour, of 
Geophys. Res., Vol. 80, pp. 2997-3012. 

Hino, M. (1974) "Theory on Formation of Rip-Current and Cuspidal Coast" 
Proc. Fourteenth Inter. Conf. on Coast. Engrg., ASCE, Copenhagen, Denmark, 
pp. 901-919. 

Holman, R. A. and A. J. Bowen (1982) "Bars, Bumps and Holes: Models for the 
Generation of Complex Beach Topography", Jour, of Geophys. Res., Vol. 87, 
pp. 457-468. 

Komar, P. D. (1973) "Observations of Beach Cusps at Mono Lake, California", 
Geol. Soc. of Amer. Bull., Vol. 84, pp. 3593-3600. 



1918 COASTAL ENGINEERING 1994 

LeBlond, P. H. and G. L. Tang (1974) "On Energy Coupling Between Waves 
and Rip Currents", Jour, of Geophys. Res., Vol. 79, pp. 811-816. 

Oh, T. M. (1994) "Three-Dimensional Hydrodynamics and Morphology 
Associated with Rip Currents", Ph. D. Dissertation, Department of Coastal and 
Oceanographic Engineering, University of Florida, Gainesville, FL. 

Werner, B. T. and T. M. Fink (1993) "Beach Cusps as Self-Organized Patterns", 
Science, Vol. 260, pp. 968-971. 



CHAPTER 138 

Numerical Simulation of Finite Amplitude 
Shear Waves and Sediment Transport 

Rolf Deigaard1, Erik Damgaard Christensen1, 
Jesper Svarrer Damgaard2 and fergen Freds0e' 

Abstract 

The shear instability of a uniform longshore current and the fully developed 
shear waves are studied in the numerical hydrodynamic model MIKE-21. The 
effect of the shear waves on the sediment transport, the cross-shore momentum 
transfer and mean velocity profile and the dispersion of suspended or dissolved 
matter is studied. The strength of the shear waves is calculated for a varying flow 
resistance and a varying momentum exchange coefficient. The formation of shear 
waves can be suppressed by modest rip channels in a longshore bar. 

Introduction 

Shear waves or far infra gravity waves is a phenomenon which was first 
observed by Oltman-Shay et al. (1989) from field measurements of wave-driven 
currents along an almost uniform coast. By analysing the correlation between 
simultaneous current measurements from different locations it was found that 
variations in the longshore current were actually a wave motion. The observed 
waves were only found in connection with a longshore current, propagating in 
the flow direction with a celerity of about half the maximum longshore current 
velocity. The observed wave lengths were so small when considering the wave 
periods that no theory for surface gravity waves can explain the dispersion relation 
for these waves. Therefore they were termed "far infra gravity waves". 
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Technical University of Denmark, DK-2800 Lyngby, Denmark 
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The formation of these waves was explained by Bowen and Holman (1989) 
as the result of an instability of an initially uniform longshore current. A linear 
stability analysis showed that the crosshore gradient (shear) in the longshore velocity 
profile is the cause of the instability, similar to the instability of a free shear layer. 
The instability of a uniform longshore current was apparently first noted by Hino 
(1974), who had to disregard the unsteady terms in the hydrodynamic equations 
in order to describe the morphological instability of a uniform sand coast. Since 
the paper of Bowen and Holman (1989) more refined stability analyses have been 
performed e.g. Dodd and Thornton (1990) and Svendsen & Putrevu (1992). One 
of the most important stabilizing factors is the flow resistance due to bed friction, 
which may cause a longshore current to be stable, analogous to a Hele-Shaw flow. 

A linear stability analysis, as the ones listed above, assumes the deviation 
from the steady, uniform longshore current to be infinitely small and the strength 
of the shear waves cannot be predicted. By considering a situation very close to 
a neutrally stable longshore current, a non-linear perturbation analysis has been 
made (Dodd and Thornton, 1992), which can describe a stationary situation with 
shear waves. For situations which are far from neutral stability chaotic behaviour 
may occur, and it is not certain that analytical methods can describe such flows 
satisfactorily. 

The formation of shear waves is strongly dependent on the coastal topography 
e.g. the presence of longshore bars cf. Svendsen & Putrevu (1992). The stability 
analyses consider a uniform coastal profile. It is not known if shear waves are 
formed on a non-uniform coast as for example a longshore bar with rip channels. 

The present study 

The purpose of this study is to investigate some properties of shear waves 
by use of a numerical hydrodynamic model, that simulates the unsteady wave 
driven currents along a coast. The hydrodynamic model used is MIKE-21 developed 
by the Danish Hydraulic Institute. The model solves the complete, unsteady depth 
integrated flow equations. In this way it is possible to make a simulation of the 
fully developed shear waves on a longshore current driven by waves breaking 
on a given topography. 

An example of a topography is given in Fig. 1 that shows a cross section 
of a long straight uniform coast. The profile is barred, composed of a plane profile 
with a slope of tan(|8) = 1:33.3, superposed by a bar with a shape described by 
a Gaussian function. The still water depth is given by 

D(x) = Dp{x)-{Dp{x)-D)&W 

where Dp(x) is the plane profile: 

'-x-^ 2 
(1) 
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D/Jfi = D0-xtan(P) (2) 

x is the cross-shore coordinate. The parameters Dc and xc determine the still water 
depth over the bar crest and its position, x determines the width of the bar. A 
similar bar profile was applied in the stability analysis by Svendsen & Putrevu 
(1992). For the profile in Fig. 1 Dc is 1.5 m, xc is 200 m, and x is equal to 30. 

The wave description 

The wave conditions are modelled by the MIKE-21 NSW module, which 
describes refraction and breaking of irregular waves with directional spreading. 
The wave heights are assumed to be Rayleigh-distributed, and the wave breaking 
is described by the model of Battjes and Janssen (1978). The wave modules are 
run for a rectangular modelling domain of 400 m x 3600 m with the long side 
parallel with the coast line, which is situated at the east boundary. Constant boundary 
conditions are prescribed at the west boundary: Significant wave height Hs = 3.0 
m, mean wave period Tm = 9.0 s, wave direction a0 = 45° relative to the coast 
normal. 

The north and south boundary conditions assume uniform wave conditions 
along the coast. The simulation is run on a grid Ax = 1.0 m and Ay = 5.0 m. 
Results from the wave module are shown in Fig. 1. The wave breaking is seen 
to reduce the wave height at the bar and at the shore line. The shore-normal 
radiation stress Syy and the shear radiation stress Sxy vary according to the variation 
in wave height and direction. 

The hydrodynamic simulation 

The wave module gives the basis for calculating the radiation stress field, 
and by differentiation of the radiation stresses, the forcing from the waves is 
determined. The wave-driven flow is simulated by the hydrodynamic module MKE- 
21, which solves the depth-integrated equations for conservation of mass and 
momentum. 

The flow resistance is described by the Manning formula, and the bed shear 
stress rb is calculated as 

1± = ^±_ (3) 
'2 h 1/3 MLh 

where M is the Manning number, which is determined by the bed roughness, p 
is the density, g is the acceleration of gravity, V is mean flow velocity and h is 
the water depth. 
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Figure 1.    Bottom: coastal profile. Top: Simulated wave height variation 
across the profile. 

The boundary conditions for the hydrodynamic simulations are specified 
at the offshore boundary, where the water level is kept constant, and at the upstream 
and down-stream boundary, where the flux is specified with a distribution across 
the profile corresponding to a uniform longshore current. The grid size for this 
hydrodynamic simulation is Ax = 2m, Ay = 4m. The time step is At = 1.25s and 
the simulation period is 3.0 h. In order to avoid a surge caused by the wave set 
up, the soft start facility is used, increasing the driving forces gradually from zero 
to the steady state conditions during a period of 2000s. The topography and the 
boundary conditions have thus been designed - as closely as possible - to give 
a steady, uniform longshore current after the warm up period. It appears, however, 
that the instability mechanism creates an unsteady meandering motion of the 
longshore flow, which is similar to the shear waves observed by Oltman-Shay 
et al. (1989). 

Figure 2a shows a vector plot of the velocity field at the downstream point 
of the modelling area at time t = 3200 and 5200 s. Fig. 2b shows the instantaneous 
water surface elevation along the bar crest for fully developed shear waves. The 
instability mechanism can clearly be seen, the shear waves become visible at some 
distance from the upstream boundary. They grow in amplitude to reach an 
approximately uniform level. 
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Figure 2. A: Vector plots of the velocity field at the down stream part 
of the bar. B: Water surface elevation along the bar crest, fully 
developed shear waves. 

Figure 3 shows time series of the longshore and the cross-shore velocity. 
The time series are taken in the point on the bar crest, 125 m from the downstream 
boundary. The period of the shear waves is approximately 200s and the wave 
length is 190 m, giving a phase velocity of 0.95m/s, which is about 55% of the 
maximum longshore velocity speed. It is seen that the oscillations have all the 
characteristics of the shear waves observed in the field measurements and described 
by the perturbation analyses. It has been attempted to make a faster growth of 
the instabilities by making an abrupt change in the topography near the upstream 
boundary. It was found that the irregular topography did not enhance the formation 
of the shear waves significantly. 
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Figure 3.    Time series of longshore (dotted line) and cross-shore (full drawn 
line) velocities at the bar crest. 

The sediment transport 

Based on the results from the wave module and the hydrodynamic module, 
MIKE-21 can calculate the instantaneous sediment transport rate in every grid 
point of the hydrodynamic model. The sediment transport is calculated on basis 
of the water depth, the wave-averaged flow velocity, the wave height, period and 
direction and the wave breaking. The sediment transport model is based on the 
model by Freds0e et al. (1985) including the effect of breaking waves according 
to the model by Deigaard et al. (1986). Fig. 4 shows the distribution of the 
calculated longshore sediment transport across the coastal profile. The time-averaged 
transport at a distance of 125m from the downstream boundary is shown together 
with a calculation corresponding to the steady uniform conditions that would be 
found if shear waves were not found. It can be seen that the formation of shear 
waves causes a reduction in the calculated longshore sediment transport of about 
17% compared to the result that would be obtained by assuming steady uniform 
longshore current. 

Due to the non-linearity of the hydrodynamics and the sediment transport 
the time average of the cross-shore sediment transport deviates from zero. Fig. 
5 shows the time averaged cross-shore transport across the profile. The distribution 
is closely related to the distribution of the driving forces, i.e. the longshore current 
velocity profile. It tends to modify the bar profile, removing the material from 
the front of the bar and depositing it offshore and at the crest of the bar. The 
maximum cross-shore transport rate is of the order 1 m3/m hr, which is not 
negligible compared to other contributions. 
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Conditions close to neutral stability 

The stabilizing mechanisms which may prevent the formation of shear waves 
in the model are the bed shear stress and the horizontal momentum exchange, 
modelled as a turbulent eddy viscosity term. In all runs (except when specificly 
mentioned) the momentum exchange coefficient E has been specified as zero. 
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Figure 4. The distribution of the time mean longshore sediment transport, 
qs across the bar profile. Full drawn line: actual value; dotted 
line: assuming steady uniform conditions. 

The flow resistance 

The dependence of the shear waves on the flow resistance has been investi- 
gated by varying the Manning number in the example considered above. For a 
very large flow resistance (small Manning numbers) the longshore current is steady 
and uniform, but at a certain value (M = 21.75 m1/3/s in the present case) shear 
waves are formed with an increasing intensity for increasing Manning numbers. 
The intensity of the shear waves is characterized by the standard deviation of 
the velocity fluctuations at the bar crest. The variation of the intensity with the 
Manning number is illustrated in Fig. 6. It may be noted that the flow resistance 
in Fig. 6 corresponds to very large bed roughnesses. A M of 21.75 m'/3/s corresponds 
to a hydraulic bed roughness of 2.5 m, a M of 25 m'/3/s corresponds to 1.1 m, 
30 m1/3/s to 0.37 m and 35 m'/3/s to 0.17 m. The actual flow resistance will depend 
on the physical bed roughness and on the turbulent interaction between the wave 
boundary layer and the current, which will cause an increase in the flow resistance 
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compared to a pure current situation. This mechanism has not been considered 
in details in the present study. 
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100 150 200 250 300 x(m) 

Figure 5.    The distribution of the time-mean cross-shore sediment transport. 

In this investigation shear waves have not been formed on a constant slope 
beach. A longshore current on a bar is expected to be more unstable, because 
it has two shear zones and can move freely onshore as well as offshore. For a 
given coastal profile the stability of a longshore current will depend on the 
formulation of the flow resistance and the distribution of the driving force (dsxy/dx) 
across the profile. For small deviations, u and v, from the uniform longshore current 
V0, the shear stress can be linearized to give: 

PS_ X/\ X> 
2 A1/3 M2h 

9g 

V\V\ 9g 
hfih^V* 

V0u 

M2A1/3\Vo^VQv 

K+Kh/»2 + (V*f- 

(4) 

0 1        \u/V0 

where Tb0 is the bed shear stress corresponding to V0. rb0 is thus identical with 
the driving force. For given wave conditions rb0 is constant, and the flow resistance 
for the perturbations is proportional to M"1 or the Chezy coefficient. This flow 
resistance has many similarities to the 'strong current case' considered by Dodd 
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(1994). The assumption of irregular waves and the use of the Battjes and Jansen 
(1978) model for wave breaking give a rather smooth distribution of the driving 
force and the mean longshore current across a plane beach, which may give a 
rather weak instability mechanism. 
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Figure 6. The intensity of the shear waves as function of the Manning 
number. Full drawn line: longshore velocity, dotted line: cross- 
shore velocity. 

The stabilizing effect of the momentum exchange coefficient 

The dependence of the shear waves on the momentum exchange coefficient 
has been illustrated by runs similar to the runs with variable flow resistance. The 
Manning number is kept at M = 25 m1/3/s, which gave shear waves for E = 0 m2/s. 
Fig. 7 shows the intensity of the shear waves as a function of E. E is constant 
over the entire modelling area. The intensity of the shear waves is seen to decrease 
with increasing E, until a very low level is reached at E = 0.1 m2/s. An increase 
in E may stabilize the flow in two ways: by giving a more smooth velocity 
distribution of the longshore current or directly by dampning the fluctuations. 
In the present case with a very smooth distribution of the driving force across 
the profile it is expected that the latter mechanism is the most important. 

The exchange of momentum caused by the shear waves 

The shear waves cause a redistribution of the momentum across the coastal 
profile, analogous to the Reynolds stresses in a turbulent flow. The momentum 
balance is considered at a location where the shear waves are fully developed. 
If there is no momentum exchange, the driving and the retarding forces are in 
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balance, and the time-averaged bed shear stress will be identical to the radiation 
stress gradient 3Sxy/dx. 
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Figure 7.    The intensity of the shear waves as function of the momentum 
exchange coefficient E. 

The cross shore momentum transport due to the shear waves can be calculated 

pDuv (5) 

where an overbar signifies a time average. 

Fig. 8 gives examples of "phase plots" showing the traces of the velocity 
vectors at three locations: at the bar crest, 40 m offshore and 40 m inshore of 
the crest. It is clearly seen that the correlation between the longshore and cross-shore 
velocity fluctuations give a non-zero cross-shore flux of momentum (defined by 
eq. 5) at the crest and - more pronounced - at the offshore location. At the inshore 
location the momentum transfer is apparently zero. Traces made at locations further 
offshore than the three shown here are similar to the inshore trace without any 
momentum transfer. 

Fig. 9a shows the distribution across the coastal profile of the three elements 
in the momentum balance: 

dS. 

dx 
Tfc+- 

dx 
pDuv (6) 
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Figure 8. "Phase plots" showing the traces of the current velocity vectors 
at three locations, v is the longshore velocity and u is the cross- 
shore velocity. 

It can be seen that the distribution of the mean bed shear stress is more smooth 
than the driving force, and the redistribution of the momentum corresponds to 
the transfer by the shear waves. Fig. 9b shows the mean velocity profile at this 
cross section together with the velocity distribution corresponding to a steady 
uniform longshore current. The reduction in the peak of the mean bed shear stress 
due to the shear waves is closely related to the reduction in the peak of the longshore 
velocity and the reduction in the sediment transport illustrated in Fig. 4. 

In longshore current models the momentum exchange is often modelled 
by an eddy viscosity term. The maximum of the momentum transfer defined by 
Eq. 5 is close to the point of maximum gradient in the mean longshore current. 
The magnitude of the momentum transfer by the shear waves can be illustrated 
by the eddy viscosity that would be necessary to give a similar transfer of momen- 
tum. In the example considered this equivalent eddy viscosity Eeq is found to be 

E   = max(ZW)/max D 
dV 
dx, 

~ 0.7 m2ls (7) 
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This is a very large value, considering for example the drastic effect of a much 
smaller eddy viscosity on the flow regime, cf. Fig. 7. 

A: 
2 ,  2 m /s' 

0.04 

0.02 H 

0.0 

0 

driving force 

bed shear stress 

redistribution 

50 
—I 1 1 1 1 —|  
100   150   200   250   300   350   400 x(m) 

B: m/s 

350 400 x(m) 

Figure 9. (A) full drawn line: d(Sxy/p)/dx broken line: rfc/ p, dotted line: 
d( Duv) I dx . (B) Time mean longshore velocity. Full drawn 
line: actual velocity, dotted line: assuming steady, uniform 
conditions. 

Longshore non-uniformity of the coastal topography 

The bar has been made non-uniform in the longshore direction by giving 
it a sinusoidal perturbation, representing very weak rip channels. The shear waves 
have been analysed for varying amplitudes of the perturbation. The strength of 
the shear waves is characterized by the standard deviation of the velocity fluctuations 
at the bar crest. Fig. 10 shows the strength of the shear waves as a function of 
the amplitude of the perturbation of the bar in the profile of Fig. 1. The longshore 
wave length of the perturbation is 400m. It is seen that the non-uniformity of 
the bar effectively suppresses the shear waves and that they have disappeared 
completely for an amplitude of 0.4 m. 
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Figure 10. The strength of the shear waves as function of the amplitude 
of the perturbation of the bar. 

Dispersion by shear waves 

In addition to the exchange of momentum, the shear waves are effective 
for dispersing suspended or dissolved matter in the surf zone. This is illustrated 
by a simulation with the advection-dispersion module of MIKE-21. The hydrody- 
namic simulation corresponds to the example considered previously. A constant 
source is placed at the bar crest near the upstream boundary. The dispersion 
coefficient has been specified to be zero. Figure 11 shows the instantaneous 
concentration field of the released matter. It can be seen that the plume is deformed 
by the shear waves and broken up in unconnected units - 'cat eyes', which are 
also observed in flow visualizations of shear layers. In the case where the source 
is located at a point offshore of the point of maximum mean longshore current 
velocity, the "cat eyes" will be formed around another row of vortices. 

Conclusions 

Shear waves can be simulated in a numerical model for wave-driven currents. 
The simulations can be used to study the formation of shear waves and the properties 
of the fully developed shear waves. 

The shear waves are found to be effective in the cross shore exchange of 
momentum and matter. They reduce the longshore sediment transport and causes 
a cross shore transport. The present simulation can be improved in a number of 
ways, e.g. by including wave-current interaction in the description of the flow 
resistance and by including the effects of time-and-space lag in the description 
of the sediment transport. 



1932 COASTAL ENGINEERING 1994 

x(m) 

0 - 

200 

400 r 

x(m) 

0 - 

---^wr^sfc^^z^-^oi^^es 

"i 1 1 1 1 1 1 1 1 1 1 1 1 1 1 r 
500 1000 1500 2000 y(m) 

****«£„»*»»* 

400 -j 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 \-*- 
2000 2500 3000 3500 y(m) 

Figure 11. Dispersion of suspended material dischanged at the bar crest. 
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CHAPTER 139 

BEACH NOURISHMENT AND DUNE PROTECTION 

Hans H. Dette1 and Arved J. Raudkivi2 

ABSTRACT 

The environmentally favoured method of beach maintenance by nourishment with 
sand raises the question of minimization of the average annual sand requirement. In 
the following sand loss estimation models are compared to field data. A concept for 
protection of the dry beach and dune areas against erosion during stormtides is 
discussed as a means of reducing the required sand volumes for the beach mainten- 
ance. 

INTRODUCTION 

Sand beaches play a rapidly increasing part for general holiday and weekend 
activities. Consequently, the "stability" of beaches receives more and more attention. 
A stable sand beach assumes under a constant wave action an equilibrium form on 
which the hydrodynamic forces are in equilibrium with the resistance forces of sand 
grains to movement. The shore normal net movement of sand ceases on such a 
profile and the amount of sand mobilized by the wave action has a minimum. Large 
disturbances can be caused to the dynamic equilibrium conditions (average due to 
usual wave conditions) by the erosion due to heavy storms and storm tides. The sand 
carried by the storm waves from the high beach into the usual surf zone is after the 
storm "surplus" to the requirements and has to be redistributed, i.e. in the amount of 
loss increases. 

BEACH NOURISHMENT 

Beach nourishment is regarded today as the environmentally acceptable method of 
beach protection. The need for nourishment may arise from a number of causes. For 
example, an island may lose its beach by littoral transport that is carried beyond the 
ends of the island and is not returned to the beach; i.a. an open sand system. Like- 
wise a reduction of sediment supply to a coast, by whatever cause, will lead to local 
erosion that may have to be counteracted by nourishment 

LeichtweiB-lnstitute, Technical University of Braunschweig, POB 3329, 38023 Braunschweig, Germany 

University of Auckland, New Zealand, 7 Coates Rd., Howick, Auckland, New Zealand 
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Nourishment itself also disturbs the dynamic equilibrium of the underwater profile 
and leads to increased losses. The extent of the disturbance depends on the grain size 
of sand used in nourishment relative to the native beach sand and on the coastwise 
extent of the beach fill. 

Dette et al. (1994) introduced the assumption that for a two-dimensional beach fill, 
Fig. 1, the erosion rate under constant energy flux is proportional to the volume. 
Hence, the eroded volume is 

V(t) = k2e~kt = V0e- (1) 

for V(t) = Vm at t = 0. A renourishment is required when V(t) = V and the required 
volume is 

Vn = Vm (2T'/T' - l) n m \ ' (2) 

where V„ is the volume of nourishment per m, Vm the minimum volume under an 
equilibrium profile (Fig. 2), Tr the renourishment interval and Th is the half-life of 
the beach fill when V(t = Th) = V0/ 2. 

mum \ r\        ^~ ^HHW    , 

Kill 
BEACH 
PROFILE- 

^^^^^^^^SWsww-^, WMHW   j 

iliiil WMLW    , 

liKBl BEACH FILL -—-'"^^    *''''" m'i* ' 
! 

~m    AX   ^ ' 
A2 A, 

Fig. 1  Cross-section of beach nourishment (schematic). 

According to eqn (2) the required renourishment volume, Vn, at a constant Vm is a 
function of Tt and Th only. Consequently, the same condition can be maintained with 
a shorter repetition interval, Tr, and smaller volume of beach fill, Vn, or with larger 
volumes at longer intervals. 
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Fig. 2 Definition of volumes V0, Vm at t = 0 after placement of the beach fill 
(schematic) 

The average required rate of sand supply is Q„ = V„/ Tr or 

Qn - ^ (2T^ - 1) (3) 

The rate increases exponentially with Tr. Conversely, Q„ goes to minimum if Tr 

goes to zero, i.e. a continuous nourishment. Whether a continuous nourishment 
(according to demand) is practicable is another matter that is not further discussed 
here, except to say that hydraulic conveyance as sand by - passing has been used for 
a long time. 

Expressing the rate of required nourishment as a ratio of Q, (Tr) to (^^ as 

a 
2T,/Tb   _   j 

In2 (Tr/T„) 
(4) 

shows that both the required beach fill volume (eqn (2)) and the average sand supply 
rate increase exponentially with repetition interval, Table 1. 
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Tr/Th V„/Vm « 

0 0 1 

1/2                                       0,41 1,20 

1 1 1,44 

3 7 3,37 

5                                        31 8,94 

Table 1 Dimensionless beach fill volumes V„ / Vm and average 
dimensionless annual sand requirement as a function of 
the ratio of nourishment interval to the half life of the 
fill, XI T„. 

The result also indicates that for a given Vm, which is a function of the wave 
climate and grain size of the beach material, the minimum required sand supply rate 
occurs at Tr = 0, i.e. continuous supply. 

The deduction is that the optimum supply rate Q > (J^, is a compromise between 
practical requirements and aspects that affect the half-life. 

Dean (1983) showed on the basis of the Pelnard-Considere (1956) equation that the 
length of the beach fill, 1, affects the loss rate as 

l2   H5/2 

where t,, is time required for a percentage p of the fill volume to be lost, H is the 
breaker height and subscripts 1 and 2 refer to particular fills. 

FIELD DATA 

Data are available from six beach nourishment sites on the island of Sylt in the 
North Sea (by the courtesy of ALW Husum). The coast is a high energy coast with 
a mean annual shore normal energy flux of ca. 30 000 kWh per m beach. The data 
from Westerland are plotted in Fig. 3. The volumes were recorded as those above the 
4 m datum below mean sea level. 



1938 COASTAL ENGINEERING 1994 

m3/m   FILL VOLUME 

1 

BEACH 
FILL 

•    1972 :   780 m3/m 

•    1978 ••   990 m3/ m 

A    1984 :   680 m3/ m 

1 
A >^ 

AV= V0 e-°015t   

/ 

< i. 300- A ^l 

AV=V0e-0037t 
•^ 

iL 

' 
0 20 40 60 80 

MONTHS 

Fig. 3 Decay of repeated beach fill volumes in front of coastal structures at 
Westerland; Sylt/North Sea 

The data show that the initial rate of decrease of the beach fill volume tends to 
support the exponential loss concept according to eqn (1). However, after about 2.5 
to 3 years the slope changes appreciably and the data approach another exponential 
loss rate. Similar behaviour is illustrated by the data from the other five sites along 
the southern half of the coastline, Fig. 4. Although the scatter of data points for the 
reduced loss rate is substantial, the trend is unmistakable. 

The relationships like eqn (5) are difficult to verify because although the fill 
profiles are known as a function of time the amounts of material brought into the 
study area by littoral transport are essentially unknown. At Westerland the three fills 
had different lengths. The 1972 fill was in the form of a peninsula into the surf zone 
with 1 ~ 350 m, extending about 250 m seaward at mean sea level. In 1978 an about 
1 km long beach fill of 80 m width and in 1984 one of 1.5 km were placed. Assum- 
ing that the wave height remained the same eqn (5) indicates that the time to lose the 
same percentage of sand from the 1984 fill volume should be approximately 18 
times that of 1972. Even for the similar fills of 1 km about 1.5 km lengths the ratio 
should be 2.25, yet Fig. 3 indicates that the volume was halved in approximately in 
the same length of time. 

An additional feature of the field data is that the seaward slope of the beach fill has 
a strong effect on the loss of material during storms from the normally dry beach as 
illustrated by Fig. 5 for two successive winters with comparable storm tide histories. 
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tn/m  FILL VOLUME 
300 

Fig. 4 Decay of beach fill volumes at 5 sites in front of dunes at the west coast 
of Sylt/North Sea 

MSL m 

0 40 60 80 120m 

Fig. 5 Erosion of dry beach by storm tides on the west coast of Sylt 
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Peak water levels above MSL were 2.86 m and 3.25 m in 1993 and 1994, respective- 
ly with residence times above 2.0 m of ca. 50 and 80 hours respectively. The flat 
slopes with reduced losses are well described by the Dean-type relationship 

h = A xD (6) 

Apparently, when the waves are able freely run up and down the slope the losses 
are minimized. 

DUNE PROTECTION 

Substantial quantities of sand can be eroded by storm tides from the usually dry 
beach zone. Steep storm waves at raised water level transport large quantities of sand 
shore normal to the usual surf zone. Locally these quantities can reach 200 m3/m. 
For example, the 1990 storms eroded 1.8 x 106 m3 of sand from the west coast of 
Sylt, averaging ca. 60 m3/m for the coastline. In many instances only a fraction of 
this sand is brought back to the beach face by subsequent wave action. The restora- 
tion of the dry beach and dune by wind-borne sand transport too is a slow process. 
Especially in open sand systems most of the "surplus" sand in the every day surf 
zone can be lost in littoral transport after the storm, i.e. carried beyond the ends of 
the island and lost from the locak sand system. On an out of equilibrium underwater 
profile the amount of sand mobilized by the daily wave action is higher and hence 
also the amounts transported currents. 

Consequently, for an efficient management of beach nourishment volumes and for 
the protection of dry beach/dune the uncontrolled transfer of large volumes of sand 
into the surf zone during severe storms should be avoided. Raudkivi (1989) proposed 
a method of reduction of the sand loss with the aid of geotextile membrane, Fig. 6. 

Fig. 6 Damage limitation of the dry beach and dune by a storm tide with the aid 
of a geotextile membrane (schematic) 
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The sand seaward of the membrane may be eroded during a storm or a sequence 
of storms but that behind it is protected. The membrane usually is called in action 
only a few days in a year and is thus not comparable to a seawall. If the membrane 
is uncovered the sand cover has to be restored from the lower beach. The location 
of the membrane is a matter of optimization. Too near to the water's edge the 
frequency of maintenance increases, too far the amount of sand lost increases. 

In general, an uncontrolled erosion of the high beach leads to an erosion escarp- 
ment. In the sand behind the escarpment (or dune) the wave impacts maintain a 
water table in the sand that is a little higher than the local mean water level at the 
escarpment. At each wave trough a step is created in the water level, Fig. 7, and the 
sand starts to drain. The outflow of water concentrates at the level of water in front 
of the escarpment and carries sand with it This leads to an undercutting of the sand 
face which tends to slide down in layers. The loose sand is rapidly dispersed by 
waves and the process repeats itself. 

Fig. 7 Drainage and undercutting of a sand face due to wave action (schematic) 

The problem of drainage through a "vertical" face was treated by Nguyen and 
Raudkivi (1983). Fig. 8 shows the propagation of the phreatic surface back from the 
sand face. The drawdown, s, at a distance x/h,, is expressed in terms of a 
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dimensionless time X as 

s = ho [1 - G (x/ho, T)] 

K 

Svh0 

(7) 

where K is the permeability of sand (m/s), Sv is the volume of water retained in the 
pore space (Sv < n the porosity) and t is time. 

G(x/h0.T ) 

Fig. 8 Movement of the phreatic surface by drainage through a vertical face 
(Nguyen and Raudkivi, 1983) 

The order of magnitude of the term (k/Svho) is ca 10"4. Hence, already at x = 0.01 
the position of the phreatic surface corresponds to that at ca 2 minutes. 
Consequendy, the water surface translation are confined to the immediate vicinity of 
the sand face, within a fraction of h,,, i.e. ca 10 to 20 %. 

The membrane serves to restrain the sand grain during the drainage periods and to 
prevent the undercutting. The main requirement, apart from required tensile strength, 
weathering and abrasion properties, is that it must enable free flow of water, i.e. it 
must be more permeable than the sand. This is achieved by using an "opening size" 
in the membrane of about d^ of the sand. 
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During the wave impacts the wave forces are taken by the sandgrains and the 
membrane is stressed only by the through flow of water. The pressure waves attenu- 
ate in the sand very rapidly due to the air in the voids and in the water, c.f. studies 
by Nago and Maeno (1987). Consequently, any liquefaction of sand is confined to 
the immediate vicinity of the sand face. 

A system of membranes as shown in Fig. 9 was tested in the Large Wave Hume 
in Hannover (Fuhrboter, et al. 1991). Fig. 10 shows the initial profile and that after 
15 hrs subject to monochromatic waves of 6 - 9 sees with wave heights most of the 
time 1.0 m and up to 1.3 m. The deformations of the installed membrane were 
generally less than 10 cm. 

6.3 m 
,6.05 m 

Fig. 9 Cross-section of the three-layered membrane tested in the Large Wave 
Flume in Hannover 

m   ABOVE  BOTTOM 
10 

100m 

Membrane after 15 hours of wave attack with waves up to 1.3 m 
height in the Large Wave Flume 
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The membrane limits the management of beach nourishment volumes to those 
required to maintain the surf zone under normal sea conditions, i.e. to the supply of 
sand to replace that lost from the system by the daily littoral transport The mem- 
brane preserves all the sand in the high beach and dune. 

About 2 km of such a membrane (two layers) were installed as hurricane protection 
1992/93 in Fiji and 300 m in the three layers in a dune in front of a building at the 
dune's edge on Sylt 1991 (Fig. 11). Both have performed according to expectations. 

Fig. 11 Uncovered geotextile membrane in front of a dune after called in 
action during a storm surge (phote: Raudkivi, 1994) 
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CHAPTER 140 

PROFILE CHANGE 
OF A SHEET FLOW DOMINATED BEACH 

Mohammad Dibajnia 1,     Takuzo Shimizu 2    and     Akira Watanabe 3 

Abstract 

A new and detailed model for predicting the profile change of a real beach 
is presented. The model is based on the sediment transport formula 
of Dibajnia and Watanabe (1992) and therefore incorporates, explicitly, 
the asymmetry of the near-bottom orbital velocity and the undertow 
into the transport of bottom sediment. Its applicability is examined by 
using the data of beach profile change obtained from prototype scale 
laboratory experiments as well as field measurements. It is shown that 
quite accurate profile simulation is possible when the details of the flow 
field and transport mechanism are considered. 

1. Introduction 

An important phenomenon concerned in short-term prediction of nearshore 
bottom topography changes is the formation and disappearance of longshore bar 
systems. It is now clear that during storms, usually the shoreward sheet flow 
sediment transport due to large waves faces the seaward transport of the undertow 
in a region close to the breaking point and makes a bar. This bar in turn, may 
be washed out by the undertow of some larger waves and move to deeper waters, 
or it could be forced by the shoreward transport of other waves to move into 
shallower waters and form a smaller bar or recover the beach. Also we know that 
under field conditions, sheet flow movement is the predominant transport mode 

1Associate Professor, Dept. of Civil Eng., Univ. of Tokyo, Bunkyo-ku, Tokyo 113, Japan. 
2Penta-Ocean Construction Co. Ltd., 2-2-8 Koraku, Bunkyo-ku, Tokyo 112, Japan. 
3Professor, Dept. of Civil Eng., Univ. of Tokyo, Bunkyo-ku, Tokyo 113, Japan. 

1946 



PROFILE CHANGE OF BEACH 1947 

over a significant part of the nearshore area including both inside and outside of 
the surf zone. 

In the present study a numerical model for simulating the profile transfor- 
mation of a real beach is presented. The model is based on sediment transport 
formula of Dibajnia and Watanabe (1992) which incorporates the asymmetry of 
near bottom orbital velocity and superimposed currents into estimating the sheet 
flow sand transport rates. The formula is extended here to cover suspended load 
as well as bed load transports. Applicability of the model is confirmed through 
comparison of the simulated profiles with those obtained from prototype scale 
laboratory experiments and field data. A new formulation for estimating the 
return flow velocity in the field is also presented. 

2. Experimental and Field Data 

Kajima et al. (1982) investigated on-offshore beach profile changes under reg- 
ular waves in a prototype scale wave flume for a variety of incident wave, bottom 
slope, and grain size conditions. Two of their experimental cases, corresponding 
to extreme conditions of erosion and accretion, are selected to be tried against the 
present model. The conditions for each case are shown in Table 1. In this table 
tan/? is the initial bottom slope, d50 the median grain size of beach meterial, T 
the wave period, and HQ the deepwater wave height. 

CASE tan/3 <4o 
mm 

T 
s 

H0 

m 
Breaker 

form 
3-3 5/100 0.27 12.0 0.65 plunging 
3-4 5/100 0.27 3.1 1.62 spilling 

Table 1: Experimental conditions 

The field measurement data are those reported by Kuriyama (1991) and have 
been obtained at Hazaki Oceanographical Research Facility (HORF) which be- 
longs to the Port and Harbour Research Institute of the Japanese Ministry of 
transport and is located at Kashima beach, Ibaraki Prefecture, Japan. The av- 
erage bottom slope at the site is about 1/60 and the median grain size, d&a, is 
0.18 mm. The field investigations have been conducted from the 12th to 26th of 
September 1988, during which a strong storm has occurred. Profile survey data 
at the begining and end of this period are given. Time histories of the offshore 
significant waves at a mean depth of about 24 m and those of wave height, bot- 
tom elavation, tidal level, and cross-shore steady current at a point inside the surf 
zone, P145, are also reported. The graphical data are transfered to digital data 
with an interval of two hours by using a digitizer and are used and demonstrated 
in the present paper. 
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3. Elements of The Model 

3.1 Calculation of the wave field 

For regular waves, the time-dependent mild-slope equations and numerical 
scheme of Watanabe and Dibajnia (1988) are used. The equations can take care 
of wave shoaling, reflection, breaking, and energy dissipation in cross-shore direc- 
tion. Location of the breaking point is calculated with the generalized breaker 
index diagram proposed by Watanabe et al. (1984). 

As for the calculation of the waves in the field, the method proposed by 
Isobe (1987) for irreguler waves is applied. This model is based on an energy 
conservation equation which contains a breaking dissipation term. The equation 
which can take care of wave shoaling, breaking, and energy dissipation in cross- 
shore direction reads: 

d 

d,x 
(Ecg) IEJI 

(Xl 13 ~ «r 
fd{kh) tan/? (1) 

in which E is the total wave energy, x the cross-shore distance, g the acceleration 
of gravity, a the ratio of water particle velocity at the wave crest to the wave 
celerity, cg the group velocity, /<; a function of the wave number k and the water 
depth h given by Isobe (1987), and tan/? the local bottom slope. Values of cg and 
fd should be calculated by using the peak frequency of the spectrum, a,. = 0.135 
and as = 0.4(0.57 + 5.3tan/?) are the values of a for broken waves recovered in 
a uniform depth region and for breaking waves on a uniform slope, respectively 
(see Dibajnia and Watanabe, 1988). In the above equation PB is the breaking 
probability and is obtained from the following relation 

PB 1 + 2.004 
*i/3 

exp -2.004 
al/3 

(2) 

where ab is the critical value of a for breaking and aw3 is the value of a if the 
waves continue to shoal without breaking. By using PB, Equation (1) can be 
used for both outside and inside of the surf zone. 

For both regular and irregular waves, the change in the position of shoreline 
due to the setup of mean water level (and tides) is incorporated through applying 
a moving boundary technique which allows a variable grid size at the shoreline. 

3.2 Estimation of the near-bottom velocity profile 

In reality, waves are nonlinear due to finite depth and asymmetric due to the 
bottom slope. Despite recent developements in applying Boussinesq equations 
to predicting the relevant properties of waves over the whole nearshore region, 
an empirical method is applied in the present study to estimate the near-bottom 
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velocity profiles. This is because that only information about significant wave 
height and period of the incident waves are available for the field case. Isobe and 
Horikawa (1981), based on laboratory experiments, proposed empirical formulas 
for estimation of velocity profile properties of normally incident waves on a beach 
with uniform slope up to the point of breaking. The validity of their relations for 
estimation of velocity profile of prototype-scale shoaling waves over an erodible 
bed has been verified by Maruyama et al. (1983). In the absence of a reliable 
theory or formulation for breaking waves, in the present work the method of Isobe 
and Horikawa (1981) is applied to the surf zone region as well as the offshore 
region. It has been shown in a separate paper (Dibajnia et al, 1992) that inside 
the surf zone, the method of Isobe and Horikawa gives reasonable results for 
spilling breakers, but fails to predict the velocity profile of plunging breakers 
accurately. 

The method is also applied to estimating the asymmetry of orbital velocity 
profile at the bottom for irregular waves by using values of the significant wave 
height and period. According to the experimental study of Sato et al. (1988), the 
asymmetry of velocity profile in the surf zone is less than those in the offshore 
and in the breaking region. Therefore, the estimated velocity profiles inside the 
surf zone are modified gradually from the breaking point to the shoreline. 

3.3 Calculation of the undertow 

Undertow is the name given to the average seaward return flow found be- 
low wave trough level. It balances the mass flux curried shoreward by breaking 
waves including the effect of the surface roller. Despite its simple qualitative 
description, a general mathematical formulation of the undertow and its vertical 
distribution is difficullt and not yet available. For regular waves over simple bot- 
tom profiles, Okayasu et al. (1990) took the mass balance approach and presented 
a model based on the experimental results and the assumption that following the 
breaking, the wave energy is transferred to the roller or large vortices, is kept 
by them for a while, then is conveyed to the small structure turbulence and is 
dissipated. The time-dependent mild-slope equations of Watanabe and Dibajnia 
(1988) were used to estimate the rate of energy transfer. The model showed good 
agreement with the experiments, however, its application to more general cases 
is not straightforward. 

A simple model based on the assumption that the mass flux of a bore propa- 
gating shoreward is proportional to the square of the wave height was presented 
by Sato et al. (1988). By assuming that the corresponding return flow is uni- 
form over the local mean water depth, D, the steady component of near-bottom 
velocity was estimated as 

U=Uw + Ub + Ue (3) 
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Figure 1: Undertow velocity measured at the point P145 versus Eq. (4). 

in which f/j, is the undertow velocity given as 

Uh -A- 
H2 

D-T (4) 

, Uw the offshore flow compensating the onshore mass flux due to the irrotational 
wave motion, Ue the Eulerian mass transport velocity at the edge of the laminar 
boundary layer, T the wave period, H the wave height, and A a nondimensional 
coefiicient of the order of unity. These two models are used here for calculating 
the undertow velocity of regular waves. 

For the irregular waves in the field, in order to examine the applicability of 
Eq. (4) to estimating the undertow velocity caused by breaking, values of the 
significant wave height, Hj^, and the mean water depth measured at the point 
P145, together with the values of the significant wave period, Ti/3, of offshore 
waves are substituted into Equation (4) and the results are compared with the 
measured values of the cross-shore mean current velocity at P145 as shown in Fig. 
1. A large scatter is observed and it is hard to define a value for the coefficient 
A. Those data with a deepwater wave steepness greater than 0.023 are shown by 
triangle symbols. It may be seen that these data are more or less separated from 
the others. On the other hand, it is expected that the undertow velocity varies 
with the beach slope. From these two points one may conclude that the undertow 

velocity should depends on the surf similarity parameter, £ = t&n(3/JH0/L0, 
which is often used to classify the breaker types. Thus, the return flow velocity 
should vary with the breaker type, as it is indeed a breaking generated process. 
Also, using the bottom slope at the breaking point, (tan/?)b, would be more 
appropriate than tan/?. Figure 2 shows the results of such an analysis when £t = 

(tan/?)b/i/i/o/£o is used instead of £. In this figure it is assummed, considering 
the incident waves, that during the first half of the measurement period the waves 
were breaking in deeper waters on a slope of 1/60 because they were large (see 
Fig. 8), and during the second half they were breaking on the bar closer to the 
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Figure 2: Uiidertow velocity measured at the point P145 versus Eq. (5). 

shore with a slope of about 1/25. It can be seen that the data show a 
which may be written as 

Uh -22 
H2 11113 

D • T1/3 
•& 

trend 

(5) 

The next problem regarding the undertow of irregular waves is about its distri- 
bution in cross-shore direction. In case of regular waves there is a certain breaking 
point which controls the distribution. For irregular waves, however, there is not 
such a point and at any location some of the waves may break because waves of 
different heights and periods are envolved. At each point it is only this breaking 
portion of the waves which contributes to the generation of the undertow. Thus, 
considering the ratio of the energy of the broken waves to the total wave energy 
we may write 

E'J D • T1/3 

for irregular waves. Here, E is the total wave energy, and E' the total wave energy 
of an imaginary case in which the same waves shoal without breaking. P145 is a 
point inside the surf zone where all the waves are expected to break and hence 
E/E' ~ 0. At other locations, however, because of irregularity only part of the 
waves may break and it is only this breaking portion of the waves which is taken 
into account. 

U = -22   1 
JT2 
-"1/3 

£b (6) 

3.4 Sediment transport rate 

The sediment transport formula of Dibajnia and Watanabe (1992) is used. 
This formula has been made for the transport under sheet flow conditions, but is 
extended here to be able of estimating the suspended load and bed load transport 
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Figure 3: Definitions for the near-bottom velocity profile. 

rates as well. The nondimensional net transport rate, <Z>S, is obtained by 

,*._ 9.(1-0 
Wd 

= o.ooi • sign(r) • |r|' 

where 

r = cTe(n
3

c + ti?) - utTt(n? + tf?) 

(7) 

(8) 
(uc + ut)T 

in which uc and ut are the equivalent sinusoidal velocity amplitudes of positive 
and negative portions of the near-bottom velocity profile including the steady 
current (Fig. 3), respectively, and are defined as 

2   [T, 2    t c 2    t1 

u2
c = —       (uw + Ufdt     and     u2

t = — /   (uw + U) 
lc JO lt JTC 

(9) 

with Tc and Tt being their corresponding time durations, respectively, and um the 
near-bottom orbital velocity. Values of Qj in Eq. (8) are obtained as follows. 

if    UJj   < Wcritical 

if    Wj   > (^critical 

with 

2WT, 
«; = <*• — 

2WT3 
itj — ^critical ' j 

n>      l ^    2WT> ilJ  — K10] ~ "^critical J •  j  

1    ui 

(10) 

^      2sgWT3 ^H) 

In the above relations qnet is the net volumetric transport rate, e the sediment 
porosity, d the sediment grain size, W the sediment fall velocity, s = (ps — p)/p 
where p and ps are the densities of water and sediment, respectively, and the 
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subscript j should be replaced by either c or t. It should be mentioned that the 
factor 2 in relations (10) has been mistakenly omitted in the original paper of 
Dibajnia and Watanabe (1992). 

In order to extend this formulation to estimate suspended load and bed load 
transport rates, we note that in the actual phenomenon at the sea bottom there 
is a transition region between the rippled bottom of suspended load and the 
flat bed of sheet flow. Over this region, the ripple height decreases, and the 
net transport rate changes its direction from the seaward suspended load to the 
shoreward sheet flow. Furthermore, experimental results show that wcriticai = 1 
for sheet flow transport (Dibajnia and Watanabe, 1992), while wcr;tiCai = 0.03 for 
the transport over ripples (Suzuki et. al, 1994). Therefore, by gradually changing 
the critical value of co from unity to a value of 0.03, an effect similar to the above 
phenomenon can be simulated. Thus 

Critical =  1 - 0.9771 (12) 

in which the parameter A is given by 

A=[l- prms - 0.2)/0.4]2] • min(l, 2X/dQ) (13) 

where !^rms is the Shields number estimated in terms of the root mean square of 
near bottom velocity profile, A the ripple wavelength, and d0 the orbital diameter 
of water particle displacement at the bottom. In this relation it is assumed that 
the transition from rippled bed to flat bed occurs in a parabolic manner as the 
Shields number increases from 0.2 to 0.6. For if'rms > 0.6, which corresponds to 
the sheet flow condition, A should be set equal to zero. When !?rms < 0.2 then 
A = 1.0. The last term takes care of the fact that when d0 is much larger than 
A on a rippled bed, the net transport rate should be in onshore direction. The 
functional form of Eq. (13), however, needs further varification. Also, the limiting 
values of the Shields number in this equation should be modified if Eq. (7) is to 
be tried against laboratory data on net sediment transport rate. 

4. Results and Discussion 

4.1 Prototype scale laboratory experiments 

Profile change simulation of each experimental case is conducted for 15 hours 
of wave action and with both of the undertow models of Okayasu et al. (1990) 
and Sato et al. (1988), Eq. (3). Longer time durations are not tried because of 
the decrease in the accuracy of these models over complicated topographies. It is 
assumed that the undertow velocity is uniform over the local depth. In both of 
the models, the calculated steady currents are multiplied by hyperbolic functions 
in a region from the transition point to a point which is ten times of the breaking 
depth far from the breaking point in the offshore direction, so as to assume values 
of zero in the offshore region. The position of transition point is estimated by the 
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formula of Okayasu et al. (1990). Steady current velocities obtained by the model 
of Sato et al. are multiplied by a hyperbolic function also in the region between 
the transition point and shoreline in order to obtain a more realistic distribution. 

Figures 4 and 5 show the numerical simulation results and their comparison 
with the measurements. It is observed that the return flow calculated by Sato 
et al.'s model (with A = 4) agree well with the experimental data for case 3-4. 
It should be noticed that this case has a breaker of spilling form. Therefore, the 
method of Isobe and Horikawa for calculation of near-bottom velocity profile is 
supposed to give reasonable profiles. As a result it is seen that the development of 
bottom profile and the position of bar are fairly well simulated. When the model 
of Okayasu et al. is applied to this case, also reasonable results are obtained. 

On the other hand, the model of Sato et al. considerably underestimates the 
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undertow velocity of case 3-3. The performance of Okayasu et al.'s model in 
this case is better and the resulting profile is more acceptable. Strong reflection 
appears in the calculation of wave field for case 3-3. This reflection has much 
affected the transport rate distribution and consequently the profile change, spe- 
cially in the offshore region. Figure 6 shows the resulting beach profile for the 
same case as that of Fig. 5(11) when reflected waves are removed from the wave 
field. A remarkable improvement is observed. In general, from the above results 
it is clear that the simulation of beach profile is quite sensitive to the estima- 
tion of the flow field, particularly the steady current velocity and its cross-shore 
gradients or distribution. 

4.2 Field measurements 
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Figure 6: Simulation results for Case 3-3 when reflection is removed (under- 
tow model of Okayasu et al). 

The model described in Sec. 3 is now applied to simulating the beach profile 
change which has occurred during the field measurements reported by Kuriyama^ 
(1991). Using the offshore incident wave data as the input, the wave field and its 
corresponding profile change are calculated every two hours. 

In order to examine the sensitivity of the results on the method of estimating 
the undertow, at first the following equation is used for estimation of the return 
flow and its distribution: 

U = -A   1 E-) 
H\ 

/3 

E'J D • T1/3 
(14) 

The best agreement between the calculated and measured final profiles is obtained 
when A = 5.6 as shown in Pig. 7.     It is seen that the general features of the 
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Figure 7: Beach profile change by using Eq. (14) with A = 5.6. 
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profile evolution, such as disappearance of the offshore bar and movement of the 
nearshore bar are well simulated. More details of the calculation results of this 
case are given in Figures 8 to 10. In Fig. 8 time variations of the deepwater 
incident waves and of the surf similarity parameters £ and £& are given. Also the 
calculated time variations of the wave height, undertow, and bottom elevation at 
the point P145 are plotted and compared with the measurements. The agreement 
between calculated and measured wave height is quite good. Estimated values of 
the undertow show good agreement with the measurements only during the large 
wave conditions when the values of £ are nearly same as £{,, as was discussed in 
Sec. 3.3. Prediction of the bottom elevation at P145 is not satisfactory. This 
is attributed to the errors in estimating the cross-shore distribution of return 
flow, three dimensional effects, and also partly to the neglect of breaking induced 
turbulence. Figure 9 shows the comparison between calculated and measured 
breaking points. Calculated results are shown by a dashed line and are plotted 
on Fig. 6(2) of Kuriyama (1991). A breaking point in the calculations is defined 
when a[,3 = a\, which gives Pg = 0.4. Considering the breaking of irregular 
waves, this is likely to correspond to the offshore limit of the breaking zone. 

In Fig. 10 some of the calculation results at three different times are given. 
It can be seen that values of the Shields number are usually greater than 0.5 
over a large portion of the domain, indicating that sheet flow is the dominant 
transport mode. Large values of undertow, offshoreward transport rate, and 
Shields number are observed for the waves of Sept. 16, 1988. It is around this 
time that the offshore bar disappears and it is well simulated by the model. The 
large waves on the other hand, have less effect on the nearshore profile, and the 
change in the nearshore region is mainly occurred after the storm is finished. 

As for the next case, Equation (6) is used for calculating the undertow. Figure 
11 shows the time variation of the undertow velocity and its comparison with the 
measurements at thepoint P145. In Fig. 12 the result of profile simulation 
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Figure 11: Undertow velocity at the point P145 using Eq. (6). 

is given. Although an improvement in the estimation of the undertow velocity 
is observed, but the resulting beach profile does not show an improvement. The 
reason is attributed to the errors in estimation of cross-shore distribution of the 
undertow, determination of the bottom slope at the breaking point, effect of 
alongshore variation in the flow field and the existence of rip currents, and the 
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Figure 12: Beach profile change by using Eq. (6). 

neglect of breaking induced turbulence.  Further study on modelling of the flow 
field is thus required for more improvements. 

5. Conclusions 

A new and detailed model of beach profile change is presented. It incorporates, 
explicitly, the asymmetry of the near-bottom orbital velocity and the undertow, 
into the transport of bottom sediment. The model is examined by using the data 
of beach profile change obtained from prototype scale laboratory experiments as 
well as field measurements. It is shown that quite accurate profile simulation is 
possible when the details of the flow field and transport mechanism are considered. 

The results show strong dependency on the distribution and magnitude of 
the undertow velocity. For further improvements, accurate and general models 
for estimation of the near-bottom orbital velocity profile in the surf zone and for 
undertow velocity are required. The so-called swash transport is not included in 
the present model and therefore the profile change around the shoreline is not 
well simulated. Modelling of the swash zone is left for a future study. 
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CHAPTER 141 

A NONLINEAR SURF BEAT MODEL 

Zhili Zou1  and Nicholas Dodd2 

Abstract 

A nonlinear, short-wave-averaged (surf beat) model is presented. The 
model is based on that of Roelvink (1993), but the numerical techniques used 
in the solution are based on the so-called weighted-averaged flux (WAF) 
method (eg Watson et al, 1992), with time-operator splitting used for the 
treatment of some of the source terms. This method allows a small number of 
computational points to be used, and is particularly efficient in modelling 
breaking long waves. The short-wave (or primary-wave) energy equation is 
solved using a more traditional Lax-Wendroff technique. Results of validation 
indicate that the model performs satisfactorily in most respects. 

Introduction 

There are two classical characteristic time-scales in a system of waves: 
that of the individual waves and that of the wave groups. On the time scale of 
the wave group the short-wave averaged momentum flux ("radiation stress") and 
mass flux ("wave-induced mass flux") vary slowly. This variation in time and 
space of radiation stress and mass flux generates long waves with periods and 
wavelength similar to the group periods and lengths. These long waves may 
travel with the wave groups or they may be released as free waves if the wave 
groups forcing them change rapidly, e.g. due to breaking in the surf zone. The 
free waves either escape to deep water ("leaky modes") or are trapped at the 
shoreline by refraction as "edge waves". These long waves are often collectively 
called infragravity waves or "surf beat". 

'Dalian University, Dalian 116024, China 

2Coastal Group, HR Wallingford, Howbery Park, Wallingford, OX10 8BA, 
UK. 

1961 
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In the recent decades numerous observations have shown that the energy at surf 
beat frequencies can be substantial, and in some cases even exceed that of the 
short waves (Wright et al, 1982). Likewise, the shoreline amplitudes arising 
from infragravity waves can be comparable to the run-up height of short waves 
(Guza and Thornton, 1982; 1985). The importance of low-frequency motion for 
the nearshore dynamics can be inferred from the fact that natural sedimentary 
coasts often exhibit morphological features (bars and cusps) with length scales 
considerably in excess of those of the wind waves. This is found to be 
particularly pronounced in very shallow water. The effect of surf beat on 
morphology was found to increase offshore transport and to move bars in a 
seaward direction while reducing their amplitude (Roelvink, 1993). Recent work 
done at HR Wallingford (Bowers, 1992) highlighted the need for accurate 
numerical modelling of surf beat: physical model experiments using realistic 
short crested waves demonstrated the importance of surf beat as well as incident 
set-down in causing long waves inside harbours. This surf beat is produced by 
groups of waves breaking on the shoreline surrounding the harbour. Due to the 
large length of shoreline needed for realistic modelling of the generation of surf 
beat in a physical model, an efficient mathematical model of surf beat 
generation would be far more cost effective than extensive additional coastline 
moulding in a physical model together with additional lengths of wave-maker. 
The work in this report has been undertaken as a first step in meeting this need 
in that only cross-shore wave modes are considered. 

In the early sixties Longuet-Higgins and Stewart developed the concept of 
"radiation stress", by which they explained how groups of high waves are 
accompanied by a depression of the mean water surface. In other words, groups 
of short waves force a long wave, which is known as the set-down or the bound 
long wave. This concept successfully explained many of the early observations 
of surf beat, and forms the basis of many subsequent surf beat models. 

In one of the earliest such models, Symonds et al. (1982) assume that within the 
inner surf zone, the short waves are "saturated", meaning that the variations on 
wave group scale have vanished and the radiation stress gradients are constant 
in time. Outside the surf zone, they assume that the horizontal variation of 
radiation stress is negligible (and thereby do not include the effect of bound 
waves). In the transition region, the breaking-point moves back and forth; in this 
region there is a radiation stress gradient varying in time. This gradient acts as 
a local forcing, comparable to a wave maker which generates waves both in the 
onshore direction and (with opposite sign) in the offshore direction. The onshore 
directed wave is subsequently reflected off the beach and interferes with the 
offshore directed wave. Depending on the dimensionless width of the surf zone, 
the relative phase of the two free outgoing wave components change, resulting 
in an enhancing or damping of the total free wave radiated from the surf zone. 
The fact that such an amplitude variation with the dimensionless surf zone width 
exists was confirmed in laboratory experiments by Kostense(1984); however, the 
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quantitative agreement between the model and experiments was not entirely 
convincing. 

Schaffer and Svendsen (1988) improved this model concept by including the 
forcing outside the surf zone responsible for the bound long waves. In their 
model this forcing is reduced in the surf zone but does not vanish completely 
since they relax the rigid assumption of a saturated inner surf zone. Schaffer and 
Jonsson (1990) compared this model with Kostense's (1984) data and found 
considerably better agreement; remaining discrepancies can be ascribed to the 
lack of bottom friction and the use of linearized equations in their model. 

Roelvink (1993) developed a nonlinear surf beat model based on short-wave 
averaged mass and momentum conservation equations (Phillips 1977). To get 
the radiation stress, a mean short wave energy transportation equation was 
solved simultaneously, which included the effect of variation of mean water 
level on the energy evolution. Numerical results for incident bichromatic waves 
agreed with the Kostense (1984) data to different degrees depending on the 
bottom friction coefficient used. For incident irregular waves, a narrow band 
assumption was used to overcome the difficulty of determining the group 
velocity of irregular waves, which is needed in the calculation of radiation 
stress. Comparisons of numerical results with Van Leeuwen's (1992) (random) 
experimental data showed good agreement. This model was then applied to the 
study of the effect of surf beat on cross-shore beach morphology. 

The numerical models mentioned above are all based on the 'wave-averaged' 
approach, i.e. averaging the mass and momentum conservation equations over 
a short wave period and using the concept of radiation stress to express the 
short-wave momentum flux. The disadvantage of this approach is that 
questionable assumptions are made about the validity of linear theory for the 
propagation of breaking waves within the surf zone. An alternative to this is to 
use short-wave-resolving models to study the full wave motion, including the 
generation processes of low frequency wave. This is usually done using either 
the nonlinear shallow water wave equations (in the inner surf zone) or the 
Boussinesq equations (or both). Whilst being more satisfactory from a 
theoretical point of view, this approach obviously involves considerably more 
computational time and expense than the wave-averaged approach. In this work 
we therefore chose to follow the wave-averaged route. 

Equations of motion 

The shallow-water wave equations for the conservation of mass and 
momentum (in 1-D) can be written (in so-called conservation form, and in the 
absence of bottom friction) as 
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d,    +    (du)x    =    0 (1) 

1 (2) 
(du)t   +   (u

2d + i.grf\   =   ^ 

where u is the depth-averaged fluid velocity, d is the total water depth, g the 
gravitational acceleration constant, and h the still water depth (x is the offshore 
coordinate, and C, = d-h is the free surface elevation). The term on the right, 
arising from the bottom slope w.r.t. x, is referred to as a source term. These 
equations resolve the primary wave motion. In order to exclude this type of 
motion, the original equations must be time as well as depth averaged. This 
results in a similar continuity equation (see below), but additional terms appear 
in the momentum equation. To treat these properly we start from the momentum 
equation of Phillips (1977) describing time and depth-averaged 1-D motion, 

•L IV dz   +   J-fW +P)dz   -  pb~Eh   +   %b   =   0 (3) 

where p is water density, and p, pb are pressure and pressure at the bottom 
respectively, and an overbar denotes an average over a short wave period. The 
following decomposition is made: 

u   =   U   +   u' (4) 

where U is the long wave velocity and u' is the fluctuating component (due to 
the primary waves). We define 

d   =   h   +  l (5) 

so that d now denotes a mean total depth. Following Roelvink (1993) we define 
fluxes 

Q,   =    I « dz 
J-h 

(6) 

and 

Qw   =    IV* (7) 
J~h 

We introduce the velocity V such that 

V   =   _   =   U   +   _ (8) 
d d 

and after some manipulations, and using the shallow water assumption, the final 
continuity and momentum equations are arrived at: 
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jL*    +    -^-(Vd)     =    0 (9) 
at ox 

hvd) +JL[dv> + l8d> ]=gd^L- i-ti + i-t^l2 - 5 do) 
at ax 2 ox      ax   p        ax   a p 

It can be seen that these equations have a similar form on the left hand side to 
(1) and (2). We use this correspondence to apply similar flux-conservative 
techniques to the solution of the wave-averaged equations (see below). The final 
equation to consider is the equation describing the transformation of short wave 
energy. It is the variation in this energy that will drive the incoming bound 
waves. Assuming (Roelvink, 1993) that the characteristic short wave frequency 
is constant in space and time we get an energy equation of the form 

^    +   i_(c£)    =    -D (11) 
dt dx   s 

In the model, the radiation stress, Sa, and the primary-wave-induced flux, Qw, 
are represented by the expressions of Longuet-Higgins & Stewart (1964); 
bottom shear stress is represented in the usual quadratic form. D, representing 
the short wave decay due to breaking, is formulated using both the method of 
Roelvink (1993) and of Battjes & Janssen (1978). In the runs performed so far 
there has been little difference between the two methods. In view of this we 
chose Roelvink's method, 

D ( E , d ) = { 1  - exp H 
yd 

2 afE d2) 
J  J 

it being rather simpler. Here, following Roelvink we take a =1.0 and n = 10. 
The parameter y will vary depending on the type of wave being studied. Its 
value is given in each case studied. fp is the characteristic measure of the 
(constant) frequency. For waves other than monochromatic waves we take it to 
be an average of the constituent frequencies. Using linear theory it can be 
shown that 

H = v/8£/(pg) (I3) 

so the system is now closed. 

Numerical methods 

In the WAF method applied to the shallow-water wave equations the 
equations are solved in so-called flux-conservative form (eg (1) and (2)). Both 
the original shallow water wave equations and the surf beat model equations can 
be written in the same flux-conservative vector formulation 
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U,   +   Fx   =   S (14) 

where U represents the conserved quantities, and F represents the flux of these 
quantities. The term S is the so-called source term, and it is this term that differs 
depending on whether the equations are just depth averaged or both depth and 
time averaged. This vector equation is solved in finite-difference form, using 
fluxes at intermediate locations: 

tr1    =   U"   +   —( F        -   F      )    +   S  At (15) 

where t = nAt is the initial time, and t = (n+l)At is the time at which we want 
to find a solution. The flux, which is found by solution of the local Riemann 
problem at each cell, is then averaged over the cell width at the half time level, 
and a total-variation-diminishing adjustment is made by means of upwinding, 
in order to reduce spurious oscillations. The slope term can cause problems with 
accuracy, but these are circumvented by making an appropriate transformation, 
thus allowing it to be incorporated into the local Riemann problem solution (see 
Watson et al. (1992) for details). The boundary condition at the seaward end 
allows waves to propagate out of the solution domain without reflection, and the 
shoreline is defined as the position at which the depth decreases below a 
specified amount. 

For the surf beat problem, we can decompose the source term into the slope 
term and an additional term 

5" = - — 
dx 

Sxx 
dx 

Qw 2    "\ 
(16) 

The problem caused by this additional term can be solved by applying the time- 
operator splitting (TOS) method. Firstly we solve the following equations to get 
a intermediate solution d* and V*: 

4- d* +   *L( V'd') =o (17) 
at ox 

]L ( V d' ) + JL [ V'2 d* + Vi gd'2 }=gd' hx (18) 
at ax 

These equations have the same form as (1) and (2), so they can be solved using 
the same method for solving those equations, including the treatment of seaward 
and shoreline boundary conditions. Secondly we solve the equations: 

d,   =   0 (19) 

V,   =   S' (20) 
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starting with the intermediate solutions. This is the solution to equations (9) and 
(10) given by the TOS method. The accuracy of this solution is first order 
(Watson et al 1992), which is lower than that of equations (1) and (2). This 
decrease of accuracy due to TOS method was remedied by using a 
transformation similar to that of Watson et al (1992), but differing by the 
quantity S*. Thus, at each time step and for the difference calculation at each 
grid point we transform the problem into a reference frame that is accelerating 
at the rate 

a'   =   -ghx   +   S' (21) 

In this frame the new variables are 

\   =   x   -   -t (22) 

x   =   t (23) 

W   =   V   -   a't (24) 

D   =   d (25) 

Substitution of (22)-(25) into (9) and (10) gives 

D%   +   (WD\    =   0 (26) 

W^   +   WWk   +   gD%   =   0 (27) 

Once the solution of the (26) and (27) has been found (using the same method 
as for (1) and (2)), the solution of (9) and (10) can be effected by using 
relations (22)-(25). The solutions so obtained, 

d{x,t)   =   D(x - —At2 , t ) (28) 

V(x,t)    =   W( x - —At2, t)    +   a'At (29) 
2 

provide the basis for the modification of the TOS method by inclusion of the 
second order terms. Thus, noting that 
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Figure 1. Mean surface elevation from model and experiments (Stive, 1983). 
Crosses from experiments, (a) Test 1 (b) Test 2. 
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Figure 2. Amplitude of bound waves vs primary wave amplitude. Diamonds 
from experiments (Kostense, 1984). Crosses from model. 
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d"(x,t)   =   D{ x + -ghAt2, t) (30) 
2    * 

V*(x,0    =   W( x + igrt A?2, 0    -   gn Af2 (31) 
2 

the final solutions of the surf beat model are 

d (x, (n+1) A?) = d'(x, (n+1) A/) -    ^' (i/2 5" Af2) (32) 

V (x, (n+1) AO = V (x, (n+1) Af) - ^Xl (Vi S'At2) + 5*Af (33) 
dx 

During the numerical calculation discussed above, the short wave energy 
equation (11) should be solved simultaneously to give the value of energy E for 
the calculation of radiation stress S^ and short wave mean flux Qw. A one-step 
second-order Lax-Wendroff difference scheme was used to solve the equation. 

Results 

The surf beat model has so far been validated only by comparison with 
monochromatic (Stive, 1983) and bichromatic wave tests (Kostense, 1984). Both 
of these tests were performed on plane beaches. 

Two tests were examined in Stive's data, corresponding to spilling and plunging 
breaker types: Test 1 (spilling; wave height = 0.145m, period = 1.79s), and Test 
2 (plunging; wave height = 0.145m, period = 3.00s). The flume consisted of a 
flat bed section of depth 0.70m (continuing for a length of 10m) and then a non- 
erodible constant slope of 1:40. In Figure 1(a) and 1(b) the mean free surface 
elevation in the two cases is compared with the model result. It can be seen in 
Fig. 1(a) that in the first case modelling is generally good everywhere other than 
at the shoreline, where the mean shoreline is clearly overpredicted (this is 
equally true of Test 2). To obtain accurate modelling of the region of the 
breaker point 
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Figure 3. Amplitude of free waves vs primary wave amplitude. Diamonds = 
experiments (Kostense, 1984). Asterisks = model (fw=0.01). Crosses = model 
(fw=0.05). 

Figure 4.  Amplitude of bound waves vs group frequency.  Diamonds 
experiment (Kostense, 1984). Crosses = model. 
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in Test 1, a value of y = 0.88 was used. The same value gave the best fit for 
Test 2, but in this case modelling clearly is not as good. It is not clear why 
modelling in this region should be inferior for Test 2. The model of Thornton 
& Guza (1983) of wave height decay, on which the model of Roelvink is based, 
works well for plunging as well as spilling breakers. 

In the tests of Kostense (1984), the primary waves were made up of two 
frequencies generated in a water depth of 0.50m which broke on a plane 
cemented beach of a 1:20 slope after travelling over a horizontal stretch. 
Figures 2 and 3 are, respectively, the variation of the bound wave amplitude and 
the reflected free wave (out-going) amplitude vs the primary wave amplitude 
C,s with Lj^i = 0.2. and Aa> = 0.772, which corresponds to series C in 
Kostense's experiments. Figures. 4 and 5 are, respectively, the variation of the 
bound wave amplitude and the reflected free wave (out-going) amplitude vs the 
wave group frequency Aco with tj^ = 0.2 (^ = 0.055m and C,2 = 0.011m), 
which corresponds to series A in Kostense's experiments (y = 0.88). The 
procedure of the calculation to simulate the experiments is as follows. For a 
given set of primary waves, the model is run until transients are no longer 
present in the solution domain. The surface elevation time series are then split 
into three components, viz. the incoming bound wave, the reflected free wave 
and an incoming free wave. The incoming free wave is negligible since it is not 
generated and the seaward boundary condition allows the reflected free wave 
to propagate out of the model area. The amplitudes of the incoming bound wave 
and the reflected free wave are determined by harmonic analysis as done in 
Kostense's experiments. Although more points are required for a more 
conclusive comparison to be made, Fig. 2 seems to show the bound wave 
amplitude increasing approximately quadratically, as expected. In fact, apart 
from one point the position of which seems slightly anomalous, results are very 
similar to those of Roelvink, as we would expect. The comparison with 
experiment is quite good. In Fig. 3 we perform a similar kind of comparison to 
that of Roelvink, by using two different values of bottom friction coefficient, 
fw = 0.05 and 0.01. A similar trend is found with regard to the dependence of 
the amplitude of the outgoing free wave on the average amplitude of the 
primary waves. The comparison is not as good as for the incoming bound wave. 
This is not surprising since the reflected free wave will only emerge after the 
processes of short wave breaking and run-up have taken place and we only use 
linear theory to describe highly nonlinear processes in these regions. 
Nevertheless, the agreement is good in parts. The agreement in Fig. 4 is 
reasonably good (dependence of the bound wave on the group frequency), 
although it appears to deteriorate for lower values of the wave group frequency. 
The agreement in Fig. 5 is less than satisfactory at present. The experimental 
results clearly show a peak in the response at around 0.6 rad/s. More analysis 
needs to be done here if the interference patterns of Roelvink (1993) are to be 
reproduced. 
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= experiments 

Conclusions 

A nonlinear surf beat model based on the same approach as that of Roelvink 
(1993) has been presented. It uses a novel (for this application) numerical 
scheme for its solution, which is highly efficient, especially for the case when 
long waves break. The comparisons done so far indicate that it performs 
reasonably well, but further validation is required, especially for random waves. 
The advantage of a nonlinear model over a linear surf beat model is that we do 
not have to identify beforehand the mechanism by which the free waves are 
generated, as is the case for linear models (eg, Symonds et al, 1982). Certain 
parameters are still present in the model however (unavoidably so), some of 
which must be calibrated for different types of applications. 
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CHAPTER 142 

PTV Measurements of Oscillatory Flow over a Rippled Bed. 

Earnshaw, H.C.,1 Bruce, T.,2 Greated, C.A. l k Easson, W.J. 2 

This paper presents results of a study of the kinematics of planar oscillatory 

flow over a rippled sea bed. The flows are mapped using Particle Image Velocime- 

try (PIV), a flow measurement technique yielding accurate, full field maps of an 

instantaneous velocity field. The practical implementation of the PIV method for 

this study is described, and flow maps presented for amplitude of oscillation to 

ripple length ratios of 0.8, 1.2 and 1.8. The generation of vortices at the ripples 

and their subsequent trajectories is described. Finally, the vortex strengths for 

the three flow regimes are investigated. 

Introduction 
This paper presents detailed experimental velocity measurements of oscilla- 

tory flow over a rippled bed. The main motivations for the work are to validate 

numerical models (eg Block, 1993, Perrier, 1993) and eventually to help in the 
development of models for the prediction of sediment transport. Full field in- 

stantaneous velocity data is obtained using Particle Image Velocimetry (PIV). 

Existing studies using point measurement techniques (eg Sato et al, 1984 and 

Ranasoma and Sleath, 1992) have shown flow over a rippled bed to be very com- 

plex and turbulent but with coherent structures, primarily in the vortex shedding 

process (see fig. 1). By the very nature of these methods the details of this com- 

plex and constantly changing flow are lost. The numerical modelling of sediment 

transport over a rippled sandy bed requires accurate knowledge of the flow kine- 
matics above the bed. Through the application of the PIV technique we hope to 
provide this information. 

Experiments 
The tests were carried out in a towing tank six metres long, a metre wide with 

a water depth of half a metre. Because of the way the PIV systems are set up 

'Fluid Dynamics Unit, Department of Physics & Astronomy, The University of Edinburgh, 
Edinburgh, EH9 3JZ, Scotland 

2Department of Mechanical Engineering, The University of Edinburgh, Edinburgh, EH9 
3.11,, Scotland 

1975 
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Beginning of the half-cycle. 

Middle of the half-cycle. 

Figure 1: The vortices from the previous half-cycle are swept up and over the 
crests of the ripples as the flow accelerates from right to left and the new lee 
vortices form in the troughs. 

in Edinburgh it is easier to have the light sheet coming in from, underneath the 
tank and to suspend the ripples above, as shown in fig. 2. Rather than using an 
oscillatory flow over stationary ripples the ripple bed was oscillated in still water. 
There are several advantages to doing the experiment this way round: it allows 
a wider variation of amplitude of oscillation and ensures there is no externally 
imposed shear or turbulence as well as making the experiment physically easier. 
The ripples were attached upside down to a computer controlled trolley which 
could then oscillate them in initially still water. Three amplitudes of oscillation, 
a, corresponding to a/L = 0.8, 1.2 and 1.8 (where L is the ripple length) were 
used giving maximum velocities of 131, 196 and 294 mm/s respectively. The time 
period, T, for all tests was 8.46s and pictures were taken of one of the central 
ripples at nine phases, ct>t, of oscillation from 0° to 180°. Parameters were cho- 
sen within the EU MAST G8-M program to facilitate comparisons between the 
modellers and experimentalists in the group. 

The ripples were solid and pre-formed from styrofoam. Again the EU MAST 
G8-M program decided on a 'standard' ripple shape and size. This is a sharp 
crested ripple (not as realistic as a rounded crest but generally easier for numer- 
ical work) 22 cm long from crest to crest and 35 mm high from crest to trough. 
The ripple shape was approximated to an arc of radius 19cm. 
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Figure 2: Ripple bed attached to the trolley above the wave tank with a scanning 
beam system under it 

Particle Image Velocimetry 
Particle Image Velocimetry (PIV) is well documented; for a general overview 

see Adrian, 1991, and for applications in the field of coastal engineering see 
Created et al, 1992 and Quinn et al, 1993. The advantages of PIV are that 
it is a non-intrusive technique and therefore does not in any way interfere with 
the flow and that it provides simultaneous full field data. Briefly, the flow is 
seeded with small, neutrally buoyant particles which scatter light and follow the 
flow accurately. A light-sheet is generated to illuminate the flow stroboscopically 
using a. scanning beam system as shown in figure 2 (see also Gray et al, 1991). 
Typical scan rates are of the order of a millisecond. The area of interest is then 
photographed with a long enough camera exposure time to ensure that multiple 
images of each of the seeding particles are captured on the same negative. By 
looking at the separation of successive images of each particle a full picture of the 
magnitude and direction of velocity at each point in the flow can be built up. 

In oscillating flows two difficulties are encountered when applying PIV. Direc- 
tional ambiguity occurs because there is no way of telling which of the multiple 
images came first and zero and near-zero velocities cannot be measured as the 
images are too close together to be discriminated by the analysis system. To 
overcome these two problems a known shift velocity was superimposed onto the 
flow field such that the multiple images always occured on the same side of the 
original particle thus resolving both the above problems. This technique is analo- 
gous to frequency shifting in LDA. The simplest way of including a shift velocity 
is to move the camera during the exposure, achieved here by mounting the cam- 
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era on a computer controlled turntable; the shutter is triggered when the camera- 
is perpendicular to the tank (Bruce &> Easson, 1992). The shift velocity is later 
subtracted from the analysed negative to reveal the true flow field. 
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Figure 4: Vorticity plot for a/L=0.8, T=8.46s and u>t=30°. 

Results and Discussion 
The sequences of pictures were obtained for each of the three amplitudes and 

show the evolution of the flow over half-cycles, where one half-cycle runs from 0" 
when (lie bed is stationary through 90° at maximum velocity to  180" when the 
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bed is momentarily stationary again. Detailed information about the generation 
of vortices, their trajectories and their decay can be obtained from the data. 
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Figure 5: Velocity map for a/L=0.8, T=8.46s and u;t=120°. 
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Figure 6: Vorticity plot for a/L=0.8, T=8.46s and wt=120°. 

Figure 3 shows a typical measured velocity field and figure 4 its derived vor- 
ticity contour plot. These are for the slowest oscillation, a/L=0.8, at phase 30° 
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that is, just after the bed begins to move. The bed is accelerating from left to 
right, so the flow appears as right to left. The black areas on the vorticity plot 
correspond to areas of high negative vorticity, the colour lightens to a neutral 
grey background and then to areas of increasingly positive vorticity. A vortex, 
ejected from the crest of this ripple in the previous half-cycle, is now travelling up 
and away from the bed, above and to the right of the crest, whilst a new vortex 
is just being formed immediately to the left of the crest. 

Later in the half-cycle (figure 5 and figure 6) the lee vortex has grown consid- 
erably whilst the positive vortex has dissipated a lot of its energy and has been 
swept across by the main flow. 

These flow fields have been compared (Perrier, 1993) with the results of nu- 
merical models, in particular the Discrete Vortex Model developed by Danish 
Hydraulic Institute (DHI), Technical University of Denmark (ISVA) and Lab- 
oratoire National d'Hydraulic, France (LNH). Qualitative agreement was noted 
in the formation, shedding and trajectories of the vortices. Quantitative com- 
parisons of the spatial flow fields are now possible for the first time. One way of 
approaching this would be to look more closely at the vortices and try to measure 
their positions and strengths as functions of time. 
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Figure 7: Plot showing vortex strength varying with phase for each of the three 
amplitudes of oscillation. 

As a preliminary study the developing lee vortex has been looked at more 
closely. Calculations of vortex strength were made by imposing a boundary, de- 
fined by a lower vorticity level, on the vortex and summing the vorticity over all 
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the discrete points within the boundary. Figure 7 shows the variation of vortex 
strength through the half-cycles for each of the three amplitudes of oscillation. 
The data, is rather scattered and the method needs a lot more thought but as 
a first calculation it does show roughly the trends expected. The negative vor- 
ticity increases towards 90°, corresponding to the flow's maximum velocity, and 
decreases again as the (low slows clown at the end of the half-cycle. The faster, 
stronger flows generate more vorticity. 

Concluding Remarks and Future Work 
These new measurements give a lot more detail than previous point measure- 

ments and have shown the expected vortices in the right places. Qualitatively 
they agree with previous experiments and with numerical models. 

One of the main problems with these experiments is the question of the re- 
peatability of the flow from one period to the next. Successive pictures are not 
taken in the same oscillation due to the camera's finite wind-on time. One se- 
quence of pictures is taken over several oscillations. One of the next things to 
be done is to check how repeatable the flow is from cycle to cycle, ft has been 
suggested that the spikes in the vortex strength curves may be due to the effect 
of the positive vortices moving across the field and therefore affecting the calcu- 
lations of negative vortex strength. Again this possibility needs to be tested. The 
next step is to develop a method of quantifying the information in the pictures 
so the results will be of help in predicting the sediment transport over ripples. 
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CHAPTER 143 

SHEAR INSTABILITY OF LONGSHORE CURRENTS: 
EFFECTS OF DISSIPATION AND NON-LINEARITY 

Albert Falques, Vicente Iranzo and Miquel Caballeria l 

Abstract 

The effect of bottom friction and turbulent lateral mixing on shear instability 
of the longshore current is investigated. Transition conditions for this instability 
as a function of non-dimensional parameters related to the basic current, 
topography, bottom friction and lateral mixing are found. A direct nonlinear 
numerical simulation of shear instability is presented. The basic flow is found 
to be supercritical and the amplitude of shear waves can reach at least 20% 
of the basic flow. A small increase in the period due to non-linearity is also 
found. Preliminary results suggest that far from criticality there is an important 
contribution of the instability to the mean flow. Some applications to field and 
laboratory experiments are discussed. 

1. Introduction 

In the presence of a significant wave-driven longshore current, low frequency 
oscillations in the current that are not due to gravity waves may appear. 
These oscillations, called far infragravity waves (FIG waves) because their 
frequency is lower than the infragravity edge waves of the same wavenumber, 
were first observed by Oltman-Shay et al. (1989) as strong fluctuations in the 
time series of longshore and cross-shore velocity components. They appear 
as a meandering in the current that propagates downflow. According to the 
spectral analysis performed by Oltman-Shay and co-workers, they are almost 
non-dispersive with a phase speed proportional to the peak mean longshore 
current, c ~ 0.5 — 0.7 Vmax. Their period and wavelength in natural beaches are 
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Figure 1: Time series of cross-shore (left) and longshore (right) components of 
the current at two alongshore locations. LIP experiment M19, from Reniers et 
al. 1994. 

of the order of 10 sec. and 102 m. respectively. More recently, experiments 
have been conducted in a wave basin (Delft Hydraulics facilities, LIP project 
M19) in order to observe FIG waves in a laboratory beach. Preliminary analysis 
of data in the case of a barred beach profile (Reniers et al., 1994) indicates the 
presence of FIG waves of a period and a wavelength of about 25 sec. and 8 
m. respectively. Time series of alongshore and cross-shore components of the 
current for two different current-meters in two different alongshore positions 
are shown in Fig.l. The incoming waves of a period of 1 sec. and strong 
low frequency oscillations with a period of about 25 sec. may be seen. The 
amplitude of these oscillations in comparison with the peak longshore current 
is of the order of 20% for the cross-shore component and 35% for the longshore 
component. These amplitudes are of the same order of magnitude as those 
observed by Oltman-Shay et al. (1989) at Duck (USA). 
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Bowen and Holman (1989) proposed a theoretical explanation for the FIG 
waves based on an instability mechanism of the mean longshore current. 
According to their theory, the longshore current may be unstable because 
of the shear and this instability may generate growing disturbances that 
progress downflow or shear waves. Their theory was developed using a 
very simplified analytical model that succeded in giving the main features 
of the instability and matched the experimental results of Oltman-Shay et 
al. reasonably well. Nevertheless, their model has a number of limitations 
such as unrealistic geometry, inviscid flow, rigid lid and linearized governing 
equations and several improvements are therefore necessary in order to analyze 
the instability mechanism in more realistic conditions. This has been done by 
Dodd et al. (1992), Putrevu and Svendsen (1992), Deguchi et al. (1992), Dodd 
(1994), Dodd and Thornton (1992) and Falques and Iranzo (1994). 

The first aim of the present contribution is to find general transition 
conditions for shear instability as a function of some non-dimensional 
parameters involving the longshore current, the topography of the beach, the 
bottom friction and the lateral mixing. The second aim is to show how the 
linear stability analysis can be applied to any particular beach, handling actual 
cross-shore profiles of longshore current, bathymetry, bottom friction and eddy 
viscosity. Furthermore, the linear analysis can explain the initial growth and 
propagation of small amplitude shear waves but cannot describe properly the 
finite amplitude shear waves actually observed in Nature. In particular, the 
linear theory cannot predict the amplitude of such shear waves. This requires 
a nonlinear stability analysis which is our third goal. 

The importance of shear instability lies in several factors. The theoretical 
models for the longshore current are usually based on an equilibrium between 
the driving forces from the incoming wave field and dissipative forces from 
bottom friction and lateral mixing. But the possibility of instability in such an 
equilibrium solution indicates that the matter is not so simple and that in some 
cases the longshore current may have a dynamic behaviour quite far from this 
equilibrium. Moreover, as several authors have pointed out (see Putrevu and 
Svendsen, 1992) shear instability can be a mixing factor in the surf zone which 
is quite stronger than the mixing due to wave induced turbulence. 

2. Linear Analysis 

We   consider   the   shallow   water   equations   for   momentum   and   mass 
conservation with a lateral momentum diffusion given by v(x): 

-^- + vjvi<j+grlii = -j\*\vi + -Sijj + -[v({vij + vji-)]ij        t = l,2 (1) 
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z= -h(x) 

Figure 2: Coordinate system and geometry. 

| + [C^ = o (2) 

Here, x = x\ and y = X2 are the cross-shore and long-shore coordinates (see 
Fig.2) and repeated indexes are assumed to be summed. The derivative with 
respect to Xi has been indicated by the subindex ,i. The total depth is £ = f] + h, 
where h(x) stands for the still water depth and rj(x,y,t) for the free surface 
elevation. We assume a quadratic bottom friction with a Cd(x) coefficient and 
Sij are the radiation stresses. 

We consider a basic undisturbed state which is a steady solution of equations 
(l)-(2) given by vi = 0, V2 = V(x),r] = fj(x), where V(x) is the longshore current 
and 77(2;) the wave set up/down. Then we superpose on the basic flow a small 
perturbation of the form 

eik^-ct\u(x),v{x),r1(x)) 

and upon linearization of the shallow water equations, (l)-(2), we obtain the 
eigenproblem: 

ik(V - c)u + cdVu + gj]x = 

2vxux + z^Usx — k u + ikvx + 2—ux + ik-j-rf) 
H 

Vxu + ik(V — c)v + 2c<iVv + ikgrj •• 

(3a) 

vx(yx + iku) + v(vx 2k2v + ikux J^V + -J-Vx + -yivx + iku))     (3&) 

((u)x + ik(v + ik(V - c)r? = 0 (3c) 

where the subindex x indicates differentiation with respect to x. The eigenvalue, 
c = tj)/k = (u>r +iu>i)/k, is the phase speed, which may be complex. The period 
and the wavelength are given by T = 27r/wr and A = 2ir/k. The total depth is 
given by £ = h(x) + fj(x). In these linearized equations any perturbation in the 
radiation stresses has been neglected. 
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Given any set of current, bathymetry, bottom friction and viscosity profiles, 
and for any wavenumber, k, Equations (3) can be solved numerically by using 
spectral expansions. The details of the numerical procedure can be seen in 
Falques and Iranzo (1992, 1994) or Iranzo and Falques (1992). In that way the 
k — u>r and the k — w; curves, that is, the dispersion and the instability curves 
can be computed. The basic flow is unstable if there is some wavenumber 
with positive growthrate, w; > 0, and stable otherwise. The fastest growing 
wavelength in the linear theory, PGM, can be determined as the maximum 
in the k — u>i curve. Although shear waves observed in experiments have a 
finite amplitude and therefore need a nonlinear analysis, this wavelength, and 
its corresponding period that can be obtained from the dispersion line, are 
expected to give some estimate of the observed wavelength and period. This 
kind of analysis is presented here in two different ways: i) using analitical 
profiles to find general properties of shear instability, ii) using measured profiles 
for some particular beach. 

The motivation for the first aim is as follows. For many Fluid Mechanics 
stability problems such as Rayleigh-Benard convection and Couette flow, there 
are non-dimensional parameters say Reynolds number, Rayleigh number, etc. 
governing the transition between stability and instability and the sequence 
of bifurcations arising from the basic flow (Drazin and Reid, 1981). So far, 
transition conditions as a function of non-dimensional parameters have been 
lacking for shear instability of the longshore current. The latter stability 
problem has two dissipative sources, namely, bottom friction and eddy viscosity, 
which stabilize the flow. Our aim is to find two non-dimensional parameters 
related to bottom friction, viscosity, the current and the topography that govern 
stability. In such a way, transition lines in the plane of both parameters will 
be obtained and these lines will allow for a rough prediction of stability or 
instability for a wide class of beaches. For this purpose we will consider a basic 
current profile given by 

V(x) = ax exp(-(bx)3) (4) 

This profile was suggested by Bowen and Holman (1989) and used by Falques 
and Iranzo (1994). It can be an equilibrium solution of Equations 1-2 for a 
suitable radiation stress distribution. The parameters a,b are related to the 
maximum backshear and to the width of the current trough IQ = 0.69/6 and 
fs — 0.79a where IQ is the offshore distance of the peak of the current and f3 

is the maximum backshear, that is, the maximum shear at the sea-face of the 
current profile. Many realistic current profiles can be roughly fitted by (4) for 
suitable values of a and b. Concerning topography, we will consider the most 
simple situation, that is, plane sloping beach. Also, we will neglect the wave set- 
up/down which, regarding stability analysis, gives just a small correction on the 
total depth, ((x). These simplifications allow us to handle only one parameter 
related to the bathymetry which is the beach slope, (3. So, we assume 
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Figure 3: Dispersion (left) and instability (right) curves for F = 0.3, c<j = 
0,Xi/lo = 1.6, aZo = 3.5 and for several maximum eddy viscosities. 

((x) = h(x) = ftx. Concerning lateral mixing, we consider (see Deguchi et al., 
1992) 

v{x) = um{h(x)/h{xb))
3/2    if    x<xb (5a) 

u(x) = i/me-°('-")    if    x>xb (56) 

Finally, a uniform bottom friction coefficient, cj, has been assumed. Equations 
(3) have been scaled using the cross-shore lengthscale of the current and 
its maximum backshear in such a way that we have taken 6_1 = 1.45Zo as 
lengthscale and a-1 = 0.79/71 as timescale. After this scaling the non- 
dimensional parameters in the equations are the maximum Froude number of 
the basic flow, F = {V(x)/^gh(x))max = 0.63a/\//3gb, the frictional parameter, 
Cd/f3, and the non-dimensional maximum eddy viscosity, e = vmJ'fslg, which 
plays the role of a reciprocal Reynolds number, Re~l. Concerning lateral 
mixing, two more parameters appear: the position of the maximum viscosity in 
comparison with the maximum in the current, xb/lo, and the non-dimensional 
offshore gradient, alo. 

Typical instability and dispersion lines are shown in Figure 3 for increasing 
viscosity from e = 0 up to e = 0.026, with no bottom friction and for F = 0.3. 
The wavenumber k, and the complex frequency w have been scaled to b and 
a. In accordance with previous work, the dispersion relations are quite linear. 
The general trends we have found are that increasing bottom friction and/or 
eddy viscosity results in a decrease in growthrates, u>i, and in a small decrease 
in frequencies. An increase in Froude number decreases instability too. This 
may be because for high Froude number shear instability feeds surface gravity 
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modes so that instability is weakened. These general characteristics may have 
some exception regarding viscosity. When the eddy viscosity distribution has its 
maximum around the maximum in the current profile and has a strong offshore 
decay (large a ) an increase in eddy viscosity can result in a larger growthrate. If 
e goes on increasing, this trend is reversed and stability is finally reached. This 
behaviour can be understood by considering that viscosity has two opposite 
effects: it dampes instability but also has a diffusive effect which propagates 
perturbations and therefore favours instability. Then, when um increases from 
a very small value the viscosity in the sea face of the current profile still remains 
negligible at the beginning, whereas it reaches significant values at the shore 
face of the profile. Since the source of the instability is mainly located in the 
sea face (in the region where the backshear is maximum) the damping effect is 
therefore negligible. On the other hand, the diffusive effects at the shore face can 
be important. If vm continues to increase, the values of v(x) near the maximum 
backshear become large enough so that the damping effect become dominant. 
This is in contrast with the effects from bottom friction. Dodd (1994) found 
that there may be destabilizing effects due to bottom friction (curvature terms) 
but that the overall effect was a stabilizing one. In fine with his results, we also 
find that the overall influence of bottom friction on shear instability is always 
a stabilizing one. 

In any case, for each set of values of -F, Xb/lo,alo and for each c^//? we find a 
critical value of e such that instability requieres lower values. We thus obtain a 
stability diagram in the e — c^/0 plane with transition fines that bound stability 
and instability regions. These fines are shown in Fig.4 for F = 0.14, F = 0.3 and 
F = 0.89. We have set x^/lo = 1.6 and alo = 3.5. Very small sensitivity has been 
observed to the latter two parameters, except for the case xi,/lo — 1 and large 
alo described above, which is not very realistic because x\, is usually expected 
to be offshore of the maximum in the current. As can be seen in Fig.4, for small 
Froude number instability is almost insensitive to Froude number. However, for 
high values some sensitivity appears and the stability region is widened. 

Some experimental data sets have also been plotted in Fig. 4. This is not 
an easy job as only crude estimates of c<j, v are available, the actual current 
profiles are usually rather far from (4) even for suitable a,b and we have to 
rely on a mean beach slope, /?. Though these limitations result in large error 
bar we think that the diagram can be useful in giving a rough prediction of 
stability or instability. Four data sets have been represented: Duck (USA), 
Leadbetter (USA), wave-basin experiment (LIP project M19, The Netherlands) 
and Trabucador (Ebro Delta, Spain). The experimental information was taken 
from Dodd et al. (1992), Reniers et al. (1994) and Redondo et al. (1994). 
The lateral mixing was estimated according to Deguchi et al. (1992). The 
most stable situation corresponds to Leadbetter beach and indeed no evidence 
of shear waves was found at this site. On the other hand, the diagram predicts 
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instability for Duck data set in agreement with observations (the maximum 
Froude number did not exceed 0.3). The Trabucador data set also leads 
to instability according to the model. A complete data analysis is not yet 
available (Delta'93 campaign). However, a preliminary inspection indicates the 
presence of low frequency oscilations that might be shear waves. Regarding the 
wave basin experiment, the maximum Froude number reached F = 0.7, so the 
corresponding box in the diagram would match the transition line that would 
be somewhere in between the F = 0.3 and the F = 0.89 lines. Therefore, no 
conclusive analysis can be made by this way in this case and a detailed numerical 
simulation for the actual V(x),((x),Ci(x) and v{x) profiles is necessary. In any 
case, if we want a more accurate prediction of instability, with the period and 
wavelength of the shear waves, this computation for the actual profiles is needed. 
This kind of analysis has been made for Trabucador Beach, and for the wave 
basin experiment. Although a detailed analysis of the results of this latter 
experiment is under way, some preliminary results are already available. For 
instance, measurements from the longshore array of currentmeters for one of the 
tests with barred beach indicated the presence of shear waves with a period of 
approximately 25sec. and a phase speed of 0.33m/.s, giving rise to a wavelength 
of 8.3m. In this case, a dominant mode with a wavelength of 2irjk = 7.3m and a 
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period of 2ir/oor = 27sec. was obtained from the numerical model. Experiments 
and theory were thus found to be in a fairly good agreement. 

3. Nonlinear Stability 

Only a preliminary study of the nonlinear shear instability is currently 
available, and a much more detailed analysis is under way. For this preliminary 
study, some assumptions have been made: plane sloping topography, uniform 
bottom friction and viscosity coefficients, a basic current given by (4) and the 
rigid lid assumption, that is, the vertical fluxes are much smaller than the 
horizontal ones (Bowen and Holman, 1989). Falques and Iranzo (1994) showed 
that rigid lid hypothesis was a suitable one for low Froude number so that 
for F up to 0.6 only a correction less than 12% was necessary in growthrates. 
Therefore, rigid lid assumption is not a severe restriction for natural beaches. 
A further assumption regarding the mean flux that will be specified later on 
has been taken into account. The mass conservation equation (2) and the rigid 
lid hypothesis allow us to use a streamfunction for the perturbation, xj)(x,y,t), 
defined by: 

V1 = h-dy-   '   V2 = v{x)-hdx- (6) 

Then, by taking the curl of the momentum equations (1) we end-up with a 
single governing equation which is 

C^ = M^ + A/(i>) (7) 

where the linear operators C and Ai are given by 

m   =   -VClPy   + i,yCV +   ~-(2^„   + j,„   + 2(^   - 2^ty„) + 

+"((y).(<ty + l^vv) + yW). + A(CV)) 

and the nonlinear operator Af is given by 

MM = \iixCiy - i>y(W)* + j;i>yCi>) 

The subindices x,y mean derivative with respect to x or y and the operator 
A is the 2D horizontal Laplace operator. The operator C applied to i/> gives 
the vertical component of the vorticity. Hereafter, the scaling introduced in 
Section 2 is used. Equation (7) has to be solved in the domain x, y S (0,+oo) 
x (—oo,+oo). However, for technical reasons the cross-shore domain has been 
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cut off at some suitable offshore position, x = I. A comparison between the 
spectrum of the linear part of (7) and the spectrum of (3) solved without this 
restriction shows that the error remains very small if / is large enough compared 
to the width of the current. A suitable value has been / = 6. The boundary 
conditions at the shoreline and far offshore are: 

i/> = ij,x=0        x = 0,x = l (8) 

Periodicity conditions with respect to some basic wavelength, Ao = 2TT/KO, have 
been used as boundary conditions regarding the longshore coordinate. The 
boundary conditions at x = I just mean vanishing cross-shore and longshore 
velocity perturbations far offshore. Concerning the shoreline the matter is not 
so simple because of the singularity coming from h(0) = 0. The set of boundary 
conditions chosen at x = 0 ensures a bounded velocity field at the shoreline and 
it means vanishing mass transport. 

Equation (7) has been solved numerically using a spectral Chebyshev-Fourier 
expansion 

k=n—1   m 

i>(x,y,t)= £ j2akJ(m^ykKoy (9) 
k=—n j=0 

where Tj(x) are Chebyshev polynomials. After spatial discretization which is 
performed by Galerkin projection concerning y and by collocation concerning 
x, Equation (7) reads as a set of 2n vector ordinary differential equations (one 
for each alongshore Fourier mode) 

Ck-jr = Mkak + Nk(a-n...ao...an-i)       k = -n,...,n-l (10) 

where the (ro + l)x(ra + 1) matrices Ck,Mk and the vector functions Nk are 
the discrete versions of operators C,A4,Af for each Fourier mode, k, and where 
<** = {aokia\ki •••amk) stands for the m +1 Chebyshev coefficients of the Fourier 
mode k. The equations corresponding to each Fourier mode are coupled only 
because of their nonlinear terms, A/jfe- Time discretization proceeds by using a 
semi-implicit Euler scheme 

(Ck-6tMk)SZ+1=Cka[ + Htfk(aLn...a^1)       k = -n,...,n-l      (11) 

Given the solution a£ at time step r, Eq.ll is linear in a£+1 and can be easily 
solved. More details and references on numerical spectral methods applied to 
coastal dynamics may be seen in Falques and Iranzo, (1992, 1994) or in Iranzo 
and Falques (1992). 

Some sensitivity tests concerning the parameters of the numerical model 
were made. The model proved to be quite robust and the values of m = 40, n = 
8, St = 0.01 were found to be suitable for the preliminary study made up to 



SHEAR INSTABILITY OF LONGSHORE CURRENTS 1993 

6-, 

I 
Si 
8 

o 

o 

0.4 T 

0.4 

0.3 : 

0.3 : 

/0000 o.i 
iSOO 9900 10000 

Figure 5: Time evolution from a small initial perturbation for e = 0.053, fj, = 
11.1. Time series of cross-shore and longshore velocity components (left) and 
final steady oscillation in the longshore component (right). 

now. Owing to the linear theory outlined in Section 2 the control parameters 
for instability are the frictional parameter, fi — P/cj, and the non-dimensional 
viscosity, e = vm/fal\. Time evolution from some initial perturbations has been 
computed for several values of e,/x. For any e, a critical value fxc was found to 
exist such that below it all the perturbations tend to vanish whereas above it 
the perturbations grow. At the beginning this growth is nearly exponential but 
then a saturation is reached and a final oscillatory solution is obtained. For 
fi slightly higher than fic its period is very close to the period predicted for 
the linear theory. The critical value, /J,C, coincides with that given by the linear 
analysis. For instance, for e = 0.053 the transition occurs at fic = 10.0. One test 
slighly above critical conditions (/J, = 11.1) is shown in Fig. 5. These results 
show that shear instability of the longshore current gives rise to a supercritical 
Hopf bifurcation and are in line with the weakly nonlinear analysis carried out 
by Dodd and Thornton (1992). Far from criticality the behaviour may be quite 
complicated: an energy transfer between Fourier modes occurs, the FGM mode 
may be no longer dominant, the final steady wave may be modulated... A 
further increase in \x leads to a blow-up of the numerical model. For e = 0.053 
this occurs for /x > 20 and may be due to numerical instabilities that might be 
due in turn to a further bifurcation in the physical problem. This is currently 
being investigated. An example of the strongly nonlinear behaviour is shown 
in Figure 6 by means of a time evolution from a small initial perturbation for 
e = 0.053,fj, = 20. In this test, the basic wavenumber has been chosen to be 
KQ = 0.467, that is, one third of the FGM (linearly dominant) which is 1.4. 
This means that the FGM mode corresponds to k = 3 so that the simulation 
uses two subharmonics in addition to the superharmonics. As we can see, the 
first mode to grow significantly is k = 3. Apparently, it reaches a saturation. 
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Figure 6: Time evolution of the FGM, k = 3, its subharmonic k = 2 and its 
superharmonic k = 4 from a small initial perturbation for e = 0.053, fi = 20. 
The basic wavenumber is JRTO = 0.467. 

However, it slowly looses part of its energy by feeding the other modes, specially 
the k — 2 subharmonic and the k = 0 mode. Finally, the other modes reach 
a saturation and a final steady modulated oscillation in all modes starts. The 
time unit in all these plots is the timescale defined in Section 2 and based on 
the maximum backshear of the basic flow. For natural beaches, 10 units may be 
of the order of lmin. Therefore, our numerical time series of 10000 time units 
would represent a real time of 16 hours. This is quite enough for shear wave 
simulation. 

According to the numerical experiments performed some preliminary 
properties of finite amplitude shear waves can be summarized. For each set 
of values of /x, e the final finite amplitude shear waves has been computed from 
several initial conditions and no sensitivity to the initial conditions has been 
found except in the parameters range where the numerical model blows up. As 
expected, the flow pattern corresponding to the perturbation for near critical 
conditions is very similar to the linear eigenfunction although some asymmetry 
between crests and troughs can be noticed. However, far from criticality the 
streamlines are quite different from the linear ones, showing a strong mean flow 
component (Fig. 7). This component comes from the 0 Fourier mode and 
means a correction on the mean flow due to the instability. Because of the 
boundary conditions at the shoreline (8) the mean alongshore discharge due 
to the perturbation vanishes, i/>(l,y,t) — ij>(0,y,t) = 0. This is an unphysical 
constraint on the mean flow and has been taken because of technical reasons 
concerning the boundary conditions and the numerical procedures. Work is 
under way in order to relax this constraint by considering boundary conditions 
(8) only for k ^ 0. However, the present results already suggest that the mean 
flow component of the perturbation is not very important for near critical 
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Figure 7: Streamlines of the perturbation, (A): near critical conditions (e - 
0.053, fi = 11.1), (B): strongly nonlinear (e = 0.053,/i = 20.0). 

conditions but can have a strong influence far from criticality. The amplitude 
of shear waves can be defined, for instance, as the fluctuation in the cross-shore 
component in comparison with the mean longshore current. This ratio has been 
plotted in Figure 8 as a function of the control parameter \i for e = 0.053. This 
provides us with a bifurcation diagram for shear instability. Notice that this 
amplitude can reach 20%, that is, the same order of magnitude as the amplitudes 
measured at Duck (Oltman-Shay et al., 1989) or in the LIP experiment (Reniers 
et al., 1994). This is in contrast with the weakly nonlinear analysis of Dodd and 
Thornton (1992), where only amplitudes of about 0.07% were obtained. The 
curve stops when the numerical model breaks down. Intriguingly, this occurs 
roughly when the amplitude of shear waves reaches the maximum value observed 
in experiments, u/Vmax ~ 0.2. The relationship between the final amplitude and 
the linear growthrate is shown in Figure 9. In qualitative agreement with the 
weakly nonlinear theory a small nonlinear correction on the period of the shear 
waves has been found. The relative increase, shown in Figure 9, can reach 6%. 

4. Conclusions 

Analytical profiles for the current, eddy viscosity and bottom friction 
coefficient, and a mean beach slope have been used to investigate the general 
trends for shear instability of the longshore current. The overall influence of 
bottom friction and lateral mixing is a stabilizing effect and a small decrease 
in the frequency of shear waves. However, for some eddy viscosity profiles this 
trend is not monotone and an increase in viscosity may eventually result in 
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Figure 8: Bifurcation curve showing the amplitude of the crossshore fluctuation 
in the current with respect to the mean longshore current for e = 0.053. 
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Figure 9: Left: amplitude of the final shear wave as a function of the linear 
growthrate. Right: Relative increase in the period of the shear wave as a 
function of the amplitude.(e = 0.053). 

larger growthrates. An instability diagram as a function of two non-dimensional 
parameters related to bottom friction, lateral mixing, the current and the 
bathymetry has been presented. This diagram allows for a rough prediction 
of shear stability characteristics for any beach and has been found to compare 
fairly well with four experimental data sets. A more accurate study of shear 
instability for a given situation requires the use of the actual profiles. This has 
been done for a wave basin experiment and a good agreement between numerical 
modelling and measurements has been found. A nonlinear numerical simulation 
has also been conducted. In accordance with the weakly nonlinear theory (Dodd 
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and Thornton, 1992) shear instability has been found to give finite amplitude 
waves through a supercritical Hopf bifurcation. However, the amplitudes are 
larger than the weakly nonlinear ones and reach at least 20% of the mean 
current. A small nonlinear correction on the period has also been found. Far 
from critical conditions shear waves can exhibit a complicated behaviour, with 
a modulation and with a flow pattern rather different from that predicted by 
the linear theory. Preliminary results suggest that for the strongly nonlinear 
situation there can be an important contribution of instability to the mean 
current. 
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CHAPTER 144 

Interpretation of Shoreline Position from Aerial 
Photographs 

John S. Fisher1 

Margery F. Overton2 

Abstract 

A review of some of the potential sources of error 
associated with the use of aerial photographs to map 
shoreline change is presented. The influence of both tides 
and waves in the estimation of the position of the wet sand 
line on the subaerial beach is included. The use of the 
relatively new digital photogrammetry as applied to 
shoreline mapping is discussed and suggested as having the 
potential for being a superior method for this application. 

Introduction 

Aerial photographs have been used extensively to 
determine shoreline positions and erosion rates. Several 
different features on the beach and backshore have been 
used as reference lines, including the bluff or dune line, 
the seaward vegetation line, and the water line. The 
latter is usually defined as the wetted line where there is 
a marked contrast between the wet and dry sand. This 
latter feature is sometimes referred to as the "wet sand 
line", or the "high water line". Various investigators 
have described formalized methods for using this line to 
monitor shoreline change, including Stafford (1971), Dolan 
et al.(1978), and Leatherman (1983). Each of these methods 
share basically similar techniques which include the 
identification of the wet sand line, the digitizing of the 
line, and the measurement of change, either relative to an 
earlier shoreline position, or relative to a reference line 
offshore. 

'•Professor, Department of Civil Engineering, North Carolina 
State University, Box 7908-NCSU, Raleigh, NC  27695-7908 
2Associate Professor, Department of Civil Engineering, NCSU 

1998 
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Once the shoreline position has been determined, the 
rate of erosion (or accretion) can be computed by 
determining the change between two or more shorelines over 
a known period of time. 

It is well recognized that the use of aerial 
photographs in combination with the wet sand line has 
inherent inaccuracies. When dealing with erosion rate 
these errors can be reduced by simply using a relatively 
long period between dates of photography. As an example, 
consider the case where the error in identification of 
shoreline position for each date is +/- 50 ft. If the time 
between photo sets is 10 years, then the maximum potential 
error is 10 ft/yr (100 ft divided by 10 years). However, 
if the time between these photos is 50 years, this error is 
reduced to 2 ft/yr. Thus, where possible, one should 
attempt to maximize the time between photo dates. In North 
Carolina, where only two dates are used to determine 
shoreline erosion rates, a minimum of forty years between 
dates is usually employed. 

The above discussion also makes it clear why one must 
be extremely careful to minimize errors when using aerial 
photographs and the wet sand line to compute short term 
erosion rates (i.e., less than 10 years). 

In partial recognition of the potential errors 
associated with this technique to measure shoreline change 
rates, some investigators use multiple dates of photography 
and either a linear regression, or some other statistical 
technique to model the rate of change. The advantage of 
using a series of dates is that the errors associated with 
any one date is reduced. A discussion of the pros and cons 
of these different statistical tools for computing 
shoreline change rates is beyond the scope of this paper. 
For the analysis which follows we will assume that this 
rate is computed by simply looking at the difference beyond 
two dates. This is sometimes referred to as the "end point 
method". 

Sources of Error 

The process of measuring shoreline change from aerial 
photographs has several potential sources of error: 

1. distortions in the photographs, 
2. the georeferencing of "permanent features", 
3. human error in measuring and digitizing, 
4. corrections for tides, and 
5. corrections for wave setup and runup. 
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Crowell, et al. (1991) present a thorough review of 
mapping accuracy as applied to shoreline change. Of 
particular interest in this review is the discussion of the 
errors associated with the aerial photos (including 
distortion and corrections for camera angle) and the 
procedures used to tie the photos to the ground. 

In order to fix the aerial photograph in space it is 
necessary to georeference it to known features. The degree 
to which this is done with accuracy will of course have a 
significant impact on the overall accuracy of the analysis. 
For example, if USGS topographic maps are used to 
georeference the photos, one is limited to the accuracy of 
these maps; approximately +/- 40 ft. This error can be 
reduced if ground referenced points are surveyed at the 
site using traditional means, or GPS. One can reasonably 
reduce this error to +/- 1-2 ft (or less) with careful 
survey techniques. 

The actual procedure by which the photos are digitized 
will also effect the probable error. For many 
investigations of shoreline change the photos are enlarged 
and the shoreline digitized directly. While this technique 
is relatively fast and inexpensive, it does not take 
advantage of the higher accuracy available from using 
photogrammetric techniques and analytical stereoplotters. 
While the former is more time consuming, it nonetheless 
will yield far better measurements of shoreline position as 
determined from the wet sand line. We estimate that a 
careful operator on an analytical stereoplotter can 
consistently determine shoreline position to within +/- 5 
ft with surveyed ground control for the georeferencing. 
This is in contrast to an estimated error of +/- 50 ft 
using the more conventional techniques of digitizing 
directly from the photographs and USGS topographic maps for 
control. These error estimates represent a combination of 
the error involved in both georeferencing, identifying the 
wet dry line, and human error in digitizing this line. 

Thus, for the determination of the rate of shoreline 
change for a period of 50 years between photographs, the 
larger of these two potential errors ( + /- 50 ft) could 
produce an error in rate of up to 2 ft/yr. Alternatively, 
the lessor error would be 0.2 ft/yr. Depending upon the 
particular application, this may justify the additional 
effort required by the use of the analytical stereoplotter 
for the measurements. 

In addition to the errors associated with the 
photographs, (georeferencing, and digitizing) , one must 
also consider the dynamics of the wet sand line itself. 
Both the tide and the waves will influence this line. 
Consider first the influence of the tide.  Most shoreline 



SHORELINE FROM AERIAL PHOTOGRAPHS 2001 

mapping applications that the authors are aware of have not 
attempted to make corrections for tide. Generally the time 
of the photographs is dictated by the logistics of the 
aircraft and the lighting requirements. At best, some 
mapping programs attempt to collect the photographs on 
consistent points on the tide curve, e.g., spring low, 
mean, spring high, etc. For the historical photographs one 
generally accepts what is available, and in many cases the 
time of the photograph relative to the tide may not be 
known or obtainable. 

The magnitude of the error introduced by not 
correcting for tide can be easily estimated. This error 
will be a function of the tidal range, the slope of the 
beach, and the time of the aerial photograph. As an 
example, consider a beach where the tidal range is 3 ft, 
the beach slope is 1:20, and the two photographs are taken 
at high and low tide respectively. The maximum probable 
error introduced by not correcting for the tide is 60 ft. 
This error means that if there had been no real change in 
shoreline position, the analysis would nonetheless have 
yielded a 60 ft change due to the tidal difference. If the 
time between the two photographs is 50 years, then this 
translates into an error of 1.2 ft/yr. 

A similar argument can be made for the effect of wave 
runup and setup on the interpretation of shoreline change. 
In this case the wave conditions at the time of the aerial 
photograph will influence the position of the wet sand 
line. The slope of the beach, wave height, and wave period 
will all contribute to the relative shoreline position. 
For example, if one uses a simple model for wave runup, and 
a beach slope of 1:20, then a relatively small change in 
wave height and period will produce horizontal differences 
in shoreline position of approximately 80 ft. In terms of 
the previously assumed time between photographs of 50 
years, this yields a difference in rate of change of 1.6 
ft/yr. Again, as with the example for tide, the failure to 
correct for wave runup will introduce an apparent change in 
the position of the wet sand line even though there has not 
been any actual erosion or accretion of the beach. 

Summary of Potential Errors 

It is clear from the previous discussion that the 
potential errors in computing the rate of shoreline change 
from aerial photographs can be significant. Even if one is 
willing to use ground surveys to control the photographs 
and photogrammetric techniques to map the position of the 
wet sand line, there are still the problems associated with 
waves and tide. The correction for the tide would require 
some knowledge of the beach slope, and thus some minimum 
ground measurements at the time of the photographs. 
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Correction for waves would require this beach profile as 
well as an estimate of the wave conditions at the time of 
the photographs. The only alternative is to recognize that 
the potential for these errors exists, and therefore the 
interpretation of the data must include reasonable 
estimates of these errors. The actual error will of course 
depend upon the techniques employed and the specific 
conditions at the site. 

Digital Photoarammetrv 

Many of the problems described above can be eliminated 
by the use of digital photogrammetric techniques to map 
shoreline change. Digital photogrammetry is a process by 
which a three dimensional representation of the shoreline 
is mapped from a pair of stereo aerial photographs. This 
can be accomplished with an analytical stereoplotter, or 
alternatively, with the newer techniques using computer 
controlled scanners to digitize the aerial photographs. 
There are a number of commercial vendors for these digital 
systems. We are currently working with a series of products 
developed by Intergraph Corporation. 

As with the more conventional techniques, it is still 
necessary to have accurate ground control in order to have 
an accurate model of the beach. However, in place of 
mapping the wet sand line, it is possible to define the 
shoreline as a particular datum, such as the mean high 
water line, or mean lower low water, etc. Since there is a 
3-D model of the subaerial beach for each date of 
photography, there no longer is a need to correct for 
either tide or waves. In addition, since digital 
photogrammetry can achieve relatively high resolution (on 
the order of +/- 0.5 ft), the computation of the rate of 
shoreline change, even for short time periods, can be 
reasonable determined. 

We are currently working with the Intergraph system to 
determine both its utility and economics when used to 
measure shoreline change. The results of this 
investigation will be presented in future publications. 

Conclusions 

Aerial photographs will continue to be an important 
tool in the determination of shoreline change, and in the 
prediction of future shoreline positions. There are a 
number of sources of potential error in the current 
techniques. However, as long as these errors are 
understood, these techniques can continue to be employed. 
It is anticipated that the use of digital photogrammetry 
will, in time, replace today's technology, and thereby 
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provide a far superior mechanism for determining shoreline 
change from aerial photographs. 
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CHAPTER 145 

SETTLING    COLUMNS    PARAMETRIC    TESTS 
APPLIED    TO    COASTAL    SEDIMENT    CONSOLIDATION 

Stephane GALLOIS1, Alain ALEXIS1,  Pierre THOMAS1 

ABSTRACT 
This paper presents a set of devices and a study both 
experimental and original in order to determine the 
influence of various parameters on the sedimentation- 
consolidation process of soft soils.We use this system 
to investigate the behaviour of a natural estuarine mud. 
A series of tests is performed, in which each test 
differs from the reference test in the value of only one 
parameter.We give a synthesis allowing the comparison of 
the action of each parameter on the mud behaviour.This 
systematic parametric experimental study builds an 
original data base, which is obviously necessary to 
validate theoretical modelization. 

1.INTRODUCTION 

The behaviour of cohesive sediments is one of the main 
components of coastal engineering processes. These 
sediments are in an intermediate state between solid and 
liquid. Their theoretical study requires geotechnical or 
hydraulical modelization, both conceived with their own 
approach. We have proposed (ALEXIS et al., ICCE' 93) a 
unification of consolidation theories, pointing out the 
interest of the use of Gibson's law. The application of 
these theoretical models requires the knowledge of 
constitutive relationships (permeability, effective 
stress) of the muddy material. In this paper, we are 
proposing an original and experimental set of devices 
and study in order to determine the influence of 
various parameters on the sedimentation-consolidation 
process. 

2.  EXPERIMENTAL SET 

Our topic is to perform experiments characterised by  : 
- One-Dimension-Vertical experimentation by means of 

iCivil  Engineering Laboratory E.C.N.I.U.T.   St.   NAZAIRE 
BP  420,   F  44606  St-NAZAIRE CEDEX   (FRANCE) 

2004 
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instrumented settling columns. 
- No-disturbance of the evolutive material which is a 

natural mud with a natural estuarine water. 
- Continuous tracking of its evolution. 
- Simultaneous measurements on several columns under 

different conditions. 
Our bibliographic research has shown the present lack 

of convenient experimental set. 
So, we propose an original experimental set in order to 

reach these aims. 
This experimental set needs a particular environment of 

the experiments to reduce the biochemical evolution of 
mud : the set is in a blind climatized room, the 
temperature is 10 degrees Celsius. 

The experimental set (fig.l) is composed of a servo 
gammadensimetric bench and 7 columns in different 
conditions with acquisition, piloting and delayed 
processing. 

Fig.l:   Experimental  set 
(example on column 2) 

engine driving 11 computer] | 

The bench is 2.2 meters high. 
It is shiftable for simultaneous measurements on the 7 

columns. 
It also uses a driving engine for moving the 

gammadensimeter which consists of a gammasource and its 
scintillometer. 
The experiments require a localisation set by photocell 
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and 10 pressure locations for each columns. 
By means of an hydraulic network, these pressure 

locations are connected to a unique pressure sensor by 
pipes via electrotaps. 
These phases of acquisition, piloting, and delayed 

processing require a specific programmation and 
adaptation of program unit for the measurement and 
acquisition of density, pressure, position and also for 
piloting the driving engine and the electrotaps. 
This system has several specificities: 
-experimentation systematisation: simultaneous 

measurements on seven parallel columns, shifting the 
movable gammadensimeter to each column. All the columns 
are connected by plastic pipes to the pressure sensors 
through the set of electrotaps. 

-specific procedure', the adjustement of the number of 
measurements unables the compromise between accuracy and 
speed: profile duration can vary from 2 min (continuous 
profiles) to 20 min (step by step profiles) in order to 
identify the mud behaviour during the initial stage of 
the process and to obtain a good accuracy in the final 
phase as well. 

- search of reliability: the use of a unique pressure 
sensor allows the avoiding of drift errors and the 
obtaining of automatic pore pressure profiles 
throughout the whole experiment. 

3.     EXPERIMENTAL    STUDY 

3.1    Experimental    method 

The phenomenon is characterized by its complexity 
because of  : 

- superposition of spatial and time evolutions. 
- large variations of evolution with geometric 

conditions and composition of material. 
- numerous  interactions between characteristics. 
So,  we propose an experimental methodology. 
We have 2  steps of procedure  : 
- on line for measurement acquisition and also for 

concentration and pore pressure profiles performing 
- and delayed processing of profiles evolution. 
So, we tackle this parametric study by changing only 

one parameter at a time experimentally with respect to 
one reference case. Our experimental approach is quite 
similar to partial derivative approach. 

There are 16 instants of measurements in a geometrical 
progresssion of ratio 2. 

Among the numerous characteristics governing the 
cohesive soils settling, the basic parameters are 
initial  concentration   (c0),   initial height   (ho),     fines 
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proportion (less than 63 ym in size) and organic matter 
content (ignition loss). 
We are using a reference case and 4 other cases. 
The reference case is performed with natural mud 

(LL=65%, PI=18%, OM=13%), h0 = 1.50 m, c0 = 90 g/1, 
temperature 10°C, natural water. In the 4 other cases, 
the changed parameter value is respectively: h0=0.75 m 
(half height), c0 = 180 g/1 (double concentration), 100% 
fines, 0% organic matter. 
At last, we will obtain 10 000 recorded data issued 

from measurements of position, density and pressure. 

3.2 Results 

We propose a full synthesis of our measurements results 
which allows the comparison between the respective 
influences of studied parameters upon the evolution of 
profiles of concentration and pore pressure 
concentration on the one hand, and on constitutive 
relationships on the other. We have chosen to present 
concentration profiles and permeability as examples. 

a) General influence of parameters 

A great deal of information (fig. 2 and 3) are induced 
by the observation of the following three special 
aspects of concentration profiles: soil-water interface 
downing speed, behaviour during sedimentation 
("vertical" part of the profiles) and shape of the curve 
in the deposit (lower part of each profile). 
These 2 figures show the concentration profiles in 5 

cases, at 3 instants. 
The comparative analysis of these curves and of their 
slopes give a lot of informations. 

- The similarity of the first parts of reference curve 
and fines only curve implies that the influence of 
fines particles governs interface downing speed, and it 
also implies the lack of size segregation of particles 
during downing. 

- in the highest part of profiles, the concentration is 
lower than initial concentration, so there is probably a 
swelling, that is a local decreasing of concentration. 

- this hypothesis is confirmed by the importance of 
non-verticality of first part of double concentration 
profiles. 
-consolidation is slowed by the thickness of deposit 

and by the organic matter. This can be explained in 
terms of draining path length and of draining speed of 
pore pressure. 
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Fig.2: Concentration profiles at t=5 min, 3h and 192 h 
in the cases reference, fines and half height 
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Fig.3: Concentration profiles at t=5 min, 3h and 192 h 
in the cases reference, double concentration and no 

organic matter 

We propose, also, a set of measurements of excess pore 
pressure profiles (fig.4). 
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Fig.4:  Evolution of excess pore pressure 
profiles with time 

These measurements are original but quite delicate to 
carry out. 

The figure represents the evolution with time of pore 
pressure excess above hydrostatic pressure for the 
different pressure locations. 

It appears a quite regular dissipation of pore 
pressure. 

During initial phase, there is a fast evolution of pore 
pressure and during final phase, after 6 hours, ther is 
a slow evolution curves in the deposit. 

We specify that accuracy is about 20 Pascal and that 
salinity generates a complex geochemical behaviour so, 
there is an instability of curves around zero over pore 
pressure. 

b)    Application   to   constitutive   laws 

These different results can be applied for a better 
knowledge of constitutive laws. 

We can use density or pore pressure measurements to 
obtain new parameters,  at each measurement point. 

Density measurements give us void ratio e. 
By means of an integration of profile, we can obtain 

total stress a at each point. 
The profile evolution with time gives us settling 

velocityvs 

Pore   pressure   measurements   u   drive   us   to   effective 
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stress o' which is the difference between total stress 
and pore pressure. 
Pore pressure profiles u give us hydraulic gradient i. 
Then, we can determine permeability : k 
So, we obtain 3 essential parameters : effective stress 

a', permeability k  and void ratio e. 
Their linkage is the main part of constitutive laws 

study. 

First, we apply that way of research to permeability. 
In figure 5, we propose a set of dots, corresponding to 

4 cases material at 3 instants (33 min., 9h., 72h.). 
At each instant, we can draw an average curve between 

the corresponding dots, whatever their case. 
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Fig 5 Evolution of permeability 
with time and void ratio 

We observe that permeability decreases with time, for a 
constant void ratio. So, the permeability is not 
constant with time. This new and original result 
underlines the limits of validity of Darcy's law as a 
flow law through very little consolidated cohesive 
sediments. 
Otherwise, we can remark the good agreement of fines 
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permeability values with references permeability values. 
We can deduce that fine fraction probably governs the 
mixture permeability. 

The measurements in non-organic mixture, not shown 
here, are always close to the lowest curve. So, the 
permeability of non-organic mixture does not depend on 
time. 

Second, we apply that way of research to effective 
stress. 

Figure 6 represents effective stress and void ratio for 
the reference case at each instant. 

50 H 

40- 

O 
3s- 

20- 

10- 

T 
0.01 0.1 

Effective stress (kPa) 
Fig.6: Evolution of effective stress with void 

ratio and time (reference case) 

We must specify that relative accuracy decreases with 
the decrease of effective stress because of the way of 
obtention of effetive stess by differnce between total 
stress and pore pressure. 
we can observe gathering dots for 4 instants ranges. 
Results show clearly that effective stress increases 

while void ratio decreases. 
From 20 minute, and for a constant effective stress, 

void ratio decreases with time. 
It is an original result : effective stress depends not 

only on void ratio but also on time, probably by means 
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of strain rate which is linked to the varation of the 
derivative ratio with time :e . 
That creeping phenomenon could be introduced in 

sedimentation-consolidation process and we could 
research later a relation between effective stress, void 
ratio and derivative of void ratio with time. 

4.  CONCLUSION 

Cohesive sediments are complex materials. 
Their specific behaviour implies the complexity of 

their study. 
In this paper, we have proposed : 
- an original experimental set including an automatic 

gammadensimetric bench. 
- a systematic approach by changing only one parameter 

at a time. 
- numerous measurements to create a date base. 
Our results give the different evolution of 

concentration profiles for different cases of materials 
and tests conditions. They give also the evolution of 
permeability with time and so, the limits of Darcy's law 
for sedimentation-consolidation modelling. 
At last, our results give the evolution of effective 

stress with time. This evolution implies a possibility 
of creeping during sedimentation-consolidation process. 
These conclusions drive us to a significant progress in 

the knowledge of cohesive sediment and in the 
formulation of its behaviour in order to model 
sedimentation-consolidation process. 
Now, new aims could be defined for further studies as : 

the research of a new flow law (for instance velocity in 
function of void ratio and hydraulic gradient) and of a 
new approach of effective stress. 
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CHAPTER 146 

Sediment-Cloud Based Model of Suspension over Ripple Bed due to Wave Action 

Hitoshi Gotoh1, Tetsuro Tsujimoto2 and Hiroji Nakagawa3 

ABSTRACT 

Sediment cloud, which is released periodically from the crest of ripples, plays a 
very important role in suspension over a ripple bed under the wave action. By consid- 
ering the special role of the sediment cloud, suspension is divided into two 
subprocesses: (i) the transition process from bed-load motion to suspension as the 
entrainment of the sediment cloud; and (ii) the diffusion process of suspended sedi- 
ment released from the sediment cloud. The trajectory of the sediment cloud is calcu- 
lated by Lagrangian approach in the flow field solved by k-e model of turbulence. The 
suspended sediment concentration is simulated by solving a diffusion equation which 
has the source term due to sediment cloud. 

INTRODUCTION 

Since an important role of sediment cloud on the suspension over a ripple bed 
was recognized from the experiment with the aid of the visualization technique 
(Sunamura, Bando and Horikawa (1978); Sawamoto and Yamaguchi (1979)), the 
model of the suspension using the characteristics of the sediment cloud began to be 
investigated. Sunamura (1980) proposed a formula of the sediment discharge by de- 
fining the net sediment discharge as the amount of the sediment transported more than 
1.5 times of a ripple's wave length in the offshore direction. Hayakawa, Tani and 
Wakui (1985) applied a Lagrangian model to the suspension due to wave action over a 
ripple bed, by assuming the scale of sediment cloud after the experiment and solving 
the flow field by the Stokes's second order approximation.   Swamoto and Yamaguchi 

iResearch Associate, Department of Civil Engineering, Kyoto University, Yoshida 
Honmachi, Sakyo-ku, Kyoto, 606, Japan 
2Associate Professor, Department of Civil Engineering, Kanazawa University, 2-40- 
20, Kodatsuno, Kanazawa, 920, Japan 
3Professor, Division of Environmental Engineering, Kyoto University, Yoshida 
Honmachi, Sakyo-ku, Kyoto, 606, Japan 

2013 
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(1979) divided the flow field into two layers: (i) the "vortex layer" in which the trans- 
port by sediment cloud is predominant; and (ii) the "diffusion layer" in which the 
diffusion by turbulence is predominant. They estimated the one-cycle averaged tur- 
bulent intensity and the one-cycle averaged concentration of suspended sediment, 
based on their two layer model. 

The applicability of a k-e model of turbulence to the oscillating flow over a 
ripple bed was confirmed by comparing the prediction by the model to the body of the 
experimental data. Sato, Uehara and Watanabe (1986) performed the numerical 
simulation of oscillating boundary layer on the basis of the k-e model with the equa- 
tion of vorticity. They also simulated the trajectory of a suspended particle by a 
Lagrangian approach. Tsujimoto, Hayakawa, Ichiyama and Fukushima (1991) calcu- 
lated the suspended sediment concentration by coupling the k-e model with the diffu- 
sion equation of suspended sediment. 

Sediment suspension in the oscillating flow is characterized by two factors: (i) 
the complexity of flow field; and (ii) the response of a suspended particle to the change 
of the flow field. The factor (ii) is divided into two processes: (a) the transition 
process form bed-load motion to suspension as the entrainment of the sediment cloud, 
and (b) the diffusion process of suspended sediment released from the sediment cloud. 
Although this hierarchical structure of sediment behavior makes the transport process 
more complicated, Sawamoto & Yamaguchi's model of two layer, "vortex layer & 
diffusion layer," which is the one-cycle averaged model, gives a good suggestion to 
explain this complexity. In this study, Sawamoto & Yamaguchi's model is developed 
to the unsteady condition, by regarding the sediment cloud as a moving source of 
diffusion. 

The structure of the model is schematically shown in Fig. 1. The transition 
process by the motion of sediment cloud (subprocess (a)) is simulated by tracing the 
trajectory of sediment cloud in the flow field solved by a k-e model; while the diffu- 
sion process of suspended sediment released from the sediment cloud (subprocess (b)) 
is simulated on the basis of the Murphy's diffusion equation (1984) with the sediment 
source term which expresses the generation of the sediment due to the sediment cloud. 
The former is treated by the La- 

k Lai >1 grangian model which can esti- 
mate the detailed motion of the 
suspension; while the latter by 
the Eulerian model more conve- 
niently than Lagrangian one. 
This model can be regarded as a 
fusion of the Eulerian model and 
the Lagrangian one by consider- 
ing their advantages. 

EXPERIMENT 

The experiment was con- 
ducted in U-tube type oscillating 
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by Mean Flow 
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water tunnel with a movable bed illustrated in Fig.2. The equipment was made of 
acrylic resin, and the working section was 180cm long, 20cm high and 20cm wide. 
The access to the working section was provided by the hatches located above the cen- 
tral part of the water tunnel. The driving mechanism is installed to maintain the 
oscillation. The pump system was connected with the water tunnel at the both ends of 
the horizontal section, to generate the uni-directional flow. The motion of the sedi- 
ment cloud was recorded by a CCD video camera from the side of the working section. 
The time series of the concentration of sediment near the bottom was measured by an 
optical turbidity meter. The test particle was a natural sand with the specific gravity 
2.65 and the diameter 0.26mm.   Experimental condition is shown in Table 1. 

In an oscillation-current coexisting flow, the asymmetry of the flow field and 
that of the sediment transport due to the existence of the current bring the asymmetric 
ripple profile: the upstream-side slope is steeper than the downstream-side slope. The 
geometrical parameters of the ripple in the experimental condition is included in the 
range of the body of the experimental data in the wave-current coexisting flow by 
Watanabe, Sakinada and Isobe (1989). 

Drive Mechanism 

Table 1       Experimental condition 

Valve 4 
A i      .^-Honeycomb 

Period of oscillation T (s) 2.6 

Amplitude of the mean 
velocity Uw (cm/s) 

19.0 

Current velocity u0 (cm/s) 6.2 

Ripple wavelength l_r (cm) 12.0 

Ripple waveheight Hr (cm) 2.1 

Ripple steepness Hr/I_r 0.175 

Ripple symmetry asymmetric 

Propagating velocity 
of the ripple (cm/s) 

-1.67 

Figure 2 Oscillating water tunnel 

GOVERNING EQUATIONS OVER RIPPLE BED 

Orthogonal curvilinear coordinate over ripple bed: 
Sawamoto (1978) proposed the orthogonal curvilinear system for the symmetric 

ripples. Tanaka and Syuto (1984) modified the Sawamato's system to express the 
asymmetric profile of ripples. The relation between the Cartesian coordinate (x,y) and 
the orthogonal curvilinear coordinate system (^,77), based on Tanaka & Syuto's 
method, is introduced to make a conformal mapping over the ripple bed as follows: 
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x = I - Ht]£arj expHy'T/)sin(fcrj| + 0r.) 

AT 

y = »7 + HrlLar, exp(-/cjrj)cos(A:r^ + 0r.) 
j=l 

(1) 

where i/^ripple wave height; Cripple wave number (=2rc/Lr); and Lr=ripple wave 
length. The empirical parameter a^, 0rj are determined by trial and error. The agree- 
ment between the measured ripple profile and Eq. 9 is fairly good as shown in Fig. 3. 

Governing equations: 
The governing equations in the orthogonal curvilinear coordinate (^,TJ) is given 

as follows: 

h2u0R<t>-r* 
dt] 

\V0R<l>-r* 
l\ dtf) 

h2 dr\ •• KhA '<K$.i» 

h^. 
.^ 

; K=, 
r&V   ^.Y 

V°"»/ 

(2) 

(3) 
\a'U 

where 0=variable; /^coefficients of apparent viscosity; and Scpsource terms, and 
they are summarized in Table 2. The parameters and variables in Table 2 are as 
follows: I/OR,VOR= mean velocity components in E„r\ directions, respectively; 
P=mean pressure; p=mass density of fluid; Ineffective viscosity; v=kinematic viscos- 
ity; Vt= kinematic eddy viscosity; 
G=production of turbulent energy; 
wo=terminal fall velocity of sediment par- 
ticle; Sci=source term due to the sediment 
cloud; and rsx,rsy= the coefficient of dif- 
fusion in the streamwise and vertical di- 
rection. The empirical constants are set 
at the recommended values by Launder 
and Spalding (1974) as follows: C^O.09, 
Cie=1.44, C2e=1.92, Ok=1.0and <7e=1.3. 

Although the governing equations 
are standard ones which are frequently 
used for the unsteady flow simulation, the 
present simulation is characterized by the 
sediment source term Sc\ and its estima- 
tion mentioned later in detail. In some 
previous simulations, the buoyancy term, 
which represents the effect of suspended 
sediment on the flow field, is introduced 
into the equations of flow field. In this 
study, the concentration is set at the suffi- 
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Figure 3      Grids for the calculation 
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Table 2      Terms in governing equations 

2017 

<t> r* *• 

Uo* V + V, 1   <W P\      1  «?vt <5t/OR (   VOR Svt d\ 
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,    f   1    <^OR         K,R   A    ,     l^OR         ^OR   AV 

ciently low level at which the effect of the suspended sediment on the flow field is 
negligibly small, or the clear water flow assumption can be applied. By substituting 
Eq. 1 into Eq. 3, /«i=/i2(=#fq)- 

Boundary conditions and procedure of simulation: 
The wall function is applied at the bottom boundary, or the logarithmic law of 

the mean velocity at the lowest point of the grid. The turbulent energy and its dissipa- 
tion rate at the lowest grid point are calculated based on the local equilibrium assump- 
tion. 

At the top boundary, an axial symmetric condition is applied for U, k and e. The 
periodic boundary condition is applied for U,k and e between the both side boundaries. 
The present simulation does not require the boundary condition of concentration at the 
bottom, which is usually employed in the calculation of the concentration, because the 
sediment source term is added in the present simulation. Therefore, the concentration 
profile can be evaluated by the present simulation without giving the sediment concen- 
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tration at the reference level. 
The governing equations are discretized by SIMPLE algorithm by Patankar and 

Spalding (1972), and the calculation was conducted based on TEACH code (Gosman 
and Ideriah (1976)). For the conversion assessment of the flow field, the following 
conditions are subjected: (i) the summation of the absolute residual in each cell of a 
continuity equation is less than 1% of the flow discharge in the streamwise direction; 
(ii) the absolute residual in each cell of a mean flow equation is less than 1% of the 
total momentum at the inflow boundary. 

The procedure of the present simulation are as follows: (i) to solve the flow field 
; (ii) to simulate the motion of the sediment cloud by Lagrangian method in the flow 
field solved in the process (i); (iii) to evaluate the sediment source term in the equation 
of concentration based on the trajectories of the sediment cloud determined in the 
process (ii); and (iv) to solve the equation of concentration in the flow field determined 
in the process (i) with the sediment source term evaluated in the process (iii). 

SOLUTION OF FLOW HELD 

The characteristics of the calculated flow field are discussed at the phase 2n/5 
and 7TC/5. The change of the bulk mean velocity at the inflow boundary is given in the 
cosine pattern, hence the velocity in the current direction is maximum at the phase 2TC, 

and the velocity against the current direction is maximum at the phase n. 
The calculated mean velocity field at the phase 2JT/5 and 7rc/5 are shown in Fig. 

4. The vortex due to the separation is found in the lee side of ripples at the phase 2rt/ 
5; while the vortex is not clearly simulated at the phase 7JI/5. The asymmetric ripple 
profile affects strongly on the flow field. 

Figure 5 shows the calculated distribution of the turbulent energy. At the phase 
2B/5, the high value area is recognized along the outer edge of the vortex due to the 
separation; while at the phase 7n/5, the high energy area due to the vortex is not found. 
The non-uniformity of the turbulent energy in the streamwise direction at the phase 

4.0- 
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~T— 
0.0 

0.0- 

0.5 x/Lr      1.0 o.O 0.5 x/Lr      1.0 

Figure 4 Mean velocity vector 
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2JI/5 IS smaller than that at the phase 7rc/5, hence the contour lines at the phase 1%I5 
become more parallel to the bottom profile than those at the phase 2n/5. Fig. 6 shows 
the calculated energy dissipation, and Fig. 7 shows the calculated kinematic eddy vis- 
cosity. Their asymmetric distributions due to the asymmetric bottom profile are 
found in both figures. The calculated results suggest the drastic change of the kine- 
matic eddy viscosity, which are usually used to estimate the coefficient of the diffu- 
sion of suspended sediment. 

0.5 x/Lr      i.'o o.o 0.5        x/Lr      1.0 

Figure 5 Distribution of turbulent energy 

Energy dissipation Energy dissipation 

0 0.5 x/Lr      1.0 0.0 0.5        x/lr      1.0 

Figure 6 Distribution of energy dissipation 

Effective viscosity Effective viscosity 

0.5        x/Lr      1.0 

Figure 7 Distribution of kinematic eddy viscosity 

SIMULATION OF SEDIMENT CLOUD MOTION 

Simulation model: 
The sediment cloud was defined only qualitatively in the previous studies as the 

mixture of sediment and fluid which is apparently like a cloud; while the quantitative 
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definition of the sediment cloud is not clear because the boundary between the sedi- 
ment-fluid mixture and the surrounding fluid is ambiguous. In order to clarify the 
qualitative definition of the sediment cloud, it is here idealized as follows: a "kernel" 
exists at the central part of the cloud in which the all of the sediment transported by the 
cloud is contained. The kernel is not affected by the turbulence, hence the trajectory 
of the kernel is a deterministic one ruled by the mean velocity filed. 

Here, the kernel is approximated by the rigid cylinder.   By neglecting a rotating 
motion of the cylinder, the equation of the motion of the kernel is written as follows: 

i du , 

^ cl dt --cDpVdK-UfKi-uf) 

dt 
flV2 

(4) 

where Ucl=velocity vector of the kernel; Uf=velocity vector of the surrounding fluid; 
g=gravitational acceleration; dci=diameter of the kernel; Chadded mass coefficient; 
o"d=density of the kernel; and A\, A2=one- and two dimensional geometrical coeffi- 
cients.   The drag coefficients CD is given by 

— R, 
4 k 

(5) 

Although the coefficient CD.*, depends on the shape of the particle, CD« sets 0.4 in this 
study.   It is smaller than that of cylinder, because the real kernel is not a rigid body. 

Equation 4 is applicable to the orthogonal curvilinear coordinate (^,77) only with 
the modification of the gravity term as follows: 

$ 
dx 

0 
(6) 

dy obfl 1   dx 

*      _ 
X,      X, 

Following the definition of the kernel mentioned above, the velocity of the sur- 
rounding fluid in Eq. 4 is given by the mean velocity of the flow field. By considering 
that the sediment cloud is generated by the vortex due to the separation, the diameter 
of the kernel dc\ is related to the scale of the vortex, or the ripple wave height as 
follows: 

= Au#r :0.1 (7) 

Here, the kernel is treated by the deterministic equations, hence the probabilistic as- 
pect of the suspension, namely the random motion of the suspended sediment should 
not be included in the kernel.   In general, the number of the random suspended sedi- 
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ment increases with the distance from the center of the sediment cloud, 
kernel with small diameter is adopted in this study. 

The mass density of the kernel <7ci is given in a following form. 

Hence, the 

CT„ =<x- 
<?cl 

• + P 1 
(8) 

where qrci=volume of the sediment cloud; and cr=density of sand. The volume of the 
contained sediment qsc\ is estimated in a following manner. The volume of the sedi- 
ment released from the sediment cloud (kernel) per unit time is assumed to be propor- 
tional to the volume of the contained sediment. Hence, the volume of contained 
sediment in the kernel is given by following equation . 

9scl0 

/ 
= exp c, 

/U> 
L=t- (9) 

where ^rscio=initial volume of the contained sediment; 7b=life time of the sediment 
cloud; j3ci=the empirical constant; and ?cio=starting time of the sediment cloud, or the 
time at which the main stream changes their direction. An observation of the motion 
of sediment clouds in the experiment suggested that the life time of the sediment cloud 
approximately coincides the period of the oscillation; and that the diffusion is active in 
the half period of oscillation from /cio to the time when the central position of the cloud 
is difficult to determine. By considering these results of the observation, To and pc\ 
are set T^-T, (=period of oscilla- 
tion); and /?ci=0.2. By setting 
/3C1=0.2, the volume of the con- 
tained sediment after a half period 
from tc\o is about 10% of the initial 
volume of the contained sediment. 

Trajectory of the sediment cloud: 
Figure 8 shows the simulated 

trajectory of the kernel with the ex- 
perimental data. In the simula- 
tion, the initial position of the ker- 
nel is determined by the experi- 
ment. The experimental data were 
obtained as a following manner: (i) 
the motion of the sediment cloud 
was recorded by a CCD video 
camera from the side wall of the 
water tunnel; (ii) the position of 
the center of the sediment cloud, 
which was defined as the position 
with the highest concentration of 
sediment by a visual judgment, in 
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each 1/10 seconds was determined; (iii) the deterministic trajectory was determined by 
averaging the trajectories given in the process (ii). 

When the oscillation occurs in the opposite direction of the current, the agree- 
ment between the simulation and the experiment is fairly good. While, under the 
oscillation in the same direction of the current, the result of the simulation deviates 
form the experimental result after the cloud passes the trough of the ripple. The 
concentration of the sediment decreases with the increase of the travelling time of the 
cloud, hence the reliability of the experimental results, which depends on the concen- 
tration, decreases with the increase of the travelling time of the cloud. Furthermore, 
the volume of the contained sediment decreases with the increase of the travelling time 
of cloud, therefore the role of the kernel as a source of the sediment in the diffusion 
equation becomes less important with the travelling time of cloud. Hence the devia- 
tion of trajectory never bring a severe error in the simulation explained in the follow- 
ing chapter. 

SIMULATION OF SUSPENSION 

Estimation of the source term: 
The sediment source term found in Murphy's diffusion equation are estimated as 

follows: 

sa(ln,t) = -xASw)^- do) 

Where ^ci(^,77,t)=the distribution of the suspended sediment around the center of the 
sediment cloud, and the uniform distribution is here supposed. Then, #ci(<i;,r/,t) is 
written as follows: 

fl     when    (£j7)=(£,,7jd) 

*"&"•'> = to other (11) 

where (£cl»7?cl)=the location of the center of the sediment cloud. 

Estimation of the diffusion coefficient: 
Although the diffusion coefficient of suspended sediment is usually estimated 

by assuming it's similarity to the kinematic eddy viscosity, the motion of the sus- 
pended sediment is affected not only by the fluid motion, the characteristics of the 
variation of which is represented by the kinematic eddy viscosity; but also by the 
response of the particle to the change of the surrounding fluid motion. Tsujimoto and 
Nakagawa (1986) proposed the estimation of the diffusion coefficient on the basis of 
the similarity between the diffusion equation and the continuous expression of the 
random walk model. In this section, the diffusion coefficient is estimated based on 
the Tujimoto and Nakagawa's method. 

By considering the equilibrium state of the random walk of suspended sediment 
in the vertically one-dimensional infinite space, the following relation is obtained. 
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E[£2] ft 
2    5y 

E[C]-/S (12) 

where,/s=probability density of existing height of suspended sediment, and ^vertical 
deviation of suspended sediment during At. At=time step of random walk. On the 
other hand, the one-dimensional diffusion equation in a steady state which is written as 
follows: 

dC„ 
-w0-Q   ;   Cs = Cm-fs 

(13) 

where Cm=depth-averaged concentration of suspended sediment. By comparing Eqs. 
12 and 13 to each other, and supposing the relation E[Q=woAt, the diffusion coeffi- 
cient can be written as follows: 

Etc*]   E£]2+ff; w\At 

2At 2At 2At 
(14) 

The magnitude of the deviation of the suspended sediment during At, a^, is given in a 
following form, by introducing one-dimensional Markovian process to express the 
characteristics of the turbulence. 

°c = 2Ka', At-TL-At \l-exp 
At 

(15) 

where o"V=the standard deviation of the surrounding fluid velocity during At, and 
£os=me parameter of the particle's response. Finally, by substituting Eq. 15 into Eq. 
14, the turbulent Schmidt number Sc is written as follows: 

j_ 

<rL 

w„ 
Ss+k2

0s{i-Ss(\-e
a-)}   •  Es = AtlTL (16) 

In the homogeneous turbulent flow, the Lagrangian time scale 7L can be written in the 
following form through a dimensional consideration as follows: 

rr, 3V, 
L     2k 

(17) 

The Lagrangian time scale can be related to the parameters of the flow field by Eq. 17. 
Figure 9 shows the distribution of turbulent Schmidt number estimated by Eq. 

16 with the time step of the simulation At=0.01 s. At the phase 2n/5, at which the 
separation occurs, the spatial non-uniformity is strong; while at the phase 7rc/5, the 
spatial non-uniformity is small, or the contour line is almost parallel to the bottom 
configuration.    Although Eq. 16 is derived by assuming the diffusion in the one- 
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Distnbution of the turbulent Schmidt number 

dimensional uniform field (-<*>,°°)> the fundamental mechanism of the motion of sus- 
pended sediment: the characteristics of the response of suspended sediment to the tur- 
bulence; and the fundamental characteristics of the turbulent flow field are included in 
this equation. Therefore, the estimation of the diffusion coefficient based on Eq. 16 is 
better than the usual way of estimation, in which a linear proportionality is assumed 
between kinematic eddy coefficient and the diffusion coefficient. 

RESULTS OF SIMULATION AND DISCUSSION 

Figure 10 shows the result of the simulation on the distribution of the concentra- 
tion of suspended sediment. The value on each contour line implies the relative con- 
centration to the initial concentration of the kernel (=Ccio), and the phase shown in 
each figure is the phase of the balk mean flow. Although the experiment shows that 
many of bed-load particles are entrained into the separation zone and high density 
sediment is recognized in the separation zone; the present simulation never treats the 
sediment in the separation zone as suspended sediment, the definition of which is the 
sediment in a random motion. Because the motion of the sediment in a separation 
zone is strongly ruled by the motion of vortex, and it is rather deterministic. There- 
fore, the high concentration region is not found at the phase 2n/5 in the simulation, in 
which the separation is found in the lee side of ripples. 

The sediment cloud propagating in the opposite direction to the current (leftward 
in Fig.9), which emerges at the phase 3jt/5, moves in the upstream direction (leftward 
in Fig. 9) with generating high density suspended sediment, and then it reaches the 
region above the steep slope of the upstream neighboring ripple (right-hand side mild 
sloop in Fig.9) at the phase 4nl5. At the phase it, the sediment cloud exists above a 
trough of ripple, and it plays a role to push the contour lines up. At the phase 6TI/5, 

high concentration region due to the sediment cloud is not found clearly, and the con- 
centration is almost uniform in the horizontal direction. While the sediment cloud 
propagating in the same direction to the current (rightward in Fig. 9), which emerges at 
the phase 7JI/5 above the mild slope of the ripple, reaches the region above the steep 
slope in the downstream neighboring ripple. At the phase 97T./5, the high-concentra- 
tion region extends to the downstream direction. At the phase 2JC, the contour lines 
are almost parallel to each other, and the concentration profile is approximately uni- 
form in the horizontal direction. 
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Figure 10       Concentration distribution of suspended sediment 

From the phase 2n to 2JC/5, the deposition of the sediment is promoted and the 
contour lines move in the downward direction, because the sediment cloud, or the 
source of sediment, does not exist; while, from the phase 7rc/5 to 2JT, the speed of the 
downward motion of the contour lines is suppressed due to the existence of the sedi- 
ment cloud. Although the sediment cloud moving in the same direction of the current 
is smaller than that moving in the opposite direction to the current, it plays a role to 
maintain the high-concentration region which is generated by the motion of the sedi- 
ment cloud moving in the opposite direction of the current. 

Figure 11 shows the comparison between the simulated time series of the con- 
centration and that obtained by the experiment at the two points: [A] the concentration 
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at the point near the crest located 
within the trajectory of the sediment 
cloud; and [B] the concentration at the 
point near the trough. The initial vol- 
ume of the contained sediment is de- 
termined to fit the peak of the concen- 
tration of the Fig. 10 [A]. Although 
the peak-phase of the simulation is 
smaller than that of experiment, the 
relative height of the second peak to 
the first peak is simulated fairly well 
in Fig. 10 [A]. Fig. 10 [B] shows that, 
at the trough, the fundamental features 
of the experimental results are simu- 
lated: the existence of the first peak 
and the gradual transition from the 
first to the second peak. 

CONCLUSION 

phase 

Figure 11        Time series of concentration 

The results obtained in this 
study are summarized as follows: 

(1) The oscillation-current coexisting flow over a ripple bed is numerically 
simulated by a k-e model of turbulence. The result of the simulation shows that an 
asymmetry of the bottom-neighboring structure of the flow is induced clearly from a 
slight asymmetry of the ripple profile. 

(2) To simulate the motion of the sediment cloud as the moving source of the 
suspended sediment in the field of the diffusion, the existence of a kernel is supposed 
at the central part of the sediment cloud. The motion of the kernel is simulated based 
on the equation of motion of a rigid cylinder. The result of the simulation agrees well 
with the experiment of the trajectory of sediment cloud. 

(3) The turbulent Schmidt number is estimated on the basis of the similarity 
between the stochastic model of the suspension and the diffusion model. The spatial 
non-uniformity of the Schmidt number indicates the importance of the improvement 
of previous method which requires an assumption of a linear proportional relation 
between the kinematic eddy viscosity and the diffusion coefficient. 

(4) The concentration profile is simulated by Murphy's diffusion equation with 
sediment source term, to connect a Langrangian approach of the motion of sediment 
cloud with an Eulerian approach based on the diffusion equation. From the results of 
the simulation, the important role of the sediment cloud on the diffusion of suspended 
sediment over a ripples is clarified. 
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CHAPTER 147 

Wave Overtopping and Sediment Transport 
over Dunes 

Mark W. Hancock 1 and Nobuhisa Kobayashi, M. ASCE 2 

Abstract 

Experiments were conducted on a sand beach to represent occurrences of minor 
to major dune overtopping by varying the spectral peak period of incident irregu- 
lar waves. Both water overtopping and sand overwash rates were measured. The 
experimental results were compared to existing empirical formulas for equilibrium 
beach slopes (Kriebel, Kraus, and Larson, 1991), cross-shore sediment transport 
(Kraus and Mason, 1993), and irregular wave reflection (Seelig, 1983) from sand 
beaches. Scale and non-equilibrium effects were found to be important causes of 
discrepancies between predicted and measured values. Additionally, an empirical 
formula for the overtopping of coastal structures (De Waal and Van der Meer, 
1992) was compared with overtopping measurements for the experimental dune. 
The empirical formula of De Waal and Van der Meer gave order-of-magnitude es- 
timates, but could not account for the effects of the profile evolution within each 
test. The measured average volumetric sediment concentration was found to be 
independent of the normalized overtopping rate and varied by only a factor of two. 

Introduction 

Wave overtopping of dunes and barrier islands has been investigated in the past 
using site-specific field data (e.g., Holland et ah, 1991). However, the quantitative 
understanding of the overwash process remains rudimentary, partly because of the 
difficulties associated with field measurements during storms. At present, there 
is no predictive method to generalize the findings of site-specific field data. A 
knowledge of the overwash process is necessary for establishing a realistic bound- 
ary condition for existing beach and dune erosion models. For example, the sim- 
ple empirical model of Kriebel (1990) simulates only offshore transport at the 
crest of the remnant dune and does not simulate the landward transport of sand 
due to overwash. The latest version of the storm-induced beach erosion model 
SBEACH (Wise and Kraus, 1993) allows for the landward transport of sand due 
to dune overwash, but prediction is based on simple geometric arguments related 
to the runup exceedance of the dune and the transport magnitude at the landward 
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2Center for Applied Coastal Research,   Department of Civil Engineering,  University of 
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2028 
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boundary of the surf zone. 

Experimental Setup and Procedures 

The experiment to collect data on the overwash of a subaerial dune was con- 
ducted in the tow tank located in the basement of DuPont Hall at the University 
of Delaware and is detailed in Hancock (1994). The tow tank is 30 m long, 2.44 
m wide and 1.5 m deep. Figure 1 shows the tank layout. Irregular waves were 
generated using a piston-type wave paddle. A gravel beach was located 25 m away 
from the paddle to absorb waves and reduce the effects of re-reflection from the 
paddle. A 9.7 m long divider wall was constructed 0.61 m from one of the tow 
tank side walls. The dune overwash experiment was conducted in the 0.61 m wide 
flume. Figure 2 shows a detail of the experimental setup, including wave gage 
placement, at the beginning of each test, where dt = water depth below still water 
level (SWL) at gage 1; ds — water depth below SWL at the toe of the dune; Hc = 
positive crest height of the subaerial dune above SWL; m = slope of the seaward 
dune face; dP = water depth of the horizontal bottom in front of the wave paddle; 
and Bc = horizontal distance between the dune crest and the seaward edge of the 
basin used to collect the overtopped water and overwashed sand. The height of 
the collection basin was 53 cm and was less than (dp + Hc). The initial beach 
profile was limited to a 1:23.5 slope, corresponding to the fixed beach tests on 
irregular wave overtopping over a 1:2 smooth revetment conducted by Poff and 
Kobayashi (1993a). 

Five moveable bed tests for spectral peak periods, Tp, of 1.2, 1.4, 1.6, 1.8, 
and 2.0 seconds were conducted to represent occurrences of minor to major dune 
overwash. These tests will herein be referred to as tests MH1, MH2, MH3, MH4, 
and MH5 to distinguish them from further tests which will be conducted using 
the same facilities and procedures. Each test consisted of a series of runs, where 
each run duration was 325 seconds. A test was terminated when it appeared that 
further runs would expose the collection basin wall directly to wave action. Data 

SIDE VIEW 

Divider Wall 

TOP VIEW 
-H   H-0.4m "H       W-1.2n 

0.61m 

Figure 1: Layout of the Tow Tank 
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Figure 2: Experimental Setup 

from the four wave gages were recorded during every test run. At the end of each 
test run, the volumes of overtopped water and overwashed sand in the collection 
basin were measured. The total volume of water collected was found by adding 
the volume of water pumped out of the collection basin to the volume of water 
held in the pores of the overwashed sand. The overtopping rate, Q, and overwash 
rate, Qs, were determined by dividing the total volume of water and the volume 
of sand (no voids), respectively, by the test duration and flume width. 

Beach and dune profiles were taken before each test and after runs of noticeable 
profile change. Three cross sections along the beach were profiled. One profile was 
taken at a distance of 20 cm from the plywood wall, another along the center line, 
and the last 20 cm from the tow tank wall. The average of these three profiles 
was calculated and this average profile was assumed to be uniform across the 
flume. The initial profile of a test was taken over the entire length of the beach 
at intervals of 10 cm. After runs of interest, profiles were taken from the seaward 
edge of the collection basin to a point of no net sediment transport, which was 
approximately 250 cm from the basin edge. Depths were sampled at an interval 
of 1 cm in order to distinguish smaller bed features such as ripples created by the 
wave action. The cross-shore variation of the net sediment transport rate, ql, for 
each test run was calculated using the continuity equation of sediment and the 
measured profiles starting from the seaward location of no profile change. The 
value of §J at the landward boundary corresponds to the net sediment transport 
rate into the collection basin and should be equal to the average overwash rate 
Qs for the same duration calculated from the collected sand. 

The sand used in this experiment was well-sorted with a median diameter, 
c?5o, of 0.38 mm. The measured value for the specific gravity, s, was 2.66, which 
falls within the expected range for quartz sand. The measured value for sediment 
prosity, np, was 0.41, which is reasonable for beach sand. The fall velocity, w, of 
the sediment was measured to be 5.29 cm/sec. 

The parameters specified to the wave generation program (Poff and Kobayashi, 
1993b), which accounts for the effect of directional random wave refraction, were 
dP = water depth below SWL at the wave maker; dt = water depth below SWL 
at gage 1; (Hm0)p = spectral estimate of the significant wave height at the water 
depth dp; Tp = spectral peak period at the water depth dp; 7 = peak enhancement 
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factor of the TMA spectrum at the water depth dp = maximum value of the 
directional spreading parameter at the water depth dp; a = predominant incident 
wave direction at the water depth dp; and nit = bottom slope at the water depth 
dt. The input parameters used for each test are shown in Table 1. 

Table 1: Wave Generation Input Parameters 

Test MH1 MH2 MH3 MH4 MH5 
Tp (sec) 1.2 1.4 1.6 1.8 2.0 
dp (cm) 46.5 46.5 46.5 46 45.5 
dt (cm) 
(Hmo)p (cm) 

44.3 43.4 44.8 43.7 43.2 
12.5 

1 3.3 
Smax 10.0 
a(deg) 0.0 
mt 1/23.5 

The initial dune profile geometry for each test was held as nearly constant as 
possible. However, some variability occurred due to the difficuties of manipulating 
significant quantities of sand. The still water level in each test was determined by 
matching the initial dune crest elevations of all the tests. The dimensions of the 
initial dune profiles for each test are given in Table 2 and are defined in Figure 2. 

Table 2: Initial Dune Profile Geometry 

Test MH1 MH2 MH3 MH4 MH5 
ds (cm) 
Hc (cm) 
m 
Bc (cm) 

19.0 
12.9 
3.32 

18.5 
12.3 
3.32 

20.0 
12.5 
3.27 

18.5 
12.5 
3.45 

18.0 
12.3 
3.26 

40.0 

Experimental Results 

The measured time series and spectra of the incident and reflected waves var- 
ied very little from one test run to another. This implies that the incident and 
reflected waves were almost unaffected by the beach profile changes during each 
test. The mean of the measured spectral estimates of the significant wave height 
was 12.47 cm, which is nearly identical to the Hmo value of 12.5 cm specified to 
the wavemaker. The standard deviation of the measured Hmo values was 0.26 cm. 
The spectral peakedness parameter, Qp, decreased with increased spectral peak 
period, Tp. Qp ranged from a mean value of 5.4 in test MH1 with Tp = 1.2 sec, to 
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a mean value of 3.1 in test MH5 with Tp = 2.0 sec. Similarly, the spectral corre- 
lated parameter, K, decreased with increased Tp, with a high mean value of 0.64 
for test MH1 and a low mean value of 0.41 for test MH5. The average run length, 
j, remained relatively constant throughout the experiment, with 1.30 < j' < 1.87. 

In general, the reflection coefficient, r, tended to increase slightly with increas- 
ing spectral peak period. Within each test, the trend was that the measured value 
for f decreased as the overtopping rate, Q, increased. The values of r ranged from 
0.195 to 0.305. The values of Q approximately doubled from test to test as Tp 

was increased by 0.2 sec. In each test, Q increased during the initial runs before 
becoming a nearly constant value for the remainder of the runs, as can be seen 
in Figures 3 and 4. The normalized overtopping rates, Q/(Hs^gHs) with Hs — 
significant wave height, ranged from 0.0 in run 1 of test MH1 to 0.00625 in run 4 
of test MH5. Unlike the average overtopping rate, the measured average overwash 
rate trend varied significantly between tests. In test MH1, Qs increased during 
the initial runs before assuming a constant value over the final runs, as shown in 
Figure 3. Test MH2 displayed a similar trend in the initial runs, but after obtain- 
ing a peak value in run 3, Qs decreased appreciably before maintaining a nearly 
steady value. In tests MH3, MH4, and MH5, the value of Qs was relatively high 
in the first run, peaked in the second run, and then decreased with each remaining 
run. This trend is shown in Figure 4. The measured values of Qs/(wds0) ranged 
from 0.0 in run 1 of test MH1 to 1.82 in run 2 of test MH5. The qualitative and 
quantitative trends of the average sediment concentration in volume were similar 
for each test. The calculated values for Qs/Q tended to decrease as each test 
progressed, with the exception of test MH1, and ranged from 0.023 to 0.056. 

The parameters used to describe the dune profile evolution were selected fol- 
lowing the examples of the equilibrium beach profile presented by Kriebel, Kraus, 
and Larson (1991) and the equivalent slope for a coastal structure with a berm 
presented by De Waal and Van der Meer (1992). Many of the profile parameters 
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Figure 3: Overtopping Rate, Q, (Top) and Overwash Rate, Qs, (Bottom) for MH1 
with Tp = 1.2 sec. 
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Run Number 

Figure 4: Overtopping Rate, Q, (Top) and Overwash Rate, Qs, (Bottom) for MH5 
with Tp = 2.0 sec. 

are defined in Figure 5 where x = positive-seaward horizontal coordinate with an 
origin where the still water level (SWL) intersects the beach; ds = depth relative 
to SWL below which there is effectively no profile change; Hs = depth below SWL 
equal to the average significant wave height between two measured profiles; Bs = 
horizontal distance from the dune crest to the depth Hs; h = depth below SWL 
at a distance x seaward of the origin of the horizontal coordinate; Hc = dune crest 
height above SWL; m = fitted slope of the dune face from the crest to a point 
slightly below SWL; and Bc = horizontal distance from the dune crest to the edge 
of the collection basin. The concept of an equlibrium profile of the form h — Ax2/3 

was introduced by Bruun (1954), where h is the depth at a distance x offshore 
from the still water shoreline and A is the profile scale factor. For this analysis, 
A was found by fitting the two-thirds power profile to each measured profile. An 
additional parameter examined was the equivalent beach slope for wave runup 
and overtopping, me, expressed as 

Ha + Hc 

Bs 
(1) 

The dune profile evolutions for tests MH1 and MH5 are shown in Figures 6 
and 7. For all of the test runs, ds was greater than Hs, probably because these 
tests corresponded to a high dune and a large storm surge. Also, the crest height 
was always greater than (53 — dp) cm, which is the height of the collection basin 
above SWL. In each test, the fitted dune face slope and equivalent beach slope 
decreased as the profiles evolved. The range of m was 0.23-0.31 and the range of 
me was 0.11-0.30. The measured Bs values increased as the toe of the evolving 
beach advanced seaward and Bc went to zero. The initial value for Bs was about 
84 cm in each test and the final values ranged from 173 cm in test MH1 to 119 cm 
in test MH5. In general, the steep dune was transformed to a more gentle beach 
by the waves. The fitted values of A ranged from 0.9 to 1.2 cm1'3 and decreased 
slightly as the tests with shorter spectral peak periods, and correspondingly longer 
durations, progressed.    Kriebel, Kraus, and Larson et al. (1991) used field data 
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Figure 5: Definition Sketch for Profile Parameters 

to obtain the following equation for the equilibrium value of A: 

,4-2.251 — 
9 

(2) 

where w is the sediment fall velocity and g is gravitational acceleration. Equation 
2 is applicable for a water temperature of approximately 20° C and 1 < w < 10 
cm/sec. The measured w of the sand used in this experiment was 5.29 cm/sec, 
which yields A = 0.69 cm1'3 for an equilibrium profile. This A value is significantly 
less than the fitted A = 0.9-1.2 cm1'3 values, probably because the measured 
profiles were not in equilibrium and the experiment was a small-scale test. 

Distance from Collection Basin (cm) 

Figure 6: Dune Profile Evolution with Initial Profile (—•—) and Profiles after Run 
1 (_); Run 3 ( ), Run 6 (- -), and Run 10 (-•-) for MH1 with Tp = 1.2 sec. 
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Figure 7: Dune Profile Evolution with Initial Profile (—•—) and Profiles after Run 
1 (—~), Run 2 ( ), Run 3 (- -), Run 4 (---), and Run 5 (• • • •) for MH5 with 
Tp — 2.0 sec. 

The calculated net cross-shore sediment transport rates, qs, which is positive 
onshore, as a function of the distance from the collection basin for run 1 of tests 
MH1, MH3, and MH5 are shown in Figure 8. It is apparent from the figure that 
there was an appreciable seaward transport of sand at the base of the dune during 
the first run of each test. The magnitude of this seaward transport decreased 
with increased Tp. The landward transport of sand observable at the dune crest 
was increased in the tests with larger Tp.     In all of the tests, the amplitude of 
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Figure 8:  Average Cross-Shore Sediment Transport Rates During the First Run 
of a) Test MH1, b) Test MH3, and c) Test MH5. 
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Figure 9: Gage 4 Time Series for a) Test MH1, b) Test MH2, and c) Test MH3. 

gj between two measured profiles was appreciably smaller after the initial run. 
The landward transport of sand dominated after the initial run in tests MH4 and 
MH5. 

The time series recorded by gage 4 for the first three runs of tests MH1, MH3, 
and MH5 are shown in Figure 9. During these early runs, it is easy to distinguish 
a defined baseline between overtopping events. This baseline corresponds to the 
time-dependent dune crest elevation relative to the initial dune elevation. In test 
MH1, essentially no overtopping occurred during the first 400 sec of the test. This 
period of limited overtopping is shorter in test MH3 and non-existent in test MH5. 
Once large overtopping events occurred on a regular basis, the sand elevation at 
gage 4 began to decrease approximately linearly with time. The location of the 
baseline at the end of three runs in each test demonstrates the increased erosion 
at the location of gage 4 as Tp increased. 

Analyses of Experimental Results 

Beach Slope 

Kriebel, Kraus, and Larson (1991) reanalyzed the field data of Sunamura 
(1984) in terms of the sediment fall velocity, w, and proposed the following ex- 
pression for the equilibrium foreshore slope, m: 

-(f)'" (3) 

Kriebel (1990) suggested that the root-mean-square wave height, Hrm3, at break- 
ing be used for H in Equation 3 since Sunamura did not specify this quantity for 
random waves. For the present analysis, the wave period T was taken to be the 
significant wave period, Ts. 

Although the measured slopes tended to decrease as each test progressed, as 
already discussed, the empirical m values determined using Equation 3 remained 
nearly constant, with 0.13 < m < 0.15, and significantly underpredicted the beach 
slope. Kriebel, Kraus, and Larson (1991) remarked that their analysis of field data 
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gave much smaller beach slopes for given H/(wT) than those observed during the 
small-scale tests of Dalrymple and Thompson (1976). Additionally, the empirical 
771 values are based on an equilibrium profile. Neither the stage of the profile 
evolution nor memory effects can be incorporated in the parameter (wTa)JHrmB. 
Therefore, the empirical formula presented by Kriebel, Kraus, and Larson (1991) 
is too simplistic to incorporate the scale and non-equilibrium profile effects of the 
beach evolution in this experiment. 

Cross-Shore Sediment Transport 

Using field data, Kraus and Mason (1993) extended the profile parameter, Ps, 
developed by Dalrymple (1992) to irregular waves: 

PS = ^ = 26,500 (4) 

where Hos is the deep-water significant wave height and Tv is the spectral peak pe- 
riod. Offshore sediment transport was observed to occur for Ps values significantly 
greater than 26,500. 

The values of Ps measured in the present experiment ranged from a high 
average value of 939 in test MH1 to a low average value of 553 in Test MH5. Be- 
cause Ps is inversely proportional to the spectral peak wave period, the onshore 
transport of sediment is expected to increase as T„ increases. This prediction is 
proven correct by Figure 8. All of the calculated Ps were much less than the 
threshhold value of Ps = 26,500 determined by Kraus and Mason. This would 
seem to indicate exclusively onshore transport of sand in this experiment. How- 
ever, both onshore and offshore sediment transport are observable in Figure 8. In 
particular, significant bar formation occurred in test MH1 as evidenced in Figure 
6. It is uncertain whether overwash occurred in the field measurements of Kraus 
and Mason, but it is expected that overwash would act to increase the landward 
transport of sand. Equation 4 does not include the slope effect on the direction 
of net sediment transport. Therefore, the probable reasons that offshore sediment 
transport occurred despite the small Ps values are that this experiment was a 
small-scale test and that the initial foreshore slopes were rather steep. 

Irregular Wave Reflection 

Seelig (1983) proposed that the average reflection coefficient, f, for irregular 
waves could be expressed as 

&J + /3 (5) 

where £p is the irregular wave surf similarity parameter defined as 

mi 

with beach slope m,- at the still water intercept, significant wave height Hs, and 
spectral peak period Tp. Seelig recommended that for smooth slopes a = 1.0 and 
P = 5.5. 

Figure 10 is a plot of the measured reflection coefficients of each test versus the 
irregular wave surf similarity parameter values found from the measured Tp and 
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Hs. Three lines corresponding to a — 0.65, a = 0.85, and a = 1.05 in Equation 
5 are plotted in the top portion for comparison. Using a = 1.0 appears to be a 
reasonable value to conservatively estimate f. The bottom portion of Figure 10 
shows a linear least-squares fit of the data. The formula for this fit is 

r = 0.106 £p+0.075        for 1.10 < ^ < 2.01 

The data points display low scatter, with a standard deviation of 0.03. 

(7) 

Figure 10: Reflection Coefficient, r, versus Irregular Wave Surf Similarity Param- 
eter, £p, for Tests MH1 (•), MH2 (*), MH3 (©), MH4 (o), and MH5 (<g>).  Top 
Plot includes the Empirical Formula of Seelig (1983) for a = 0.65 ( ), a = 0.85 
( ), and a = 1.05 ( ). Bottom Plot includes Least-Squares Data Fit ( ). 

Irregular Wave Overtopping 

The empirical formulas of De Waal and Van der Meer (1992) for the prediction 
of irregular wave runup and overtopping on coastal structures were compared to 
experimental results for dune overtopping. Since De Waal and Van der Meer did 
not have beach test data, their formulas are examined in the context of their 
applicability to the dune overtopping experiment. Their formula for predicting 
the 2%-runup, R2, which corresponds to the runup with an exceedance probability 
of 2%, is 

^- = 1-57/7A7/3^,e? < 3.07/7^7^ (8) 

where £p>e9 is a breaking parameter based on an equivalent slope and modified 
by the influence factors 7/ for roughness effects, jh for shallow water effects, and 
7/3 for oblique wave attack effects. Since the present experiment involves only 
normally incident waves, 7^ = 1.0. Also, 7/ is assumed to be approximately 1.0 
since a sand beach may be treated as a smooth slope. 
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The form of 7/, suggested by De Waal and Van der Meer, and modified here 
for application to dunes, is 

l-0.03(4-#-)2   forl<-^<4 
7^ = i   , ^        "' •       ,      i (9) 

1 for jf-a > 4 

where ds is the water depth at the toe of the dune as shown in Figure 5. They 
suggested an expression for (,pm including berm effects, but for the present analysis 
it is assumed that £Pieg = £e, where 

^ = m^\fe (10) 

with me = equivalent slope as defined in Equation 1. Equation 10 implies that 
wave runup is affected by the beach profile from the water depth Hs to the dune 
crest height, Hc, as shown in Figure 5. The simplified form of the normalized 
2%-runup used in the dune analysis is, therefore, 

^ = 1.57fc&  < 3.07/, (11) 
•"a 

De Waal and Van der Meer proposed that the mean overtopping rate, Q, was 
related to a "shortage in crest height", R* = (R2 — Hc)/Hs. By fitting about 
500 data points from various overtopping tests, they came up with the following 
expression for the normalized overtopping rate, Qt: 

Q„ = —£== = 8x 10-5 exp(3.1i?») (12) 

They observed a large data scatter, so that Equation 12 should be considered an 
order-of-magnitude estimate only. 

The influence of the shallow water effects remained nearly constant throughout 
the present experiment with an average value of 0.82. However, the breaking 
parameter, £e decreased as each test progressed and tended to increase with Tp, as 
is expected from Equation 10. The measured range of £e was 0.48-1.77. The values 
of R2IHs and Rt followed the same qualitative trend as £e, with 0.60 < R2I Hs < 
2.11 and —0.02 < R„ < 1.25. The predicted decrease of RilHs due to the 
decrease of me is greater than the measured decrease of the normalized crest height 
Hc/Hs. As a result, the predicted Qt decreased as each test progressed and ranged 
from 0.7 to 38.7. However, as shown in Figures 3 and 4, the measured average 
overtopping rates increased in the early runs before becoming nearly constant. 
The equivalent slope, me, for dunes and coastal structures appears to be different 
in light of the opposite trend. A plot of the measured (In Qt) versus R* is shown 
in Figure 11. For comparison, Equation 12 is plotted in the top portion of Figure 
11. It is apparent that the formula of De Waal and Van der Meer significantly 
underpredicts the dune overtopping rate in all but the first runs of the tests. 
However, the predicted values are within an order of magnitude of the measured 
results. A linear regression analysis of the data is shown in the bottom portion of 
Figure 11 and yields 

Q, = 3.35 x 10"4 exp (2.82 R,)        for -0.02 < Rm < 1.25 
(13) 
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The slope of the fitted line is very close to that found from Equation 12 indicating 
a similar data trend, but the magnitude of Q„ found from Equation 13 is about 
four times greater. Bounding lines plotted for (2.0 X Qt) and (0.5 x Q„) show 
that there is a data scatter of a factor of about 2. Although the tests tend to fall 
along the fitted line, it is apparent that there are data trends within each test. 
Therefore, the stage of the dune profile evolution is an important factor that can 
not be accounted for in Equations 12 and 13. 

Figure 11: Natural Log of the Non-dimensional Overtopping Rate, Qt, versus 
Non-dimensional 2% Runup Exceedance, Rt, of Tests MH1 (•), MH2 (*), MH3 
(0), MH4 (o), and MH5 (®).   Top Plot includes the Empirical Formula of De 
Waal and Van der Meer (1992) ( ). The Bottom Plot includes a Least-Sqares 
Data Fit In (Q.) (-—-), In (2 Q„) (••--), and In (0.5 Q») (---). 

Irregular Wave Overwash 

The average volumetric sediment concentration, C3, is defined as 

(14) 

which is the ratio of the sediment (no voids) overwash rate, Qs, to the water 
overtopping rate, Q. Figure 12 shows a plot of Cs versus Q„. It is apparent that 
no relationship exists between the two parameters in this experiment. The value 
of Cs did tend to decrease as the profile evolved in all of the tests except test 
MH1. Nevertheless, the range of Cs = 0.023-0.056 is suprisingly narrow in this 
experiment. Therefore, if Cs remains approximately constant, Qs can be predicted 
for estimated Q. 
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Figure 12: Average Volumetric Sediment Concentration, Cs, versus Non- 
dimensional Overtopping Rate, Q*, in Tests MH1 (t), MH2 (*), MH3 (0), MH4 
(o), and MH5 (<g>) 

Conclusions 

A range of minor to major occurrences of overtopping was produced in the 
laboratory by increasing the spectral peak period of incident waves. Both over- 
topping and overwash rates were measured. Scale and non-equilibrium profile 
effects were found to be important factors in causing discrepancies between pre- 
dicted and measured beach slopes. Scale effects and initially steep dune slopes 
appear to have increased the offshore transport of sediment. A linear relation 
between the irregular wave surf similarity parameter and the average reflection 
coefficient was shown to be adequate for this experimental range. The empirical 
formula of De Waal and Van der Meer (1992) for coastal structures gave order-of- 
magnitude estimates of the overtopping rate but could not account for variations 
due to the dune profile evolution. The experimental sediment concentration was 
found to be independent of the normalized overtopping rate and varied by only 
a factor of two in the range of 0.023-0.056. This implies that a reasonable esti- 
mate of the overwash rate may be easily determined from an accurate prediction 
of the overtopping rate. The proposed empirical formulas for irregular wave re- 
flection and overtopping rate will need to be verified using large-scale experiments. 
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CHAPTER 148 

SEDIMENT TRANSPORT OVER RIPPLES 
IN WAVES AND CURRENT 

G. Perrier1 3, E.A. Hansen2, C. Villaret3, R. Deigaard1 and J. Freds0e1 

ABSTRACT 

Numerical simulations are presented for the flow and the dynamics of non- 
cohesive sediment over 2D ripples in waves and current. For this purpose, a model 
based on a discrete vortex approach using the "cloud-in-cell" concept has been 
applied. The hydrodynamic model drives a Lagrangian model for the suspended 
sediment. 

The characteristic vorticity structures prevailing in the vicinity of ripples are 
accurately replicated and sediment suspension mechanisms are successfully 
described. Thus, the sediment transport resulting from asymmetrical waves and 
combined waves and current can be predicted. Especially, the wave-related 
component of the transport opposes the maximum free stream velocity and 
contributes significantly to the total transport. In the present work, the effect of the 
wave-induced drift is not included. 

INTRODUCTION 

A detailed understanding of flow kinematics and suspension mechanisms of 
non-cohesive sediments in waves and current situations is of great interest to coastal 
engineers because of its importance in sediment transport predictions. 

When the seabed is plane, the suspension of sediment is governed by 
turbulent diffusion. But when ripples occur on the bed, the prevailing process 
becomes convection. At each half-cycle of the oscillation, coherent vorticity 
structures are formed in the lee side of the ripple and trap sediment. At flow reversal, 
these sediment laden vortices are shed into the flow, thus giving rise to suspension. 

In the field of non breaking regular waves, experimental investigations have 
been conducted for flows over 2D ripples (Sato et al, 1984; Ranasoma and Sleath, 
1992). In connection with the hydrodynamics, experimenters have studied sediment 
dynamics (Sleath, 1982). For asymmetrical waves, few experiments exist (Sato and 
Horikawa, 1986). For combined waves and current flows, whereas comprehensive 
experiments over flat beds are rather numerous, fewer are available for rippled beds 
(Murray, 1992; Villaret and Latteux, 1992). 

]> ISVA, Building 115, Technical University of Denmark, DK2800 Lyngby, Denmark 
2> Danish Hydraulic Institute, Agern AIU5, DK 2970 H0rsholm, Denmark 
3) Labor atoire National d'Hydraulique, 6 Quai Watier 78401 Cnatou, France 
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To model the flow over ripples, different methods have been developed : 
vorticity-stream function formulation with finite difference and spectral methods 
(Blondeaux and Vittori, 1990), classical turbulence models : K-e (Tsujimoto et al, 
1991), or K-L (Huynh Thanh, 1990), and discrete vortex methods by Longuet- 
Higgins (1981), Block (1994) and Hansen et al (1994). 

To model sediment suspension, the common approach is based on the 
turbulent diffusion equation where the sediment diffusivity relies on various 
assumptions (Freds0e and Deigaard, 1992). Nevertheless, in the case of rippled beds, 
convection becomes the prevailing process. The diffusion assumption has been used 
by Tsujimoto (1991) coupled with his K-e model, but most of the other models are 
based on a Lagrangian particle tracking (Blondeaux and Vittori, 1990; Block, 1994; 
Hansen era/, 1994). 

In this study, a discrete vortex approach is adopted to achieve a 2D model for 
the flow, the sediment suspension mechanisms and the resulting net transport. After 
a brief presentation of the model, hydrodynamic calculations are performed for an 
oscillatory flow over fixed ripples. Then, the complete model is used to study the 
asymmetrical wave case and the combined sine waves and current case. 
Experimental conditions are listed in appendix. 

PRESENTATION OF THE DISCRETE VORTEX MODEL 

The discrete vortex model (DVM) developed by ISVA-DHI is designed to 
compute complex instationary flows interacting with structures or stationary 
seabeds. The model relies on a discretization of vorticity in "vortices" and 
concentration in "particles" combined with a finite difference method. A detailed 
description is presented in Hansen et al (1994). 

The hydrodynamical model. 

The model is based on a vorticity-stream function formulation: 
2 

Poisson equation: V \|/=-co [1] 

Vorticity transport equation: *jp =vV co [2] 

(\\f is the stream function, co the vorticity and v the kinematic viscosity). 

Using an operator splitting method, the vorticity transport equation [2] is split into : 

a convection equation : 3— + u^— + v^— = 0 [3] 

and a diffusion equation: 3— =vV co [4] 

The convective transport is then modelled by moving the individual vortices with 
the velocity field (u,v), while the diffusive transport is described by adopting a 
random walk technique : at each time step At, vortices are moved with a random 
displacement following a Gaussian distribution characterised by the standard 
deviation:   

cr=V2vAt [5] 
The Poisson equation [1] is solved on a curvilinear finite difference grid by an 
Alternative Direction Implicit method. The grid is generated from a solution to the 
Laplace equation describing a periodic potential flow over ripples. 
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Cloud-in-cell technique. 
To obtain the vorticity field from the set of vortices, a cloud-in-cell technique 

is used to distribute the circulation of the vortices in each cell as vorticity on the four 
grid points at the cell corners. 

Boundary layer model at the surface. 
Vorticity can only be generated by shear forces acting on physical surfaces. 

On these boundaries, a turbulent boundary layer model based on the integrated 
momentum equation (Freds0e, 1984) gives the time development of the boundary 
layer and hence, determine the strength and the motion of vortices within this zone. 

Merging method. 
To limit the growth of the number of vortices and to get a feasible 

calculation, a merging procedure is introduced : when two vortices with opposite 
signs come closer to each other than the sum of their radii, they combined into one 
single vortex. 

Computational domain and boundary conditions. 
In the computations, the bed is assumed stationary and a time-independent 

domain is used. In most of the presented simulations, the horizontal length of the 
domain is two ripple lengths. Vertically, various discretizations have been used. For 
the wave-alone case, where the vorticity is confined in the near-bed layer, a 
stretched net is adopted, with a height chosen so that vortices do not reach the top 
boundary. In the wave-current case, the boundary layer develops over the entire 
depth. As non-physical boundaries are difficult to represent in this kind of model, a 
symmetrical domain with ripples at the top has been chosen in order to satisfy the 
symmetry condition on the center line. In some facilities such as shallow tunnels, a 
real domain covering the entire depth can be used. 

No-slip conditions are applied on physical boundaries while a simple stream 
line condition (\|/=constant) is used at the top for the wave-alone case. To drive the 
flow, the time-dependent water discharge is imposed via the stream function. 
Besides, spatial periodicity between the two lateral boundaries is prescribed. 

The sediment transport model. 

The total sediment transport is divided into two contributions: bed load and 
suspended load. In the present model, it is assumed that the ripple shape is stationary 
and that the presence of suspended sediment does not affect the hydrodynamics. 
The two components of the sediment transport are modelled as follows. 

* The bed load transport rate Qj, along the ripple is modelled with the Meyer-Peter 
and Miiller formula corrected for the slope effect: 

13/2 
[6] Q" :=8 e-ec(i+-1—^-) tan (p dxb V(s-l)gd5

3
0 

where 0 is the local instantaneous Shields parameter, 6C the critical Shields 
parameter, s the relative density of the sediment, g the gravity, cp the angle of repose 
of the sediment, dso the mean grain diameter and (xb.yt,) are the bed coordinates. 

* The suspended sediment is discretized in computational "particles" containing a 
certain amount of sediment. They are characterised by their mass and their fall 
velocity. 
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The generation of these particles at the ripple surface involves two different 
mechanisms : 

- The action of shear stresses on the bed produces a local erosion and thus 
creates new suspended particles. To model this, a source of sediment is located at the 
level y*o=2d50 (y* is the coordinate normal to the ripple surface). Its strength Qd is 
determined as a source term in the local turbulent diffusion equation in order to 
satisfy the bed-concentration formula of Zyserman and Freds0e (1994): 

, .   .,   ,     0.331 (8-0.045)175 

Cb(y O=2d5o )=  
l+^Ce-0.045)1-75 [7] 

The mass of the particles is then derived from Qd. To account for the grain sorting 
effect, the settling velocity is based on the mean grain diameter of the suspended 
fraction d5o,susp» fraction defined as sediment with a settling velocity ws < 0.8 Uf 
where uf is a characteristic friction velocity at the crest. 

- Due to the recirculation zone downstream of the crest, the bed load is 
ejected into the flow at the separation point as described by Sleath (1982). This 
contribution is modelled by calculating Qb at the location of maximum Shields 
parameter upstream of the separation. Then, a new particle is introduced just above 
the separation point with a mass derived from Qb and a fall velocity based on the 
mean grain diameter of the bed material dso. 

Similarly to the hydrodynamic model, the continuity equation for the 
suspended sediment concentration [8] is tackled in a Lagrangian fashion. 

J = ws|Uv.(esVc) [8] 

where c is the concentration, ws the settling velocity and es the sediment diffusivity. 
The motion of the sediment suspended over vortex ripples is dominated by 
convection except in the boundary layer along the ripple surface where the turbulent 
diffusion becomes important. Therefore, sediment particles are assumed to follow 
the flow paths with a fall component. 
Inside the boundary layer, the motion normal to the ripple surface due to turbulent 
diffusion is modelled by a random walk method in the same manner as for the 
vorticity. Here, the standard deviation is : 

as=V2esAts [9] 
where the sediment diffusivity es is assumed to be equal to the eddy viscosity vt, 
which has a linear variation within the boundary layer : 

es=vt=KUfy* [10] 
where Uf is the local instantaneous friction velocity given by the boundary layer 
model, K is the Von Karman's constant and Ats is the time step for sediment typically 
much smaller than the hydrodynamical time step At. 

Discretization parameters. 

The computational grid presents 50 potential lines along a ripple length. The 
hydrodynamical time step is T/360 (where T is the wave period) and the sediment 
time step is Ats=At/10. Numerical independence of the solution has been tested. 
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Results processing. 

After a transient regime of at least 20 cycles, any variable z(x,y,t) is 
decomposed into a mean (time-averaged) component Z, a periodic (phase-averaged) 
component zw and a fluctuating component z'. Averaging is performed over at least 
20 cycles: 

z(x,y,t)=Z(x,y)+zw(x,y,t)+z'(x,y,t) [11] 

Variables are then spatially averaged along horizontal lines with at least 50 points 
per ripple wave length. In the following angle brackets will denote space-averaged 
and an overbar or a capital time-averaged. 
Assuming turbulent fluxes to remain small, the time and space averaged horizontal 
flux of suspended sediment, Fs=<u(x,y,t)c(x,y,t)> is found to be made of two 
components : 

FS=FC+FW [12] 

where Fc=<U(x,y)xC(x,y)>, the current flux, represents the advection of the mean 
concentration by the mean velocity and Fw, the wave flux comes out from the non- 
zero covariance between periodic components uw and cw. The model provides Fs and 
Fc, Fw is then obtained by subtraction. 

To compute total suspended transport rates, two different methods can be used : 
- Eulerian method : depth-integration of the fluxes profiles gives the transport rate 
Qs and its two components Qc and Qw. This method is the one utilised in 
experiments. Particular attention must be paid to the lower integration limit and the 
large gradients in the near-bed region. 
- Lagrangian method : the transport rate Qs is directly computed from each "particle" 
contribution. 
The total transport rate Qt is the sum of the transport rate for the bed load and the 
transport rate for the suspended load calculated with the Lagrangian method : 

Qt=Qb+Qs t13l 

In the model, all the variables are made non-dimensional with the length 
scale Lf and the time scale Lr/Uw (where Lr is the ripple length and Uw the wave 
velocity amplitude). At the crest location x=0 and at mid ripple height y=0 whereas 
yc denotes the vertical coordinate relative to the crest level. The positive direction 
(x>0) will refer as the direction of maximum free stream velocity. As only phase- 
averaged and time-averaged results will be presented throughout the paper, the 
notation z will be used for Z+zw. 

HYDRODYNAMIC COMPARISON 

Detailed LDA velocity measurements were carried out by Ranasoma (92) 
over stabilised ripples fixed on a rig oscillating in a closed tank. The experiment 
covered various combinations of beds and oscillations. In the following, a 
comparison is presented for the selected test 2a with ripples in equilibrium with the 
flow. The ratio between wave orbital amplitude and ripple wave length a/Lr=0.78 is 
in the range of vortex ripples, or orbital ripples as classified by Wiberg and Harris 
(1994). The simulated ripple shape is averaged from the measured bed profile. 
The initial time corresponds to maximum negative free stream velocity U» relative 
to the bed as illustrated on figure 1. 
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phase 

360 
Fig. 1. Free stream velocity history. 

Experiment ofRanasoma (1992). 

The agreement between computed and measured vorticity fields at two "key" 
phases demonstrates the ability of the hydrodynamic model to reproduce the 
important flow features. The vortex formation is well predicted (intensity, size and 
core location) whereas small differences appear before flow reversal : in the 
calculation, the core of the vortex appears closer to the crest and its spatial extent is 
larger. The convection and the decay of the ejected vortex agree with measurements, 
its location after one half-cycle is only slightly higher in the calculation : fig (2.1) 
shows the vortex shed one half-cycle before from the neighbouring ripple which is 
about to pass over the crest. 
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Fig. 2. Non-dimensional vorticity field at 2 phases. 
Experiment ofRanasoma (1992). 
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The time-evolution of the space-averaged horizontal defect velocity (velocity 
relative to the free stream) <ud(x,y,t)>=<u(x,y,t)>-UTC(t) and momentum 
<u(x,y,t)v(x,y,t)> is plotted on figure 3. The velocity amplitude is in good agreement 
close to the bottom (yc=lmm) but the simulation assesses a slower decay with 
elevation, which is consistent with the higher location of vortices. There is a phase 
shift between computed and measured profiles close to the bottom (yc=lmm) for 
velocity extrema. This is associated with the location of the vortex core closer to the 
crest in the simulation resulting in a slightly earlier "sweep" on the bed. The 
momentum curves exhibit three peaks per half-cycle, each peak connected to a 
particular flow structure as described by Ranasoma (1992): 
- Peak (1): the vortex sweep close to flow reversal throws upwards accelerated fluid 
from the crest and brings down still fluid above the trough. 
- Peak (2) : the vortex is now located in the trough. Its circulation carries up slow- 
moving fluid above the trough and brings down fast-moving fluid above the crest. 
- Peak (3) : the vortex has arrived above the crest of the neighbouring ripple. The 
combined effects of the vortex circulation, the local spatial acceleration at the crest 
and the separation zone in formation bring up more positive momentum from the 
crest than bring down negative momentum above the trough. 
The model fits well the general peak structure. The only significant discrepancies are 
observed for the peak (1) : it occurs slightly later in the simulation the amplitude is 
relatively larger. 

<ud>/Uw <ud>/Uw 

-0.5 
phase 

0 90 180       270       360 0 90 180        270       360 

Computed Measured 
Fig. 3.1. Space averaged non-dimensional defect horizontal velocity. 

(solid: yc=lmm; dashed: yc=9mm; dotted: yc=20mm). Experiment of Ranasoma (1992). 
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0.05 

0.00 

phase 
l -0.05 

phase 

0 90 180       270       360 0 90 180        270       360 

Computed Measured 
Fig. 3.2. Space averaged non-dimensional momentum. 

(solid: yc=4mm; dashed : yc=9mm; dotted: yc=20mm). Experiment of Ranasoma (1992). 
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The hydrodynamical model appears to be in very good agreement with the 
experiment. The slight differences are not significant. 

SEDIMENT TRANSPORT IN ASYMMETRICAL WAVES 

A series of experiments in a water tunnel with a sandy bed under 
asymmetrical Stokes and cnoidal wave conditions have been carried out by Sato and 
Horikawa (1986). 

In the following, the simulation of the selected test C2-12 is presented. In this 
test, the driving free stream velocity signal (Fig. 4) is based on a third-order cnoidal 
wave with an asymmetry parameter Uw/U=0.72 and a zero time-averaged value. The 
ratio a/L^l.3 and the measured ripple is 2D with an asymmetry parameter 
Lu/Lr=0.65. The simulated ripple is "smoothed parabolic" : parabolically shaped 
troughs with a crest smoothed over 10 % (Fig. 5). The mean sand grain diameter is 
d5o= 0.18mm. As the height of the tunnel is only about twice the ripple length, it has 
been chosen to use the whole height as a computational domain taking a flat smooth 
boundary at the top. 

Uoo/Uw 

xb/Lr 

0.35 

Fig. 4. Free stream velocity history. Fig. 5. Ripple shape. 

Experiment of Sato and Horikawa (1986). 

A snap-shot of the particles distribution is shown after flow reversal on figure 
(6) and the time evolution of the concentration field over a complete wave-cycle is 
displayed on figure (7) for 5 phases. On the steep flank of the ripple, a sand cloud 
forms with a large input of sediment from the crest during the short positive part of 
the cycle. At flow reversal, this cloud is ejected over the crest and travels in the 
negative direction. While convected, the cloud undergoes some diffusion and a large 
part of the trapped sediment falls down on the bed. During the longer negative part 
of the cycle, the flow motion is slow and no sand cloud formation is observed on the 
mild flank of the ripple, the friction velocity being too small and the slope too mild 
to get a sand cloud. Thus, a strong asymmetry exists between the two parts of the 
wave cycle resulting in a negative transport. 

.;*• Fig. 6. Computed particles distribution at 108° 
Experiment of Sato and Horikawa (1986). 
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Fig. 7. Computed volumic concentration 
field for 5 phases. Simulation for the experiment 

of Sato and Horikawa (1986). 

(c) 144° 

The computed horizontal suspended sediment fluxes (Fig. 8) reveal that the 
transport occurs only in a layer 0.5 Lr thick. Because of the return current in the 
bottom part, Fc is negative down to the crest level. The wave flux Fw is negative 
above the level yc= 0.06 L^ ~ 0.4 Hr (where Hr is the ripple height) as a result of sand 
cloud convection processes in this region and becomes positive below. The total 
suspended flux is then negative except very close to the bottom. 

Three representative tests for 2D ripples have been used for simulations with 
an increasing degree of asymmetry and flow severity. The agreement (Table 1) is 
close with only a small underprediction for weaker flow conditions (S3-03). 
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0.0e+0 

Fs DVM 

Fc DVM 

FwDVM 

F/Uw 

2.0e-4 

Test Qt/Lr/Uw *10"4 

DVM Exp Ratio 

S3-03 -0.2 -0.5 0.4 

C2-12 -1.0 -1.5 0.7 

C3-37 -1.1 -1.4 0.8 

Fig. 8. Computed non-dimensional horizontal 
suspended sediment fluxes profiles. 

Experiment of Sato andHorikawa (1986). 

Table 1. Non-dimensional net sediment 
transport rates. 

Experiment of Sato andHorikawa (1986). 

SEDIMENT TRANSPORT IN COMBINED WAVES AND CURRENT 

In the following, two different simulations for combined waves and current 
are presented : experiment of Murray (1992) in a tunnel and experiment of Villaret 
and Latteux (1992) in a wave flume. As far as sediment transport is concerned, wave 
flumes and tunnels are not totally equivalent. Indeed, in a flume the presence of a 
wave propagating in the positive direction induces vertical velocities and an 
horizontal drift positive at the bottom and negative in the outer flow. This effect that 
might change bottom processes is not included in the model. 

The value of the proper free stream current Uc to prescribe is obtained by 
data fitting on the space and time averaged horizontal velocity profile. 

Combined waves and current in a tunnel. 

Murray used a set of various hydraulic conditions essentially in the sheet 
flow regime. However, one test (WCS1) presented a rippled bed. Here, the 
parameter a/Lr=6.57 is out of the range of classic vortex ripples and is classified as 
anorbital by Wiberg and Harris (1994) : the ripple shape does not depend on the 
wave orbital amplitude but rather on the grain diameter dsn. The measured ripple 
shape is more 3D than 2D with no asymmetry reported. In the model, we choose a 
symmetric "smoothed parabolic" shape as a first approximation. The sand is fine 
with a mean grain diameter d5o=0.14mm. 

The time and space averaged horizontal velocity and concentration are shown 
on figure (9). The two-slope velocity profile is well reproduced with a break of slope 
at yc/Lr ~ 0.5 and only a slight underprediction in the lower part. The concentration 
profile is correct both in terms of bottom concentration and slope. Very close to the 
bed, the model predicts an increase in the concentration but no data points are 
available at these lower levels. At high elevations, the small overestimation is not 
significant for such low concentrations. 
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yc/Lr 

10 

0.0 0.5 

:U>/Uw 

—I 

1.0 

(a) Non-dimensional horizontal velocity. (b) Volumic concentration. 

Fig. 9. Time and space averaged profiles, 
solid line : DVM; squares: Experiment of Murray (1992) 

The total suspended sediment flux profile Fs and the two contributions Fc and 
Fw presented on figure (10) appear to be in very good agreement with data. The 
strong reduction of the total flux by the negative wave contribution is properly 
predicted by the model at least above the level yc/Lr=0.2. As we get closer to the 
bottom, current and wave contributions become strongly positive with a reversal of 
Fw at about one ripple height above the crest level. This behaviour has previously 
been observed by Vincent and Green (1990) for large scale ripples in the field. 

-1.0e-4 0.0e+0 

Fs DVM 
Fc DVM 
FwDVM 

Fs Exp 
Fc Exp 
FwExp 

F/Uw 

l.Oe-4 

QILrlUw*10S DVM Exp Ratio 
Bed load 

Qb 0.5 * * 

Suspended 

load(Eul) 

2.6 1.3 2.0 

Qc 3.9 4.1 0.9 

Qw -1.3 -2.8 0.5 

Suspended 

load (Lag) 

7.0 * * 

Total load 

7.5 * * 

Fig. 10. Non-dimensional horizontal suspended 
sediment fluxes profiles. 

Experiment of Murray (1992). 

Table 2. Non-dimensional transport rates. 
Experiment of Murray (1992). 

(* : unavailable) 
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To obtain transport rates, Murray used a linear extrapolation of the fluxes 
from the last measurement point (yJLr=O.09) down to the averaged bed level (y=0) 
where F=0 and then performed a depth-integration. Table 2 shows that the same 
Eulerian method applied to model results gives an overprediction of Q,, by a factor 2. 
The current contribution Qc agrees with data while the wave contribution Qw is 
underpredicted. Once considered the shape of the flux Fw profile, the reason of the 
discrepancy is clearly the reversal for the lower levels. The Lagrangian method gives 
a larger (2.7 times) transport rate because it takes indirectly account of the very large 
positive transport beneath y</Lr=0.09. The proportion of bed load in the total load is 
predicted as only 6.6%. 

Combined waves and current in a flume. 

Villaret and Latteux (1992) have carried out combined waves and current 
experiments in a flume. For the selected test, the current followed the wave and the 
wave-induced drift is about 1 or 2 cm/s at the bottom for a velocity amplitude 
Uw=34 cm/s. The other differences with the previous tunnel experiment are a larger 
current : Uci/Uw=1.0 for Villaret and Latteux (1992) whereas Uci/Uw=0.5 for 
Murray (1992) (Ucl is the current at yJLt=1.0), a finer sand (d5o=0.09mm) and a 
smaller ratio a/Lr=1.9, at the upper range of the vortex ripples regime and classified 
as suborbital by Wiberg and Harris (1994). The ripple was 2D but no asymmetry 
was reported. In the model, we use a symmetric "smoothed parabolic" shape. 

The computed horizontal velocity deviates significantly from data (Fig. 
1 l.a.). The model exhibits a two-slope profile with a break of slope at y/L^O.5 and a 
larger apparent roughness with even negative velocity in the near-bed wave-current 
boundary layer where data shows rather large positive velocities. The discrepancy at 
the bottom is a result of the wave drift present in the experiment but not included in 
the simulation. 

In contrast with flat beds, the increase in the current-wave ratio Uc/Uw from 
the simulation of Murray (1992) to Villaret and Latteux (1992) results in a larger 
apparent roughness. Actually, the regime is closer to vortex ripples and the flow 
asymmetry is larger. Hence, shed vortices strongly reduce the velocity. 

In spite of the correct bottom concentration, the calculated profile appears too 
steep in its lower part (Fig. ll.b.). The two-layer structure is rather pronounced 
attesting the large-scale mixing in the lower layer dominated by vortex convection. 

-0.5    0.0    0.5     1.0     1.5    2.0 

_     <C> 
i i iini|    III iniij   T-rtnm 

10'6     10 "5     10 "4    10 "3     10 "2 

(a) Non-dimensional horizontal velocity. (b) Volumic concentration. 

Fig. 11. Time and space averaged profiles, 
solid line: DVM; squares: Experiment of Villaret and Latteux (1992). 
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As a direct consequence of these discrepancies, the computed fluxes profiles 
(Fig. 12) exhibit a completely different pattern from data. At higher elevations where 
the concentration is overestimated, Fs and Fc exhibit maxima, while at lower levels 
where a return flow is predicted, fluxes disagree in amplitude and direction. 

Villaret and Latteux (1992) computed Qs from the fluxes profiles, Qt from 
sand budget and Qb by subtraction. They used a constant extrapolation of the fluxes 
from the last measurement point (yo/Lr=0.18) down to the crest level (yc=0) and then 
performed a depth-integration. The same Eulerian method is used here. As the flux 
Fs is small in the near-bed layer, the two methods for obtaining Qs give similar 
results (Table 3). Nevertheless, the rather close agreement with data is not 
meaningful when the discrepancies in fluxes profiles are considered. The bed load is 
underpredicted and accounts for only 10% of the total transport compared to roughly 
20% in the experiment. 

-2.0e-3 0.0e+0 

Fs DVM 
Fc DVM 
FwDVM 
Fs Exp 
Fc Exp 
Fw Exp 

F/Uw 

2.0e-3 

Q/Lr/Uw*l(H DVM Exp Ratio 
Bed load 

Qb 0.2 0.5 0.4 
Suspended 

load(Eul) 

2.1 1.6 1.3 
Qc 2.0 2.6 0.8 
Q» 0.1 -1.0 -0.1 

Suspended 

load (Lag) 

Q° 2.0 * * 

Total load 

Qt 2.2 2.1 1.1 

Fig. 12. Non-dimensional horizontal suspended 
sediment fluxes profiles. 

Experiment of Villaret and Latteux (1992). 

Table 3. Non-dimensional transport rates. 
Experiment of Villaret and Latteux (1992). 

(* : unavailable) 

DISCUSSION OF THE RESULTS AND CONCLUSIONS 

A numerical model based on a discrete vortex approach has been developed 
to study flow and sediment processes over rippled beds. It has been tested for a 
representative experiment in clear oscillatory flow and three different configurations 
where the free stream asymmetry induces a transport of sand in the near-bed region. 

As far as hydrodynamics are concerned, the model provides a consistent 
prediction of the processes in the near-bed layer dominated by coherent vorticity 
structures. For the wave-alone case, the experiment of Ranasoma (1992) with fixed 
ripples has been used as a validating test. The model is able to describe rather 
accurately the mechanisms of generation, ejection and convection of vortices. For 
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combined waves and current, the model predicts a two-layer flow structure in 
accordance with the experimental data of Murray (1992) in tunnel. 

The consistent qualitative picture of suspension processes and the good 
agreement of concentration profiles found by Hansen et al (1994) for the wave-alone 
case are extended here to the case of asymmetric waves and combined waves and 
current in tunnel. Especially, the large-scale mixing resulting from vortex shedding 
generates a rather uniform concentration in the ripple-influenced near-bed layer. 

Regarding suspended sediment transport, detailed flux profiles provide much 
more information than depth-integrated transport rates. The particularity of such 
unsteady flows is to give rise to a wave flux in addition to the current flux. The total 
suspended sediment flux is then the sum of these two contributions. The current flux 
is always in the direction of the local current (negative for asymmetrical wave and 
positive for combined waves and current) whereas the wave flux opposes the 
direction of the maximum free stream velocity at most levels. This results from the 
convection of sand-laden vortices generated during the positive flow, shed into the 
flow at reversal and convected backwards during the negative flow. In the near-bed 
region, the wave flux reverses and becomes strongly onshore. This behaviour is 
thought to be the result of the larger amount of sand picked up from the crest during 
the positive flow. The fluxes data of Murray (1992) provides a successful 
quantitative comparison for the vortex-dominated region but no data is available to 
understand clearly near-bed mechanisms. 

The evaluation of suspended sediment transport rates has proven the 
importance of the choice of the lower limit for depth-integration when the fluxes 
exhibit large increases close to the bed. 

A discrepancy between model results and experimental data arises for 
combined waves and current in a flume (Villaret and Latteux, 1992). Progressive 
waves induce vertical velocities and a drift positive at the bottom and negative 
above. The absence of this physical feature in the modelling results in a conspicuous 
two-layer structure with a large underestima tion of the horizontal velocity and a 
steep concentration profile in the near-bed region, whereas in the experiment the 
wave drift produces much more gradual profiles. The resulting computed fluxes 
disagree with experiment not only in magnitude but also in direction. This 
simulation demonstrates the need to include in the model the effect of wave 
propagation. 

In such unsteady flows, the assumption of a steady-state ripple can be 
discussed. Indeed the ripple deforms locally during the wave cycle : a small volume 
of sand moves back and forth in the crest region and forms at each half-cycle a small 
cliff downstream of the crest which disappears at flow reversal (Sleath, 1982). In the 
simulations with sediment, the selected shape, "smoothed parabolic", is 
representative of the experimental bed shape (Freds0e and Deigaard, 1992) and 
changing the length of the smoothed crest region has only a small influence on 
bottom processes. It appears from experiments that the bed is less affected by the 
superposition of a current on sine waves than by the wave asymmetry. Therefore, 
symmetric ripples have been used for combined waves and current simulations. 
Beside its stationary shape, the migration of the ripple is neglected based upon 
experiments. Nevertheless, the large increase in the computed wave flux close to the 
bed could be partly due to this unrepresented characteristics. 

As a general conclusion, the study has demonstrated the ability of the model 
to replicate hydrodynamical and sediment mechanisms when the water motion 
induced by waves can be reckoned as oscillatory. 
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Appendix: Experimental conditions. 

Experiment 
Facility 

Motion Test 
(cmls) 

UjO r 
(s) 

alLr UJUW HJL, Re= dso 
(mm) 

Ranasoma (92) 
Oscillatory tie W 2A 20.3 0.5 2.41 0.78 0.18 18000 0.41 

Sato (86) 
Tunnel 

Asym 
W 

S3-03 39.3 0.63 4.0 1.60 - 0.16 48000 0.18 
C2-12 40.6 0.72 3.0 1.30 - 0.14 38000 0.18 
C3-37 67.0 0.83 5.0 1.25 - 0.15 120000. 0.18 

Murray (92) 
Tunnel W+C WCS1 41.3 0.5 10.0 6.57 0.38 0.15 36000 0.14 

Villaret Latteux 
(92) Flume W+C 40 34.0 0.5 2.0 1.91 0.43 0.12 36800 0.07 
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CHAPTER 149 

In-Situ Determination of the Critical Bed-Shear Stress for 
Erosion of Cohesive Sediments 

Erik-Jan Houwing and Leo C. van Rijn1 

Abstract 

A new in-situ erosion meter has been developed to measure the in-situ bed- 
shear strength of cohesive beds. It is assumed that the current velocity, at ini- 
tiation of motion of the toplayer of the bed, can be used to compute the critical 
bed-shear stress. This critical shear stress is the characteristic parameter which can 
define different types of sediment beds. 
The in-situ measurements show that the test results are determined by the prevail- 
ing hydrodynamic conditions in the field (wave activity) and recent depositions 
rather than by physical and biological parameters. 

Introduction 

It is commonly accepted that the strength of the inter-tidal mud flats is 
strongly influenced by physical-, biological- and chemical- parameters (see Amos 
et al., 1992; Verreet at al., 1986). Until now it is not possible to measure these 
parameters separately and predict the resulting strength of the bed. The best way 
to handle this problem is to measure the critical shear stress for erosion of the top 
layer of the bed. By this, all shear strength related parameters are captured in one 
overall parameter: the critical shear stress corresponding to the erosion of the top 
layer of the bed (defining the maximum shear strength of the top layer of the 
bed). These tests can be performed in the laboratory either by using kaolinite beds 
or by samples of natural beds which have to be taken from the field. Both types of 
tests do not seem to reflect the natural conditions of in-situ beds properly. For this 
reason in-situ measurements have to be carried out in order to determine the 
erosive resistance of cohesive sediment. Several in-situ instruments have been 
developed already (Amos et al., 1992a; Williamson, 1994; Gust, 1994; Cornelisse 

'Institute for Marine and Atmospheric Research Utrecht, Utrecht University, PO 
Box 80115, 3508 TC Utrecht, The Netherlands. 
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et al., 1994). Until now, the techniques used are not accurately enough to deter- 
mine the parameters controlling the entrainment of cohesive sediments. One of the 
major problems is that differences are found in the stresses generated by the 
instruments in comparison with the real values in nature (Gust, 1994). Further- 
more, the measurement results are often biased and the measurement results of the 
available erosion instruments show significant differences. This is mainly caused 
by differences in the settings of the instruments (Cornelisse et al., 1994). 

The in-situ Erosion Flume, presented herein, is developed to measure the 
shear resistance of the top layer of cohesive beds. Like most of the flume-systems 
the shear stress on the bed is exerted by an adjustable unidirectional flow. The 
shear stress exerted by the adjusted current velocity was calibrated in the labora- 
tory. The results of the ISEF measurements will give the maximum shear strength 
of the top layer of the bed and is an overall representation of shear strength 
related parameters. 

This article describes the development of the ISEF, the reproductivity tests 
in the laboratory and the field measurements on cohesive beds in the salt marsh 
region in the Netherlands Wadden Sea. 

In-Situ Erosion Flume (ISEF-) 

The in-situ Erosion Flume is a circulating flow system in the vertical 
plane. It consists of a lower horizontal test section, two bend sections and an 
upper section where the flow is generated by a propeller (see figure 1). 

Propeller which can be rotated by means 
of an adjustable oil pressure system 

The open bottom part of the test section 
These sides are pushed into the sediment bed 

1.8m 

Fig.l The in-sltu erosion flume (ISEF). 
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The horizontal test section and the two bend sections have a rectangular cross- 
section with a height of 0.1 meter and a width of 0.2 meter. The bottom part of 
the horizontal test section is open over a length of 0.9 and a width of 0.2 meter. 
When the Erosion Flume is resting on the sediment bed properly, the surface of 
the bed will be in line with the steel bottom plates of the flume on both ends of 
the horizontal section. The total weight of the erosion flume is about 50 Kg. The 
total volume of water in the flume is 100 liter. 
The propeller can be rotated at various speeds by means of an adjustable oil pres- 
sure system. The flow velocity in the horizontal section is measured with a small 
disc-type electro-magnetic flow meter (EMF) placed at 0.55 meter from the 
entrance of the horizontal test section. The measuring point is at 0.075 meter 
below the covering plate of the test section, which is 0.025 meter above the bed 
surface. The suspended sediment concentration is measured by means of an optical 
monitor. 
The erosion process of sediment particles of the bed is related to the prevailing 
bed-shear stress. 
The bed-shear stress can be determined from the measured velocity profile assum- 
ing a logarithmic distribution in vertical direction, which reads as: 

u=^ln(_L) (1) 
K        Zo 

in which: 
u2 = flow velocity at height z above the bed (m/s), u. = (VP)

0,5
   

= bed-shear 
velocity (m/s), rb  = bed-shear stress (Pa), p  = fluid density (kg/m3), K  = 
constant of von Karman (0.4) (-), z = height above the sediment bed (m), Zo = 
0.033 k, + O.lly/u. = zero-velocity level (m), k, = effective bed roughness 
height of Nikuradse (m), and v = kinematic viscosity coefficient (m2/s). 
Based on Eq.(l) the bed-shear stress can be expressed as: 

T^PKVPIU:-^)]-
2 (2) 

An equilibrium flow will not be established in the ISEF because of the 
short length of the test section. This means that the velocity distribution in the 
near-bed region of the horizontal section might deviate slightly from the loga- 
rithmic distribution. Introducing a calibration coefficient a (close to unity) to 
account for this effect, and using the maximum velocity u,,, at the upper edge of 
the boundary layer (8) above the bed, Equation (2) can be expressed as: 

M-2 
xb=pv?(au„f In 

0.033)fc„+0.11v|^ 
(3) 
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The a-coefficient was determined by measuring velocity profiles above a flat bed 
of moving (non-cohesive) sand and gravel particles at conditions just beyond the 
initiation of motion (Houwing and van Rijn, 1992). The a-coefficient varies from 
0.9 to 0.74 as function of an increasing Reynolds number. The boundary layer 
thickness (5) was found to be about 0.025 m. In field situations, the hydrodynamic 
conditions just above the cohesive bed lies within the hydraulic smooth regime. 
Therefore, an a-coefficient of 0.9 is recommended to determine the bed-shear 
stress. The velocity should be measured at a height of 0.025 meter above the bed. 

Reproduction measurements 

Reproduction tests are essential for a correct interpretation of data and to 
know whether the experimental results are reliable (see Cornelisse et al., 1994). 
Changes in test results should be due to changes in bed composition rather than to 
differences in the setting of the erosion meter. It is expected that, in case of the 
ISEF, erosion will appear more easily along the edges of the test section as here 
the bed might be slightly disturbed. Besides that, small undulations on top of the 
bed will lead to small velocity variations thus increasing erosion on that specific 
location. 
Cornelisse et al. (1994) found that the areal size of the test section is crucial for 
the reproductivity of the erosion instruments. The spatial variations in the bed 
properties and the turbulent stresses are averaged out when the erodible area is 
larger. They found a linear relationship between the reproduction error and the 
areal surface which reads as: R= 796*A"0528, based on 13 tests carried out with 
four different erosion meters. The surface area of the test section of the ISEF 
measures 1800 cm2 and the resulting error R is calculated to 15%. 
In order to investigate the reproduction error of the ISEF three laboratory tests 
have been carried out similar to the tests performed with a laboratory carrousel 
(de Jong, 1991). For each test a new bed is constructed in the test section of the 
ISEF. The bed consists of kaolinite and is formed by sedimentation in still fresh 
water. The mean density of the kaolinite bed is in the order of 350 kg/m3. 

The current velocity in the ISEF is increased in steps of one hour during 
each experiment. The sediment concentrations are determined by means of the 
optical sensor. The output of the optical sensor is calibrated in situ based on 
pumped samples. The results of the tests show a good reproductivity (Fig. 2) and 
the error for the reproductivity tests is estimated to 20 % which is in agreement 
with the calculated 15%. The rate of erosion per exerted shear stress is up to 3 
times higher for the ISEF in comparison with the test results performed by de 
Jong. This is probably due to a lower mean density of the initial bed used in the 
ISEF (350 vs 400 kg/m3). 
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Fig. 2 Reproduction of erosion tests. 

Field measurements 

The in-situ field measurements are carried out in one specific area in the 
salt marshes along the main coast of the Netherlands Wadden Sea. The field site is 
surrounded by brushwood groynes and measures 400 x 400 meter. The tide is 
diurnally and most of the time the field area is inundated during high water. Mean 
water depth lies in the order of 1 meter. The area develops into the salt marsh in 
landward direction and is bounded in seaward direction by low tidal flats. The bed 
sediment in this area can be classified as cohesive sediment. It consist of well 
sorted very fine sand (d50=80^m; d^lOOjitm; d10=65j«m) and contains between 
20 to 30 % material smaller than 50/tm. 
Small variations can be found within the field area ranging from d50«75^m close 
to the groynes to d50»90/um near the windward side of the groynes. The density 
of the top layer of the bed (first 5 mm) varies from 1050 kg/m3 in less consoli- 
dated regions to 1300 kg/m3 in the better consolidated regions. The increase in 
consolidation is found going towards the salt marsh and can be contributed to the 
decrease in frequency in tidal flooding and to a better dewatering of the bed. The 
bed density is measured with use of a cylinder of 2.5 cm in diameter. This 
cylinder is pushed into the bed and the sediment core is pushed out carefully and 
slices of 5 mm thick are cut accurately. The bed density is measured in this way 
till 3 cm beneath the surface with a 5 millimeter interval (figure 3). 



IN-SITU DETERMINATION OF COHESIVE BEDS 2063 

Fig. Example of bed density 
function of depth 

The samples are weighted in order 
to obtain the wet bulk density, dry 
bulk density, moisture content and 
voids ratio. 
The results from the ISEF-measur- 
ements will give the maximal 
shear strength of the top-layer of 
the bed for that specific location. 
Comparison with other ISEF- 
measurements will show how the 
erosion resistance of the bed will 
change both in time and in space. 

Several in-situ field mea- 
surements distributed throughout 
the field area have been performed 
during the autumn and winter 
period of 1993 and the summer 
period of 1994. Five measure- 
ments are discussed here forming 
two identical groups where in each 
group the measurements are 
recorded for two consecutive days. 
Group 1 is formed by ISEF-1 and 
ISEF-3 and the tests are carried 

out during autumn on 13 and 14 October 1993. The second group is formed by 
ISEF-5, -6 and -7 and is carried out during summer on 7 and 8 June 1994. 
ISEF-1 is carried out in the middle of the field area where the bed is inundated 
twice a day (mean water depth during high water is around 1 meter) and ISEF-3 is 
carried out close to the salt marsh where the bed is less frequently flooded (mean 
water depth is about 0.15 meter). The differences in bed density, grain size and 
mud content (d^ < 50 m) are given in Table 1. 
Measurement ISEF-5 is carried out on the same spot as ISEF-1: in the middle of 
the field area. ISEF-6 and -7 are carried out more to the west in the field area 
where the bed is sheltered by the groynes. Here, the bed is less consolidated and 
contains a higher percentage of mud. 
ISEF-6 and ISEF-7 are carried out close to each other on one day. The difference 
between both tests is that in case of ISEF-7 the fluffy top layer, of about 5 mm 
thickness, is removed by a scraper exposing the underlying undisturbed bed. The 
bed parameters are shown in Tabel 1. 

The ISEF is placed carefully on the sediment bed. The current velocity in 
the ISEF is tuned accurately during the measurements until the top layer of the 
bed starts to erode. It is tried to follow the same procedure during each 
measurement. The first minutes of the test the velocity is adjusted to 0.05 m/s. 
The current velocity is than increased by steps of 0.05 m/s. Each step last as long 
as one hour or until at least the erosion of the bed is arrested (concentrations 
become constant in time). In the latter case the exerted shear stress equals the 
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strength of the bed at that particular depth (z): rb= rs(z). With help of equation (3) 
the shear stress is computed. The results of the ISEF measurements are shown in 
figure 4 to 8. 

Table 1. ISEF-measurements and bed parameters. The bed parameters are 
measured in the upper 5 millimeter of the bed. The grain size is com- 
puted from the fall velocity distribution from the sediment samples. The 
mud content is determined by filtering the sediment samples through a 
50 fim filter. The standard deviation (STD) is the deviation around the 
mean (<rn.,) calculated from five samples (n=5). 

d5o d-x/dio mud cont Bulkdens STD Drydens STD 
(p.m) (-) (%) (kg/m3) (kg/m3) 

ISEF-1 80 1.85 15 1.74 0.15 1.15 0.14 

ISEF-3 76 1.55 25 1.75 0.09 1.23 0.11 

ISEF-5 80 1.86 15 1.82 0.02 1.20 0.07 

ISEF-6 74 1.55 25 1.60 0.13 1.01 0.17 

ISEF-7 76 1.98 25 1.77 0.13 1.17 0.19 

All figures show an increase in erosion of the top layer of the bed at an 
increasing current velocity (increasing shear stress). At low velocities erosion of 
the bed is non linear and erosion is arrested after a while indicating that the 
exerted stress equals the bed shear strength at that level. At high current velocities 
erosion is linear (see figure 4). It is apparent that in all cases, except for ISEF-3, 
most linear erosion starts around an exerted velocity of 0.20 m/s (figures 4 to 8). 

One of the major problems is to measure the bed density of the top 
mm's of the bed which is one of the basic parameters for the bed shear strength. 
The amount of erosion of the bed can be recalculated to erosion depth, assuming 
that the measured bed density of the first 5 mm of the bed is also characteristic 
for the top layer of the bed. If erosion occurred equally over the entire test section 
(1800 cm2), the erosion depth is limited to 104 millimeter. This is not in agree- 
ment with visual observations after each test. Here it is found that at the end of 
the test the erosion depth can be as high as one centimetre. This difference can 
first of all be ascribed to the fact that the calculations are based on the mean bed 
density while it can be expected that the top millimeter of the bed measures a 
much lower density. Second, erosion of the bed will not always happen throughout 
the entire surface but will often be confined to patches in the test section where 
erosion resistance is lowest. This means that it is of major importance to measure 
the bed density with a much smaller interval and on a much more accurate way 
than in the present study. 
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The results of the tests show that the relationship between the exerted 
shear stress and the erosion rate is poor. This can be expected as in nature the 
composition of the bed and the density of the bed varies strongly in depth. 

Conclusions and recommendations 

The laboratory and the in-situ field measurements of the ISEF show 
realistic results in respect to the results of other researchers. The laboratory tests 
show that the reproducibility of the ISEF is reasonably good. The in-situ measure- 
ments based on the ISEF measures the minimum exerted shear stress at initiation 
of erosion of the bed leading to the maximum bed shear strength. 
The ISEF measures erosion of the top-layer of the bed due to the uni directional 
current only. It is found that due to wave propagation mud-beds can weaken and 
the bed shear strength decreases as result (Mehta, 1988). The ISEF-measurements, 
in this respect, will overpredict the maximal bed shear strength. 
It is expected that the moment of erosion of the top layer of the bed will strongly 
be determined by the composition of the bed, the bed density and biological 
activity in the top layer of the bed (for instance the presence of diatoms). The test 
results have shown that if variation in sand-mud composition, bed density, 
grainsize distribution and biologic activity in the top layer of the bed is relatively 
small, the strength of the top layer of cohesive beds at different locations tend to 
be constant. 

The strength of the top layer of the bed of intertidal mudflats are 
determined by the governing (preceding) hydrodynamic conditions. Wave action, 
especially in very shallow water depth, remoulds the bed sediment. This effect is 
visual in the field to several cm beneath the bed surface, depending on the wave 
heights. The top layer of the bed was found to have approximately constant shear 
strength' on a small spatial scale. The strength of the top layer of intertidal mud 
flats, in this case, is determined rather by the prevailing hydrodynamic conditions 
(wave activity) and recent depositions than by physical and biological parameters. 
Interdisciplinary research of physicist and biologists is needed in order to investi- 
gate the variation in shear strength of the top layer of intertidal mudflats properly. 
It is wise to choose research locations which differs in great extend in shear 
strength-related parameters. The ISEF is useful to characterize different types of 
cohesive sediment beds. More thorough investigation is possible if the bed density 
can be measured on a small vertical scale (millimeters). For this purpose the 
acoustic density meter which is developed by Delft Hydraulics can be recom- 
mended (Verbeek and Cornelisse, 1994). 

More thorough investigation is possible if the in-situ pumped suction 
samples are analyzed with respect to grain size distribution during test procedure. 
In this way it is possible to separate the moment of resuspension of the fraction 
d< 50^m from the moment the sand fraction d> 50/im is resuspending. 
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Fig. 4 Measurement ISEF-4. I indicates non-linear erosion. II 
indicates linear erosion. 

Fig. 5 Measurement ISEF-3. 
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2068 COASTAL ENGINEERING 1994 

4.0 
u (m/s) 

3.0 

f 
2.0- 

1.0- 

0.4 

0  5 10 15 20 25 30 35 40 45 50 55 60 65 

time (inin) 

cone  u 

Fig. 8       Measurement ISEF-7. 



IN-SITU DETERMINATION OF COHESIVE BEDS 2069 

References 

Amos, C.L., G.R. Daborn and H.A. Christian (1992). In-situ erosion measure- 
ments on fine-grained sediments from the Bay of Fundy. Marine Geol- 
ogy. 108. 175-196. 

Amos, C.L., J. Grant, G.R. Daborn and K. Black (1992a). Sea Carousel- A 
benthic, annular flume. Estuarine. Coastal and Shelf Science. 34, 557- 
577. 

Cornelisse, J.M., H.P.J. Mulder, H. Williamson et al. (1994). On the develop- 
ment of instruments for in situ erosion measurements. 4th Nearshore and 
Estuarine Cohesive Sediment Transport Conference INTERCOH'94. 
Wallingford. England. 

Houwing, E.J. and L.C. van Rijn (1992). In situ erosion Flume (EROSF): 
determination of bedshear stress and erosion of a kaolinite bed. Internal 
report. IMAU. 

Jong, P. de (1991). Reproduction-research carrousel (in Dutch). Internal report 
Delft Hydraulics, note zl61-94. 

Mehta, AJ. and E. Partheniades (1982). Resuspension of deposited cohesive sedi- 
ment beds. Proc. 18th ICCE. ASCE, 1569-1588. 

Mehta, A.J. (1988). Laboratory studies in cohesive sediment deposition and ero- 
sion. In: Dronkers. J. and W. van Leussen (eds.-). Physical processes in 
Estuaries. Springer Verlag. Berlin. 427-445. 

Verbeek, H. and J.M. Cornelisse (accepted). Consolidation of dredged sludge, 
measured by an acoustic densitometer. Australian Journal of Marine and 
Freshwater Research. 

Verreet, G., J. van Goethem, W. Viaene et al. (1986). Relations between physico- 
chemical and rheological properties of fine-grained muds. Proceedings of 
the Third International Symposium on River Sedimentation. River Sedi- 
mentation. volIII, 1637-1646. 

Williamson, HJ. (1994). Recent Field Measurements of erosion shear stress using 
ISIS. 4th Nearshore and Estuarine Cohesive Sediment Transport Confer- 
ence INTERCOH'94. Wallingford. England. 



CHAPTER 150 

Control of Cross-shore Sediment Transport 
by a Distorted Ripple Mat 

Isao Irie*       Nobuyuki Ono*        Seiya Hashimoto* 
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ABSTRACT 

A method to control cross-shore sediment transport by a distorted ripple 
mat which is the artificial ripples of distorted cross section has been studied 
through hydraulic experiments and numerical simulation. First of all,the rel- 
ative importance of factors affecting cross-shore sediment transport on fixed 
bed ripples and the condition on which sediment is definitely transported on- 
shoreward are obtained. Based on this condition,experiments with movable 
bed are carried out to see how efficiently the distorted ripple mat can be uti- 
lized in stabilizing natural/artificial beaches. Furthermore,a. numerical model 
of beach profile change in which effects of ripple distortion are considered has 
been developed and beach stabilizing effects of the mat are also reproduced 
numerically. 

INTRODUCTION 

Recently,the needs of preventing beach erosion without installing such bulky 
structures as offshore or submerged breakwaters have increased so as to keep 
a beautiful view and to enable various maritime recreational activities. In or- 
der to prevent people's lives and properties from natural disasters,sandy beach 
needs to be expanded so that land behind is efficiently protected even with the 
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'Former Graduate Student,Ditto 
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temporary retreat of shoreline under severe storm waves. The idea of supply- 
ing sediment from other sources to fulfill those demands, however, will become 
very difficult to be adopted as the general shore protection methods in the fu- 
ture because every coast is more or less suffering from the shortage of sediment 
and cannot afford to supply for other coasts. The supply from land sources will 
also have by itself limitation. The expected sea level rise in coming century 
will make the situation more serious. Thus, the shore protection measures 
utilizing sandy beach can be established only when beach expansion is carried 
out on self sufficiency bases, that is to say, some measures must be developed 
to preserve shoreline through sediment supply from beaches themselves, prob- 
ably from offshore sources. Controlling cross-shore sediment transport by a 
distorted ripple mat composed of precasted concrete blocks could be one of 
the hopeful measures to fulfill those demands,but no positive study seems to 
be carried out since the study by Inman et.al. (1972). In the present paper, 
effectiveness of the distorted ripple mat in stabilizing natural/artificial beaches 
has been studied by hydraulic experiments and numerical simulation. 

Methods of Experiments on Sediment Movement Velocity 

Artificial ripples of fixed bed of different distortion as shown in Figure 
1 were set in two dimensional wave channel whose length, width and height 
is 28m, 0.3m and 0.5m respectively. The length of installation of fixed bed 
ripples was 3m and the average water depth was 27cm. The length and height 
of sinusoidal ripples in Figure 1 was originally determined from the ripple 
dimensions of preliminary experiments with movable bed, in which standard 
waves of 8cm in height and 1.5 sec. in period were acted on the horizontal 
movable bed composed of sediment 0.16mm in median diameter(settling ve- 
locity W =1.6cm/s at 20°C). In the troughs of the fixed bed ripples shown 
in Figure 1, sediment of the same diameter as the movable bed experiments 
were placed with a certain volumes and the same waves were acted. After the 
wave action, 

Fig.l Shape and scale of fixed bed ripples 
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Fig.2 Movement of the centroid of sediment placed on the fixed bed ripples 
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Fig.3 Vertical distribution of mean velocity for sinusoidal ripples and distorted 

ripples 

sediment of each trough of ripples was sucked up by a nozzle and weighed by 

drying. From the change of horizontal distribution of sediment, movement of 

its centroid is obtained. As shown in Figure 2 in which sediment movement 

is traced for sinusoidal ripples, the velocity of centroid movement becomes 

constant after a certain time of wave action and more time is required as the 

volume of sediment per one trough of ripples increases. The steady state of 

centroid movement is considered that the ratio of suspended part and settled 

part of sediment has attained equilibrium condition and thus the centroid 

movement velocity is nothing but the average movement velocity of suspended 

sediment. Figure 3 shows the velocity profiles measured by a magnetic type 

current meter when waves of 8cm in height and f .5 or 2.0 sec. in period are 

acted on sinusoidal ripples (Left) and distorted ripples (Right). It is seen 

that for distorted ripples, the mean velocity is onshoreward within the range 

of 0.2~0.3 of relative water depth above the bottom whereas it is mostly 

offshoreward in sinusoidal ripples. Distortion of ripples clearly creates onshore 
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current near the bottom and this feature could be utilized for controlling cross- 
shore sediment transport. 

Factors Affecting Cross-shore Sediment Transport 

The velocity and direction of cross-shore sediment transport on fixed bed 
ripples may largely depend on the relative magnitude of vortices formed on 
the onshore/offshore side of a ripple. As shown in Figure 4, three factors 
are picked up as the dominant factors determining the relative magnitude 
of vortices, that is,the unsymmetry of wave crest height and trough depth 
Si ={HC — Hi)/H, the tilt of wave profile S2 ={LR — Lp)/L (related to the 
bottom slope tan/3), and the distortion of ripples S3 = (XR — AF)/A(negative 
in the figure). The mean velocity of sediment placed on the fixed bed ripples 
is considered to be expressed(Irie et.al.,1993), 

v: J2a'si (i = 1,2,3) (1) 

where V* is nondimensional form of the mean velocity of sediment movement 
Vg which is positive offshoreward, that is, V*= (Vg/U.m)(W/Um)(h/ri) in which 
Um, W, h and rj are the maximum orbital velocity at the bottom, the settling 
velocity of sediment, the water depth and the height of ripples respectively. 
The coefficients ai, a2 and a^ are determined empirically through the exper- 
iments with fixed bed ripples by changing wave characteristics (for the wave 
height H =8cm,T =1.0 ~ 2.0 sec), the bottom slope (0~1/15) and the rate of 
distortion of ripples (for A =5.5cm and r\ =1.0cm, XR = 0 ~ A/4). According 
to the experiments, a,\ = 0.044, a2 = —0.028 and a3 = 0.033, respectively. 
Figure 5 shows the correlation of the mean velocity of sediment movement 
Vg between hydraulic experiments and calculation using Eq.(l). As shown in 
the Figure, the correlation coefficient was 0.91, indicating satisfactory validity 
of the empirical equation. 

Wave profile 

Fig.4 Definition of dimensions 
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The criteria of onshore/offshore sediment movement when the distortion of 
fixed bed ripples is XR = A/4 (A= 5.5cm,?/= lcm) are examined by Monte 
Carlo Method using Eq.(l). Figure 6 shows the result of calculation where 
the direction and extent of sediment movement are shown with respect to the 
bottom slope and relative wave height. The figure depicts that definite onshore 
sediment movement is expected if the relative wave height H/h is less than 
0.5(corresponding to the offshore zone) although it varies with the bottom 
slope tan /3. 

(x i a3) 
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Fig.5 Comparision of Vg/Um between calculation and experiments 
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Fig.6 Criteria of onshore movement 

Effectiveness of Distorted Ripple Mat 

A distorted ripple mat made by precasted concrete blocks is developed as 
shown in Figure 7. As shown in the figure, one end of a unit block is 
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Concrete blocks 

• .::\7^ 
Plastic filter 

Fig.7 Distorted ripple mat 

piled on the end of the other block and the plastic filter is sticked on the bottom 
face of the block,and thus it flexibly adapts itself to the change of movable bed 
and no settlement is expected. The surface profile of the distorted ripple mat 
is made to have the distortion characteristics of XR= A/4, which corresponds 
to the maximum distortion in preserving strength of the concrete blocks. The 
effectiveness of the distorted mat in controlling cross-shore sediment transport 
is examined by movable bed experiments, where the distorted ripple mat was 
set in the offshore zone based on the results of Figure 6. Figure 8 shows one 
result of small scale experiment carried out as the preliminary experiment in a 
wave flume 4m in length, 15cm in width and 20cm in height. The bed material 
used was glass beads with 0.08mm in diameter. After the action of waves of 
2cm in height and 0.9 sec. in period, an equilibrium beach was formed and 
a distorted mat whose scale was almost 1/3 of the blocks shown in Figure 7 
was set in the offshore zone and waves were acted again. Sediment was sup- 
plied intermittently for beach fill at the location just onshore of the distorted 
mat. The distorted ripple mat checked the offshore sediment movement ef- 
fectively,and most of the supplied sediment moved onshoreward and finally,as 
seen in the figure, a new beach is formed. Figure 9 shows the medium scale 
experiment; the same scale as the experiments shown from Figure 1 to Fig- 
ure 6. An equilibrium beach was formed by acting waves of 8cm in height 
and 1.6 sec. in period on the initial each slope of 1/5 in the surf zone and 
1/20 in the offshore zone. A distorted ripple mat was set in a limited range of 
the offshore as shown in the figure and waves were acted again. Sediment was 
supplied just onshore side of the distorted ripple mat. Movement of sediment 
can be more easily detected by spatially integrating bottom profile change 
onshoreward from the offshore point where no significant change takes place. 
The result of calculation of the present experiments is shown on the bottom 
of Figure 9. From the figure,the direction of net sediment movement on the 
distorted ripple mat is seen to be definitely onshoreward in spite of much sand 
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supply on the onshore side of it. Because of the strong effect of distorted ripple 
mat,the bottom is scoured just offshore side of the mat although a portion of 
scoured sediment is offshoreward which is considered to have caused because 
the initial profile was not completely in equilibrium. 
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Reproduction by Numerical Calculation 

A numerical model of beach profile change has been developed by taking 
consideration of the effects of ripple distortion on cross-shore sediment trans- 
port. In Eq.(I), the a,verage velocity of sediment movement Vg on fixed bed 
ripples could be considered to represent also the velocity of suspended part 
of sediment on movable bed if the rate of distortion of ripples 5*3 is same as 
the one of movable bed. Thus the transport rate of suspended part of sedi- 
ment in one pitch length of ripples can be obtained by multiplying Va with the 
potential rate of sediment suspension. Here, we give; 

QSS = \f Cdz (2) 

VSG = Vg (3) 

where A is the pitch length of ripples and C is the density of potential sus- 
pension of sediment at the height z. In the present study, C is obtained by 
the suspension formula by Skafel et.al.(1984). The important phenomena not 
included in the fixed bed ripples are the movement by bed shear at the sur- 
face of ripples on onshore and offshore phase of orbital velocity. As shown 
in Figure 10, sediment entrained by bed shear near the tips of ripples will 
be transported onshore or offshore up to the range of orbital length d0 and 
during this process, the entrained sediment will be partly enrolled in the rear 
vortices of ripples at a rate, say, R as shown by the shaded parts in the figure. 
The enrolled parts could be considered to contribute directly to suspended 
sediment whereas the rest of sediment will settle down on the bottom during 
half period. In finite amplitude waves, the characteristics of orbital velocity 
is different between onshore phase and offshore phase and thus the rate of 
bed shear transport is different between both phases. The rate of bed shear 
transport $(£) is obtained from Madsen and Grant(1976) as follows: 

$(i) = 40*3(i) (4) 

where W(i) is the Shields Number. In Figure 10, we define; 
QBO    :Integration in space and time of sediment volume transported 

by bed shear and settled on the bottom on onshore phase 
(related to the rate of vortex enroll=i?) 

QBF    :ditto but on offshore phase 
(also related to the rate of vortex enroll=i?) 

Figure 10 indicates that the centroids of QBO, QBF and QSS have moved 
by the distance, XGL, XGR and XBG in one period. Further we denote; 

VBG    :Average movement velocity of (QBO + QBF) 
VT        :Total average movement velocity of (QBO + QBF + QSS) 

The following equation is formulated(Hashimoto et.al.,1993); 
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Fig.10 Onshore/Offshore sediment movement by bed shear 
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Fig. 11 Movement and expansion of sediment in a ripple pitch length during 
one period of waves 

(QBO + QBF + QSS) x VT = (QBO + QBF) x VBG + QSS x VSG (5) 

Defining QT = QBO + QBF + QSS, 

VT = {QBO + QBF)IQT x VBG + QSS/QT x VSG (6) 

The total average movement velocity VT should be modified by the effect of 
gravity, that is, the local bottom slope 6. Defining the modified velocity to be 
VTG, 

VTG = VT + J -sml 

where J is the empirical constant value. 

(7) 
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Experiment (H=8.0cm,T=1.5s,h=l9.5cm) 
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Fig.12 Movement and expansion of sediment placed on the trough of sinu- 
soidal ripples of fixed bed(experiment) 
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Fig. 13 Movement and expansion of sediment placed on the trough of sinusoidal 
ripples of fixed bed(calculation) 

As shown in Figure 11, the total volume QT in one pitch length of ripples 
is considered to move with the modified velocity VTG and scattered at a rate 
P in the range of orbital length dQ during one period. Further, this movement 
in one pitch of ripples is assumed to take place at random throughout the 
profile and each ripple experiences only one time during one period. This idea 
enabled to calculate dispersion process of sediment due to wave action. Figure 
12 shows the scattering process of sediment placed on the trough of sinusoidal 
ripples of fixed bed (at X = 0 in the figure) by wave action, and the results of 
numerical calculation in the same condition is shown in Figure 13. The rate 
of dispersion P was selected to be 0.1 empirically. The process of sediment 
dispersion seems to be reproduced satisfactory. Another important feature of 
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the present model is the adoption of equilibrium profile. Natural beaches could 
be considered to be in quasi-equilibrium on long term basis. Once the beaches 
experience a, certain impact of change such as excavation or beach filling, the 
beach profile change will take place being governed by the hydraulic condition 
in equilibrium state. In the present study,the equilibrium condition is given 
by the following condition. 

VTG = VT + J- sin 0 = 0 (8) 

Here,two empirical constant values, that is, R in definition of QBO and 
QBF, and J in Eq.(8) could be determined if another definitive equation is 
available in addition to Eq.(8). In the present study, R and J were determined 
by comparing the beach profile change calculated by substituting a trial value 
of R and J (on the condition that Eq.(8) is satisfied) with movable bed ex- 
periments. As shown in Figure 14, initial equilibrium profile is given from 

laboratory experiments. 

Z = O.f 84^° (9) 

The horizontal axis is divided into average ripple pitch length and sediment 
movement only in the offshore zone is calculated. 

10 

o -10 

cu -20 - 

-30 

-40 

B.P.              !            !            ! 
(X=135.0cm) 

S069  .— 

;  ^>NJ=*V^    1       Z=6.1841X 

Equilibrium profile 
by experiment 

-100   0    100  200  300  400  500  600  700 

X(cm) 

Fig.14 Equiliburium profile used as the initial condition 

Effectiveness of Distorted Ripple Mat by Numerical Calculation 

Effectiveness of distorted ripple mat is reproduced by numerical model ex- 
plained above. Figure 15 shows the idea in calculation. Suppose the original 
beach profile is AFBC in the figure. We consider the case when the profile 
is partly excavated as AFGH and calculate resulting change of profile.   We 
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secondly calculate the change of profile when most steep part FG is protected 
by the distorted ripple mat. This calculation would also correspond to the 
case when the original beach AFBC is filled to form ADEBC, that is to say, 
the beach fill is cut at half way E ~ B and thus it is examined whether or 
not the filled beach can be preserved by the distorted ripple mat. The results 
of calculation are compared with experiments and actual initial profile and 
excavation section are shown in Figure 16. 

•M-K-^VrtW->»aX«<» 

Fig.15 Conception showing that beach cut AFGH is virtually same as beach 
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Fig. 16 Method of beach cut 
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Fig. 17 Deformation of the slope by calculation without distorted ripple mat 
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Fig.18 Deformation of the slope by experiments without distorted ripple mat 

Figure 17 is the result of calculation when steep slope face is not protected 
and Figure 18 is the result of experiments. The steep face is rapidly collapsed 
by wave action in both cases. Figure 19 and 20 show the result when the 
steep slope is protected by the distorted ripple mat for the case of calculation 
and experiments respectively. The initial profile is seen to be almost preserved 
even after 3 ~ 4 hours of wave action for both cases. This is because offshore 
sediment movement is checked by the distorted ripple mat and only the local 

minor change took place. 
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Fig.19 Stabilized slope by calculation with distorted ripple mat 
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Fig.20 Stabilized slope by experiments with distorted ripple mat 
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Conclusions 

Three factors, that is, the unsymmetry of wave crest height and trough 
depth, the distortion of wave profile and the distortion of ripples are the dom- 
inant factors affecting cross-shore sediment transport on fixed bed ripples. In 
the present distortion of ripples,definite onshore sediment movement is ex- 
pected if the relative wave height H/h is less than 0.5, depicting that the 
distorted ripple mat is effective only in the offshore zone. The effectiveness of 
the distorted ripple mat is confirmed by both experiments with movable bed 
and numerical calculation. 
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CHAPTER 151 

HOW MUCH VELOCITY INFORMATION IS NECESSARY TO 
PREDICT SEDIMENT SUSPENSION IN THE SURF ZONE? 

Bruce E. Jaffe1, David M. Rubin1, and Asbury Sallenger, Jr.2 

ABSTRACT 

The time-dependent response of sediment suspension to water velocity was 
explored by modeling field measurements collected in the surf zone during a large 
storm. Both linear and nonlinear input-output models were formulated with water 
velocity as input and suspended-sediment concentration as output. A sequence of 
past velocities (velocity history), in addition to velocity from the same instant as the 
measurement of suspended-sediment concentration, were used as input. The 
velocity-history length was allowed to vary. The models also incorporated a lag 
between input (instantaneous velocity or velocity history) and output (suspended- 
sediment concentration). 

Instantaneous horizontal water velocity, or velocity to a power, does not 
contain enough information to predict suspension in the surf zone. Unlike steady 
uniform flow, more than one velocity is necessary to parameterize pick-up and 
mixing of sediment into the water column. Using a velocity history improves 
predictions of suspension by more fully specifying flow conditions (including 
accelerations and changes in accelerations) responsible for suspension. 

Suspension in the future is better predicted than suspension at the same 
instant as velocity measurements. Incorporating such a lag between velocity and 
concentration improved predictions, with optimum lag time increasing with elevation 
above the sea bed (from 1.5 seconds at 13 cm to 8.5 seconds at 60 cm for linear 
models). These lags are largely due to the time for an observed flow event to effect 
the bed and mix sediment upward. 

Nonlinear models relating suspension to velocity do better than linear models 
using the same velocity history. Nonlinear models are able to exploit changing 
relationships between suspension and velocity history for different wave shapes. For 
the environmental conditions of our study, the optimal model (correlation coefficient 
of 0.58) used 3 seconds of velocity history (approximately one-quarter wave period) 
and a 1.5 second lag to predict suspension. 

1 U. S. Geological Survey, 345 Middlefield Rd., Menlo Park, CA 94025 
2 US Geological Survey, Center for Coastal Geology, 600 4th St. South, 

St. Petersburg, FL 33701 
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INTRODUCTION 

Models for sediment suspension in the surf zone are based on models 
developed for streams and the continental shelf. Additions of time-varying pick-up 
and mixing of sediment into the water have been the major changes to fluvial or 
continental shelf models to make them usable in the surf zone. For stream flow, a 
mean velocity (raised to a power) is used to determine the steady driving force for 
suspension. Two velocities, a mean velocity and a maximum orbital velocity, are 
used to determine the forcing for suspension in continental shelf sediment transport 
models (Smith, 1977; Grant and Madsen, 1979; Glenn and Grant, 1987). It is not 
obvious how much velocity information is necessary to predict suspension in the surf 
zone or if velocity alone is a good predictor for suspension. 

There are many complexities that make it difficult to use first principles of 
physics to formulate models for sediment suspension. For example, it is not obvious 
how to model suspension in a reversing flow with velocity asymmetries caused by 
irregular waves. In this paper, we use a method developed by researchers studying 
nonlinear systems, input-output modeling, to determine which velocity information is 
important to predict sediment suspension. The goal of this study is to guide us in 
formulation of improved models. 

METHODS 

The ability to predict sediment suspension from flow velocity was evaluated 
using input-output modeling of field measurements. Input-output modeling, 
employing one time series of forcing input and a simultaneous series of output 
response, has been described by Hunter and Theiler (1992). In this study, input is a 
single near-bed flow velocity or a sequence of velocities (velocity history) and output 
is suspended-sediment concentration. 

The techniques applied in this paper are based on techniques that have been 
developed recently for forecasting nonlinear, nonperiodic, time series and spatial 
patterns (Livezey and A. G. Barnston, 1988; Farmer and Sidorowich, 1989; 
Sugihara and May, 1990; Casdagli, 1991; Casdagli et al., 1992; Rubin, 1992). The 
procedure requires splitting a time series into two parts. One part, the learning set, is 
used to learn the relations between input and output variables. The other part of the 
time series, the testing set, is used to test the predictive ability of relations determined 
from the learning set. Predictions are made by searching the learning set for 
conditions where the recent velocity history approximates the velocity history of a 
predictee from the testing set, and then using the concentration response of these 
nearest neighbors in the learning set to predict the concentration of the predictee. The 
general approach is outlined below; details of the computational algorithm are given 
by Casdagli (1991) and Rubin (1992). 

The approach in this study is to relate concentration C to a sequence of 

velocities (Ut through Ut+1    ) in the learning set by solving 

m 

Ct =a0+ I aj U"+l_i (1) 
i=l 

where m is the number of velocity measurements that are used to predict each C, n is 
an integer, and t is time. 
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Eq (1) can be used for both linear and nonlinear modeling. For linear 
models, ao through am are evaluated a single time for the entire learning set. The 
values of ao through am are then substituted in eq (1), and each predictee velocity 
sequence from the testing set is substituted in eq (1) to predict concentration. The 
resulting model is a global, linear, multiple regression. 

For nonlinear models, ao through am are re-evaluated for each prediction 
using a subset of observations in the learning set. To solve eq (1) requires a 
minimum of m+1 observations from the learning set, but any greater number of 
observations can be used. For each solution, the k observations that are most similar 
to each predictee sequence are used to solve eq (1). For example, if concentration is 
being related to a sequence of 2 successive velocity measurements, then to make a 
single nonlinear prediction, the entire learning set is searched to find the 3 sequences 
of 2 successive velocities that are closest to the predictee sequence. Eq (1) is used to 
solve for ao through a2 using these 3 nearest-neighbor velocity sequences and the 3 
corresponding observed concentrations in the learning set. Those values of ao ... &2 
and the velocities of the predictee sequence are then substituted in eq (1) to predict 
concentration. 

Closeness of sequences is measured using least squares, and those sequences 
that are most similar to the predictee sequence are known as nearest neighbors. 
Ranking of neighbors can be visualized in two ways: (1) similarity of velocity 
sequences in a time series or (2) distance in velocity space. Determination of nearest 
neighbors can be visualized as matching a segment of velocity time series by sliding a 
m-point window through the time series (Fig. la). The most similar velocity 
sequences (evaluated by the squared differences between individual points in the two 
sequences) are defined to be the nearest neighbors. Alternately, nearest neighbors 
can be visualized by plotting each velocity sequences as a single point in velocity 
space. For a two-point sequence, the axes of velocity space are the two successive 
velocities (Fig. lb). The nearest neighbor to a velocity sequence (represented as a 
single point) is the nearest point. Note this is computationally equivalent to the 
squared difference in individual dimensions. The three nearest neighbors to point A 
in Figure lb are points B, C, and D. 

Because ao through am are re-evaluated for each prediction in nonlinear 
modeling, nonlinear relations between concentration and velocity can be learned and 
exploited for forecasting, even though eq (1) is purely linear. The advantage of using 
a small subset of observations (or small neighborhood) in the learning set is that the 
nonlinear structure of the data can be approximated most precisely using small linear 
pieces; the resulting model (called a local linear model) is thus more sensitive to the 
specific flow conditions (Fig. 2a). In contrast, the advantage of using all the 
observations in the learning set (a global model) is that noise reduction is greater 
(Fig. 2b). In the present study, we know that sediment response to forcing by 
velocity is nonlinear but are using the forecasting technique to learn if the system is 
noise-free enough that nonlinear models outperform linear models and if the 
nonlinearity is more complicated than Un or IUIn. 
In addition to varying the number of nearest neighbors used to make forecasts, we 
can vary the number of velocity measurements (velocity history) used to predict each 
concentration. This velocity history can be as low as 1 point (where instantaneous 
concentration is related only to the simultaneously observed velocity), but increasing 
the velocity history to values greater than 1 can improve modeling accuracy in several 
ways. First, additional dynamic properties of the forcing flow can be identified. For 
example, with a single velocity observation, only velocity is known; with a second 
sequential velocity observation, acceleration can also be determined; and with a 
longer sequence of velocity measurements, wave shape can be identified. 
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Figure 1. Two methods of visualizing selection of nearest neighbors, (a) Sliding a 
window the width of the velocity sequence through a time series to select similar 
sequences, (b) Distance in velocity space. In this case a two point sequence can be 
represented by a single point having coordinates given by velocity and velocity from 
the previous time step. The nearest neighbors to point A are points B, C, D. In both 
cases, the difference between sequences (a) or the distance between neighbors (b) is 

Ul ,,.+i_,') > where m is the number of points in the velocity defined by j,(Ut+i-i 
i=\ 

sequence, U is the velocity in the testing set, £// is the velocity is the learning set, 
and t and ts are the times of the last point in the velocity sequences in the testing and 
learning set, respectively. 
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(b) 

U u 
Figure 2. Comparison of modeling results for hypothetical steady flow transport 
data. Dots are data points; light lines are global linear model predictions; dark lines 
are local linear model predictions. For noise-free data (a), local linear models can 
learn the nonlinear relation between concentration, C, and velocity, U, by looking at 
local pieces of the curve, thereby outperforming a global linear model. For example, 
a threshold velocity for suspension can be predicted by a local linear model. For 
noisy data (b), the global linear model outperforms local linear models because of the 
greater noise reducing capability of the global model. These examples are based on 
one-dimensional models (concentration is predicted from a single value of velocity). 
In the case of surf-zone transport, concentration is predicted from a sequence of 
velocities, and the relations can not be displayed as easily. Instead, the capability of 
each model is quantified by the correlation coefficient for the predictions. 

Second, because of the time required for settling to occur, concentration in a 
decelerating flow depends on previous velocities (those that caused suspension of 
sediment that has not yet had time to fall to the bed). If the velocity history used to 
predict concentration is extended too far into the past, however, forecasts become 
degraded because the early velocities have increasingly little relevance to the later 
concentration. 

In applying these forecasting techniques, a large number of models are 
evaluated, each employing a different number of nearest neighbors k, a different 
number of velocity measurements m used for each forecast, a different exponent of 
the velocity n, or a different time from the end of the velocity sequence to the time for 
which concentration is forecast (lag). The models are evaluated by the correlation 
coefficient between predicted and observed concentrations. 

FIELD EXPERIMENT 

Sediment suspension was measured during a large cooperative field 
experiment investigating the morphologic response of the nearshore to storms 
conducted at the U. S. Army Corps of Engineers Field Research Facility (FRF) at 
Duck, North Carolina (see Mason et al, 1984, for a description of the experiment). 
The FRF is located on a long straight beach with well-sorted fine sand (~0.15 mm 
median diameter) in the offshore. 

As part of this experiment, the U. S. Geological Survey deployed an 
underwater sea sled (Sallenger et al, 1983) equipped with instruments to measure 
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waves, currents, sediment suspension, and profile change. Waves were measured 
using a pressure sensor and horizontal currents were measured at 3 elevations (0.5, 
1.0, and 1.75 m above the bed) using 2.5-cm-diameter electromagnetic current 
meters. Suspended-sediment concentration was measured at 5 elevations (0.10, 
0.13, 0.19, 0.31, and 0.61 m above the bed) using optical backscatter sensors (OBS, 
Downing et al., 1981). The nearshore profile was measured using an infrared range- 
finder sighting on prisms mounted on a 10 m mast as the sled was pulled offshore 
and onshore by a winch and lines and a system of blocks. The sled was moved to 
measurement locations where 34.1 minutes of data were collected at 2 Hz from each 
sensor. 

RESULTS AND DISCUSSION 

Data reported in this paper were collected at one mid-surf-zone station, 100 m 
offshore, during the waning stages of a large extra-tropical cyclone on October 13, 
1982. Offshore significant wave height was 1.6 m, and peak period was 12 s during 
data collection. Significant wave height at the measurement location was 1.7 m 
(water depth of 3.6 m). Mean currents at 0.5 m above the sea bed were directed 
obliquely offshore, with a 0.11 m/s cross-shore component and a 0.12 m/s longshore 
component. Significant orbital velocities at 0.5 m above the bed were 0.85 m/s in the 
cross-shore direction and 0.36 in the longshore direction. Waves were asymmetrical, 
with stronger, short-duration onshore flows and weaker, longer-duration offshore 
flows. Maximum cross-shore velocity was 2.12 m/s, directed onshore. The bed 
configuration was calculated to be within the planar-bed regime of Komar and Miller 
(1975). 

Using instantaneous velocity to predict suspension 

A time series of suspension and horizontal water velocity (Fig. 3) shows 
intense suspension (referred to as suspension events by Downing, 1983; Jaffe and 
Sallenger, 1992) occurs irregularly. A scatter plot of concentration 19 cm above the 
sea bed versus cross-shore velocity (squared, to remove the sign and to make the 
relation between flow and concentration more in agreement with what is known for 
steady flow) 50 cm above the sea bed shows a lack of correlation between suspended 
sediment concentration and instantaneous velocity (Fig. 4). High concentrations can 
occur at zero velocity because sediment suspended earlier has not yet settled. Low 
concentrations can occur at high velocities because sediment suspended at the bed has 
not yet mixed high enough into the water column to reach the elevation of the sensor. 
The correlation between instantaneous concentration and cross-shore velocity squared 
is very poor, with a correlation coefficient of -0.02. Correlations between the 
instantaneous concentration and velocity to a higher power are also poor (Fig. 5). 
Other instantaneous velocity measures, longshore velocity or speed, are also poor 
predictors of suspension (Jaffe and Rubin, in preparation; Jaffe, 1993). More than 
instantaneous velocity is needed to predict sediment suspension. 

Acceleration as a Predictor for Suspension 

Acceleration/deceleration effects on bottom turbulence have been observed by 
other researchers. Increased turbulence during flow deceleration was observed by 
Schubauer and Skramstad (1947) in the laboratory. Gordon (1975) found increased 
Reynolds stresses during deceleration in tidal flow (Fig. 6). Hanes and Huntley 
(1986) and Osborne and Greenwood (1993) measured increasing suspension during 
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Figure 3. Time series of cross-shore velocity (U) and longshore velocity (V) at 50 
cm above the sea bed, and suspended sediment concentrations (C) at 4 elevations 
above the sea bed (13, 19, 31, and 61 cm above the sea bed). For this time series, 
the testing set used in the modeling is the first 6.66 minutes (800 points) of the time 
series. The learning set is the measurements from 6.66 minutes to 34.1 minutes 
(3295 points). Intensity of suspension decreases with elevation above the bed. Note 
the short-lived periods of intense suspension (suspension events) throughout the 
record. 
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Figure 4. Scatter plot of concentration at 19 cm above the sea bed versus the cross- 
shore velocity squared at 50 cm above the sea bed. The correlation coefficient for a 
linear regression (global model) is -0.02. Note the high concentrations occurring at 
low velocities. 
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Figure 5. Correlation coefficient versus exponent of velocity. Correlation 
coefficients are for a linear model using instantaneous velocity raised to a power to 
predict concentration at 19 cm above the bed. The velocity and absolute value of 
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Figure 6. Reynolds stress versus flow speed for flood tidal flows. Note that 
stresses are greater during decelerating flow than accelerating flow for the same 
speed. Figure from Gordon, 1975. 
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flow deceleration over bedforms. Conley and Inman (1992) found sediment pluming 
events (in which sediment was lifted on the order of 10 cm into the water column) 
occurred during the decelerating phase of some waves over plane beds (Fig. 7). 

We tested to determine if suspension was correlated with instantaneous 
acceleration. Sediment concentration was not well correlated (r=0.12) with 
acceleration at the same instant (Fig. 8). Higher concentrations tended to occur 
during decelerating flow than accelerating flow. Onshore accelerating flows tended 
to have higher concentrations than offshore accelerating flows. Highest 
concentrations occurred during decelerating onshore flows under the wave crest. 
High concentrations also occurred at low accelerations and after flow reversals. 
Similar to instantaneous velocity, instantaneous acceleration was a poor predictor for 
suspension. However, the tendency for higher concentrations during flow 
deceleration indicates that it is important to include acceleration in the input for a 
model of sediment suspension. 

Using a Sequence of Velocities to Predict Suspension 

A velocity history contains more information about the state of the flow (and 
possibly about forces causing suspension) than a single velocity. In the previous two 
sections, instantaneous velocity and acceleration were found to be poorly correlated 
with suspension. More information is contained if two velocity points are used to 
define the flow (Fig. lb). For example, a two-point velocity sequence contains 
information about magnitude and direction of instantaneous velocity and magnitude 
and sign of acceleration. Seven different flow regimes can be delineated by regions 
in a velocity space plot of a two-point velocity sequence (Fig. 9a). The diagonal line 
in Figures lb and 9a indicate no accelerations; points off this line indicate either 
accelerating or decelerating flow. Contours of concentration plotted in two-point 
velocity space (instantaneous velocity and velocity 0.5 seconds earlier) are ordered 
and show that high concentrations occurred for some sequences of two velocities 
(Fig. 9b). For example, high concentrations occurred for decelerating strong 
onshore flows (A in Fig. 9b). 

Longer velocity histories give information about persistence of strong flows, 
acceleration history, flow reversals, and wave shape, all of which could be important 
in predicting suspension. A representative time series of cross-shore velocity (Fig. 
10) illustrates how irregular waves have different velocity sequences even where 
instantaneous velocities and accelerations are similar. 

To test whether more information about suspension is contained in earlier 
flows, differing lengths of velocity histories were used as input to models. 
Correlations increased as more velocity history was included to relate velocity to 
suspension until reaching a maximum of 0.42 at a velocity history length of about 
one wave period. Correlation coefficients for nonlinear models were maximum 
(0.48) at about one-half wave period of velocity history (Jaffe and Rubin, in 
preparation; Jaffe, 1993). The increase in predictability primarily results from a more 
complete description of flow conditions causing suspension. Improved predictions 
were also the result, in part, of including a lag effect. 

Lag between Velocity and Suspension 

Because modeled concentration was measured 19 cm above the sea bed, a lag 
between the flow inducing suspension and the concentration response would be 
expected (to allow time for sediment to be carried up into the water column). Models 
incorporating such a lag performed better than models that did not. For a linear 
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Figure 7. Sediment plume rising above the bed during decelerating flow under a 
wave crest. Figure from Conley and Inman, 1992. 
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Figure 8. Concentration at 19 cm above the bed versus cross-shore flow 
acceleration. Triangles are onshore flows; squares are offshore flows; crosses are for 
periods where flow reversed. Highest concentrations occurred during decelerating 
(negative sign) onshore flows. 
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Figure 9. (a) Seven different flow regimes in a velocity space plot of a two-point 
velocity sequence (b) Concentration contours plotted in velocity space (instantaneous 
velocity and velocity from the previous time step). See Figure lb for data density. 
High concentrations occurred for decelerating strong onshore flows (e.g., point A). 
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model with instantaneous cross-shore velocity squared as input, peak performance 
was obtained using velocity to predict concentration 1.5 seconds later (Fig. 11). This 
lag increased with elevation above the bed, increasing to 8.5 seconds at 61 cm above 
the bed (Jaffe and Rubin, in preparation; Jaffe, 1993). Nonlinear models and models 
using a velocity history also performed better when including a lag. An additional 
cause for a lag would be a sediment pick-up response lagging the velocity. This 
could occur if turbulence at the sea bed took time to build or its structure changed 
with time (e.g., response to flow reversal). 
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Figure 10. Time series of cross-shore velocity at about 300 s into the record (Fig. 3) 
illustrating why a velocity history is necessary to fully specify flow conditions. 
Points A, B, and C have similar instantaneous velocities, but different accelerations 
and are preceded by different velocities. 

Figure 11. Correlation coefficient versus lag time between input (a single cross- 
shore velocity squared) and output (concentration 19 cm above the sea bed). A 
positive lag is concentration later than velocity. Models perform better when a lag 
time is included primarily because they account for the time it takes to mix sediment 
up into the water column. 
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Best model 

Incorporating lag and velocity history into a nonlinear model gave the best 
predictions for suspension. Addition of nonlinearity allows differing relationships 
between velocity and concentrations for different velocity sequences (e.g., flow 
under differing wave shapes). The optimal model (correlation coefficient of 0.58) 
used 3 seconds of velocity history (approximately one-quarter wave period) and a 1.5 
second lag to predict suspension. This nonlinear model was able to predict the 
suspension event at 312 seconds (Fig. 12). Just as important, suspension events 
were not predicted for waves between 320 and 350 seconds. 

Mean concentration and cross-shore suspended sediment flux were well 
predicted by this model. Observed and predicted mean concentration was 1.12 and 
1.11 gm/1, respectively. Observed and predicted cross-shore flux at 19 cm above the 
bed was 37.1 and 34.3 gm/m2/s onshore, respectively. The good agreement between 
predicted and observed flux was largely due to good predictions for high 
concentration. Low concentrations were not predicted as well; but, because their 
phasing relative to the wave orbital velocity is more random than high concentrations 
(Jaffe and Sallenger, 1992), errors in predictions were diminished by fluxes in 
opposite directions canceling resulting in a low contribution to net flux. 

Velocity (m/s) •    Cobs - C pred 

300 310 320 330 
Time (s) 

340 
0.0 

350 

Figure 12. Time series of cross-shore velocity 50 cm above the sea bed and 
predicted and observed suspended sediment concentration 19 cm above the sea bed. 
Concentrations were predicted using the best model found through exploratory 
modeling, a local linear model with an input of 3 seconds of velocity squared, 
decimated to one point every 1.5 seconds, and a time lag of 1.5 seconds. This 
nonlinear model was able to predict high concentrations that occurred at 310 seconds 
into the record. Intermediate concentrations before and after highest concentrations 
are not well predicted. Correlation coefficient for 794 predicted/observed values is 
0.58. 
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CONCLUSIONS 

(1) Instantaneous horizontal water velocity, or velocity to a power, does not contain 
enough information to predict suspension in the surf zone. Unlike steady uniform 
flow, more than one velocity is necessary to parameterize the pick-up and mixing of 
sediment into the water column. 

(2) Instantaneous acceleration predicts suspension better than instantaneous velocity, 
but neither of the instantaneous models performs as well as models using a sequence 
of velocities. A sequence of past velocities (a velocity history) improves predictions 
of suspension by more fully specifying flow conditions (including accelerations and 
changes in accelerations) responsible for suspension. 

(3) Suspension in the future is better predicted than suspension at the same instant as 
velocity measurements. These lags are largely due to the time for an observed flow 
event to effect the bed and mix sediment upward. 

(4) Nonlinear models relating suspension to velocity do better than linear models 
using the same velocity history. Nonlinear models are able to exploit relationships 
between suspension and velocity history that change for different wave shapes. For 
the environmental conditions of this study, the optimal model used 3 seconds of 
velocity history (approximately 1/4 wave period) and a 1.5 second lag to predict 
suspension. 
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CHAPTER 152 

BEACH PROFILE SPACING: 
PRACTICAL GUIDANCE FOR MONITORING NOURISHMENT PROJECTS 

Timothy W. Kana, Ph.D., and Christopher J. Andrassy, P.E.1 

ABSTRACT 

A search of the literature shows there are no established standards for the 
spacing of profiles for postnourishment monitoring. One standard that appears to apply 
in the United States relates to construction surveys. Most recent nourishment projects 
use prefill and postfill profiles at 100-foot (ft) [ ~ 30 meter (m)] spacing for payment 
purposes. Rarely is this close spacing duplicated in subsequent monitoring surveys. 
How accurately does such spacing reflect the actual volume of fill remaining? 

Four sets of closely spaced profile surveys to closure were performed over a 
two-year period following the 1991 Hunting Island, South Carolina, nourishment proj- 
ect. Fill volumes remaining within the project area were computed to closure depth 
using the average-end-area method. The complete dataset at 100-ft (30 m) spacing pro- 
vided the basis of comparison. Volume calculations were performed for the possible 
combinations of profiles at greater spacings up to 1,200 ft (365 m). The normalized 
results show the expected increase in error as profile spacing increases. However, the 
variation was generally less than ±3 percent up to spacings of 500 ft (~ 150 m). At 
1,000 ft (~ 365 m), the error band spanned 20 percent of the project volume. The 
Hunting Island dataset provides guidance for minimum profile spacing for nourishment 
projects with highly varying fill sections or irregular shoreline morphology. Spacings 
of 400-500 ft (120-150 m) provided a reasonably accurate result. Accuracy was 
greatly reduced at longer spacings. Longer nourishment projects, involving less 
variable fill volumes, likely can be evaluated at somewhat longer spacing with com- 
parable accuracy. However, a disadvantage of surveying only the minimum number 
of profile lines is the error introduced if even one line has to be discarded from the 
dataset because of field survey errors. 

:CSE Coastal Science & Engineering, Inc., PO Box 8056 Columbia SC 29202 

2100 
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INTRODUCTION 

A critical aspect of beach nourishment is postproject monitoring. Periodic 
surveys are typically performed to determine the amount of fill remaining and establish 
quantitative loss rates. Beach and inshore profiles—shore-perpendicular transects from 
the backshore to depth of closure-are the principal database. There are no established 
standards for the spacing of profiles. A search of the literature shows a wide range 
of profile spacing, sometimes dictated by project length and economics, other times a 
function of the interest of the designers and owners. The more profiles obtained, the 
more detailed and, presumably, accurate the result. One standard that appears to apply 
in the United States relates to construction surveys. Most recent nourishment projects 
use prefill and postfill profiles at 100-foot (ft) [~30 meter (m)] spacing for payment 
purposes.  Rarely is this close spacing duplicated in subsequent monitoring surveys. 

Example profile 
spacings are given in TABLE 1. Typical profile spacing for beach monitoring. 
Table 1 A typical [Sources: Bokuniewicz and Tanski (1991), Kana and 
spacing 'for routine Andrassy (1993), Stauble and Grosskopf (1993).] 

beach monitoring or 
postproject evaluation 
appears to be 1,000 ft 
(~300 m), or greater. 
The State of Florida, 
for example, has one of 
the best established 
networks of profiles 
which are monitored at 
a frequency of less than 
once every three years 
(Bokuniewicz and Tan- 
ski, 1991).   The State 
of South Carolina surveys wading depth profiles on ~ 1,500 ft (450 m) spacing twice 
per year. The 1986 Myrtle Beach (South Carolina) nourishment project (Williams and 
Kana, 1987) and the 1991 Ocean City (Maryland) project (Stauble and Grosskopf, 
1993) have been monitored yearly or more frequently using profiles at 700-1,000 ft 
(215-300 m) spacing, respectively. How accurately does such spacing reflect the actual 
volume of fill remaining? 

To investigate that question, the authors performed four sets of profile surveys 
over a two-year period following the 1991 Hunting Island, South Carolina, nourish- 
ment project. Hunting Island is a 4.2-mile (7-kilometer) long barrier island bounded 
by large tidal deltas (Fig. 1). Background erosion rates are exceedingly high at around 
25 cubic yards per foot per year (cy/ft/yr) [62.5 cubic meters per meter per year 

•   Pre and Post Construction: 100 ft (30 m) 
•   Project Monitoring: > 1,000 ft (300 m) 
•   Statewide Surveys: 

°   Florida 1,000 ft (300 m) 
°   South Carolina 1,500 ft (450 m) 
°   New Jersey 6,500 ft (2,000 m) 
o   New York (proposed) 2,000 ft (600 m) 

Example Projects 
Myrtle Beach (SC) 1986 750 ft (semiannual) 
Ocean City (MD) 1988 1,000 ft (quarterly) 
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(m3/m)] (USACE, 1977; CSE, 1990). Historical surveys in connection with earlier 
nourishment projects indicate that as the center of the island erodes, sediment is 
transported toward both ends of the island. This pattern of sediment transport appears 
to be controlled by wave refraction and diffraction around and through ebb-tidal delta 
shoals associated with St. Helena Sound, Johnson Creek, and Fripp Inlet. 

Hunting Island has been nourished five times since 1968. The first four 
projects were engineered by the U.S. Army Corps of Engineers and were completed 
in 1968, 1971, 1975, and 1980 (Table 2). The 1991 project was sponsored by the 
South Carolina Department of Parks, Recreation and Tourism with all funding by the 
state. The project involved excavation of sediment from an offshore borrow area by 
hydraulic dredge and placement along an ~ 8,500 ft (2,600 m) reach in the center of 
Hunting Island. Mean grain size on the beach averaged 0.20 millimeter (mm) diameter 
before the 1991 project. Grain size in the borrow area averaged 0.22 mm diameter. 
The contractor (Great Lakes Dredge & Dock Company) mobilized equipment the first 
week of February 1991 and completed the project on 24 March 1991, 44 days after 
pumping began. The pay volume was based on surveys in the borrow area with a total 
pay volume not to exceed 755,000 cy as per terms of the contract. 

TABLE 2. Beach nourishment projects along Hunting Island. 
CSE (1991).] 

[Sources: USACE (1977); 

[*NOTE: USACE stations for the 1968-1980 projects run north and south from the 
vicinity of the lighthouse (e.g., 50 + 00N Is 5,000 ft north; 97 + 00S is 9,700 ft south of the 
lighthouse). Total length of Hunting Island is about 21,0000 ft (±4 miles), ranging from 
±70 + 00Nto ±140 + 00S.] 

Project* 
Construction 

Dates 
Volume 

(cy) 
Limits of 
Placement 

Net Unit 
Cost 
<$/cy) 

Total 
Cost 
($) 

1968 
1971 
1975 
1980 

Feb-Dec'68 
May-Dec'71 
Apr-Jun'75 
Jan-May'80 

Subtotal 

750,000 
761,324 
612,974 

1,412,692 

3,536,990 

50 + 00Nto50 + 00S* 
50 + 00Nto50 + 00S 
60 + 00Nto30 + 00S 
24 + 60Nto97 + 00S 

0.58 
0.70 
1.58 
1.60 

$1.19/cy 

435,178 
534,000 
971,540 

2,267,201 

$4,207,919 

1991 Feb-Mar'91 757,644 7 + 00 to 85 + 00 $3.80/cy $2,876,250 

( GRAND TOTAL 4,294,634 $1.65/cy $7,084,169 
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The 1991 project concentrated the fill at two localities (Fig. 2). One bulge in 
the fill was constructed along a recreational beach access —1.4 miles (2.3 km) from 
the north end of the 
island. The second 
bulge was centered at 
the midpoint of the 
island. Unit fill vol- 
umes ranged from a 
low of 40 cy/ft (100 
m3/m) between the two 
"bulges" to highs of 
about 140 cy/ft (350 
m3/m) and 110 cy/ft 
(275 m3/m) at the 
north and south ends 
of the project, respec- 
tively. 

Profile Surveys 

Profiles at 100- 
ft (30-m) spacing were 
surveyed to the estimated depth of closure along the Hunting Island project area. 
Closure depth was defined based on negligible profile change for available surveys, as 
well as morphological evidence of nearly flat slopes with distance from shore and the 
initial presence of mud at the surface of the substrate (Fig. 3). Closure depths range 
from 11 ft to 12 ft (3.3 m to 3.7 m) below mean sea level in this mesotidal setting 
[mean tide range equals 6.7 ft (2.05 m)]. Profiles were analyzed for unit-volume 
change. Fill volumes remaining within the project area were computed the traditional 
way by extrapolating unit volumes after each survey over representative shore lengths 
using the average-end-area method. Four reference lenses were developed as follows: 

1) Backshore to mean high water — At Hunting Island, this is represented by 
the +10 ft to +3.2 ft ( + 3 m to +1 m) NGVD* contour and corresponds 
to the dry beach. *NGVD — National Geodetic Vertical Datum of 1929 
which in South Carolina is approximately 0.5 ft (0.15 m) below present 
mean sea level. 

2) Intertidal beach — From mean high water (MHW) to mean low water 
(MLW) [-2.2 ft -0.67 m) NGVD]. 

3) Wading zone — From MLW to -5.0 ft (-1.5 m) NGVD. 

4) Lower foreshore — From -5.0 ft NGVD to -12.0 ft (-3.65 m) NGVD. 

FIGURE 2. Vicinity map of the 1991 Hunting Island 
nourishment project fill limits between station 0 + 00 and 
85 + 00 (stationing in feet divided by 100). 
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FIGURE 3. Representative profiles to closure along North Beach and South Beach before 
and after the March 1991 nourishment (after Kana and Andrassy, 1993). 
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In addition to the above contour boundaries, certain cross-shore boundaries were pre- 
scribed in the analysis. In general, the starting distance for volume calculations is at 
the prenourishment scarp in the backshore. The seaward limit is generally prescribed 
at a point within 100 ft seaward of the base of the fill. 

Unit volumes (quantity of sand per unit length of shoreline between given 
contour intervals) and unit-volume changes between prenourishment and postnourish- 
ment surveys were computed for all profiles. The variation in unit volumes before and 
after nourishment within the Hunting Island project area is given in Figure 4. With 
minor exceptions, the quantity of sand in the profile was less than 200 cy/ft (500 
m3/m) [to -12.0 ft (-3.65 m) NGVD] before nourishment (February 1991) and ranged 
from 250 cy/ft (625 m3/m) to 350 cy/ft (875 m3/m) after nourishment (April 1991). 
North Beach and South Beach, by design, received the most fill. Erosion rates for the 
1991 project as well as earlier projects have been exceedingly high. North Beach, in 
general, retained the most sand. Higher loss rates are evident at the ends of the proj- 
ect, particularly south of station 73 + 00. The average trend in unit sand volume by 
contour interval, retained within the project area since nourishment, is illustrated in 
Figure 5. These loss rates have averaged 20-25 cy/ft/yr (50-62.5 m3/m/yr) and are 
nearly the same as loss rates reported after the 1971 and 1975 beach fills (USACE, 
1977). 

North 
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400 

350 

300 

250 

200 

150 

100 
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FIGURE 4. Variation in sand volume per foot of shoreline by profile station and date 
within the project area. Computation boundaries are from the foredune-scarp to -12.0 ft 
(-3.65 m) NGVD. 
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FIGURE 5. Average unit-volume beach change since nourishment (February 1991) as a 
function of contour interval* within the Hunting Island project area (stations 3+42 to 
83 + 31). Note: Higher loss rate for lower beach lenses is thought to be related to 
variations in grain size along the profile. After Kana and Andrassy (1993). 

Interestingly, the loss rate for the upper beach lenses was much lower than the 
underwater lenses. The dry beach to MHW (lens 1) within the project area retained 
70 percent of the fill through April 1993. The intertidal beach (MHW to MLW) re- 
tained about 45 percent of the fill two years later. These two zones comprise the pri- 
mary recreational zone of the beach. In contrast, the underwater lenses (mean low 
water to closure) retained only 27 percent by April 1993. These cross-shore variations 
in the rate of beach fill losses produced a steepening of the mean profile slope along 
the intertidal beach (see Fig. 3). Krishnamohan et al. (1993) theorize this results from 
the presence of a minor coarse fraction in the borrow sediments which was selectively 
deposited along the backshore during construction. 

Profile Spacing Criteria 

It is apparent profile spacing can increase for a given accuracy as the variance 
of individual profile volumes approaches the mean profile volume of a dataset. This 
is illustrated conceptually in Figure 6. The ideal case is where standard deviation of 
unit volume change is zero and all profiles in the dataset yield the exact mean volume 
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change. In this case, 
one profile line can 
accurately define the 
performance of the 
nourishment project. 
For this to occur in the 
field is nearly impossi- 
ble, however, given 
the uncertainty in 
placement of under- 
water volumes, varia- 
tions in sediment qual- 
ity, discharge rates, 
and the inherent natu- 
ral variation in profile 
geometry. More com- 
monly, the initial con- 
dition after nourish- 
ment will show consid- 
erable variations in 
actual volumes, even 
where fill volumes are 
designed to be uniform. 

The Hunting Island 1991 profile dataset, in addition to yielding a certain but 
unknown variance due to normal problems in controlling fill placement, included a 
planned variation in fill volumes. Thinnest sections designed for the center reach of 
the project area involved an average of only 56 cy/ft (140 m3/m). In contrast, the 
north and south bulges involved average sections of 100 cy/ft (250 m3/m) and ~83 
cy/ft (207 m3/m), respectively, as shown in Figure 2. This yielded a standard devia- 
tion in profile volume change for pre and postconstruction surveys (all profiles) of 
approximately ±25 cy/ft (62 m3/m). Profile variance is also reflected in the unit 
volumes from station to station (see Fig. 4). 

FIGURE 6. Conceptual model of the relationship of profile 
volume variance to profile spacing. For projects where the 
variance of profiles is high, more closely spaced are required 
to yield the "true" volume change. 

Postproject Surveys and Profile Analysis 

Pre and postnourishment surveys at 100 ft (30 m) spacing provided the basis 
for the initial fill volume calculation. For the 1991 Hunting Island project, payment 
was based on borrow area surveys rather than beach surveys. Results in the borrow 
area confirmed an excavation volume of 757,644 cy (579,219 m3). The initial post- 
construction beach surveys confirmed an in-place volume of 715,766 cy (547,209 m3) 
(CSE, 1991a). This latter volume represents 94.5 percent of the excavated quantity 
and is considered a satisfactory result based on the confirmed mud content of 5 percent 
in the borrow area (CSE, 1991b). 
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For purposes of evaluating project performance using various profile spacings, 
it was assumed the entire set of profiles at 100 ft (30 m) spacing for each of three 
postproject surveys yielded the true sand volume change on the beach compared to pre- 
nourishment conditions. Volume calculations were then performed for the possible 
combinations of profiles at greater spacings up to 1,200 ft (365 m). There are two 
possible combinations using profiles at 200-ft (61-m) spacing (i.e., odd-numbered sta- 
tions and even-numbered stations). At 300-ft (91-m) spacing, there are three combina- 
tions and so on up to 1,200-ft (365-m) spacing. Adjacent unnourished areas were also 
surveyed but at a minimum profile spacing of 500 ft (152 m). By convention, the end 
surveys within the project area were applied in each analysis to provide a uniform 
shoreline length for comparison. Thus, the two profiles at each end of the project will 
not necessarily be spaced the same distance as the chosen profile spacing. Because of 
earlier surveys at variable spacing and a desire to match profile lines, certain stations 
were offset slightly from 100 ft (30 m) spacing. In practice, this is common because 
of obstructions which prevent backshore monuments from being placed at uniform dis- 
tances along the shoreline. 

Table 3 and Figures 7 and 8 provide results of the analysis. It can be seen that 
as the profile spacing increases, the range of computed sand volume changes also in- 
creases. As Table 3 shows, the normalized volume change (as a percentage of the re- 
sult for all profiles in April 1991) varied by only ± 3 percent up to spacings of 500 ft. 
At 800 ft, the error band increased to about ±5 percent; at 1,000 ft, the error band 
spanned about ±10 percent. 

It can also be seen the percentage error reduces by April 1993 (two years post- 
project) when compared to the original fill volume. However, this also reflects the 
smaller volume being compared. If the April 1993 data are normalized against the re- 
sult for all profiles in April 1993, the percent difference at 1,000-ft spacing is on the 
order of ± 12 percent. For a project involving about one-half million cubic yards (cu- 
bic meters), this equates to a possible range from 440,000 cy (cm) to 560,000 cy (cm), 
computed from various profile spacings. 
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TABLE 3. Sand volume change as a function of the number of profiles 
for the Hunting Island project area (stations 3+42 to 83 + 31). Transition 
profiles 0 + 00 to 3+42 and 83 + 31 to 85 + 00 are excluded in profile 
spacing analysis, but are included in references to the initial fill volume in 
this paper.   [*Compared to Feb'91 prenourishment; volumes in cy.] 

Profile Change in Sand Volume* % Apr •91 — All Data 
Spacing 

(ft) Apr'91 Nov'92 Apr'93 Apr'91 Nov'92 Apr'93 

100 688,044 364,310 283,684 100.0 52.9 41.2 

200 687,984 370,606 282,083 100.0 53.9 41.0 
200 686,356 356,774 285,632 99.8 51.9 41.5 

300 676,274 360,192 280,030 98.3 52.4 40.7 
300 674,053 367,858 290,556 98.0 53.5 42.2 
300 704,369 369,914 279,689 102.4 53.8 40.6 

400 684,518 382,628 282,995 99.5 55.6 41.1 
400 678,568 368,531 276,713 98.6 53.6 40.2 
400 683,294 334,328 282,873 99.3 48.6 41.1 
400 689,316 365,819 282,873 100.2 53.2 41.1 

500 690,362 380,933 279,081 100.3 55.4 40.6 
500 692,609 362,730 292,520 100.7 52.7 42.5 
500 681,282 342,794 276,787 99.0 49.8 40.2 
500 671,701 355,069 284,679 97.6 51.6 41.4 
500 692,414 364,361 279,572 100.6 53.0 40.6 

600 692,291 366,586 273,499 100.6 53.3 39.8 
600 673,749 345,906 298,219 97.9 50.3 43.3 
600 678,468 366,565 276,200 98.6 53.3 40.1 
600 703,348 372,565 283,572 102.2 54.1 41.2 
600 666,795 393,747 283,185 96.9 57.2 41.2 
600 666,339 356,257 276,462 96.8 51.8 40.2 

800 663,282 371,372 260,967 96.4 54.0 37.9 
800 669,662 335,324 283,120 97.3 48.7 41.1 
800 649,346 321,921 255,955 94.4 46.8 37.2 
800 671,164 368,586 277,771 97.5 53.6 40.4 
800 696,087 389,739 298,181 101.2 56.6 43.3 
800 703,751 343,752 311,129 102.3 50.0 45.2 
800 688,300 392,952 285,210 100.0 57.1 41.5 
800 681,566 395,918 284,233 99.1 57.5 41.3 

[continued . . .] 
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TABLE 3.   (continued) 

Profile Change in Sand Volume* % Apr *91 — All Data 
Spacing 

(ft) Apr'91 Nov'92 Apr'93 Apr'91 Nov'92 Apr'93 

1,000 605,373 390,369 276,788 88.0 56.7 40.2 
1,000 662,836 306,811 292,476 96.3 44.6 42.5 
1,000 660,298 363,351 284,311 96.0 52.8 41.3 
1,000 704,117 396,662 307,580 102.3 57.7 44.7 
1,000 736,092 412,425 290,777 107.0 59.9 42.3 
1,000 729,360 387,250 283,878 106.0 56.3 41.3 
1,000 680,873 356,546 241,304 99.0 51.8 35.1 
1,000 646.969 352,494 271,981 94.0 51.2 39.5 
1,000 654,105 321,139 271,866 95.1 46.7 39.5 
1,000 613,281 329,670 259,566 89.1 47.9 37.7 

1,200 684,896 352,287 290,984 99.5 51.2 42.3 
1,200 637,199 339,229 281,853 92.6 49.3 41.0 
1,200 606,005 381,766 270,707 88.1 55.5 39.3 
1,200 651,454 345,424 263,448 94.7 50.2 38.3 
1,200 659,058 347,853 316,214 95.8 50.6 46.0 
1,200 680,001 377,555 277,574 98.8 54.9 40.3 
1,200 704,075 388,157 268,647 102.3 56.4 39.0 
1,200 710,351 445,059 284,561 103.2 64.7 41.4 
1,200 697,919 311,538 271,016 101.4 45.3 39.4 
1,200 701,185 362,156 265,173 101.9 52.6 38.5 
1,200 664,103 347,339 288,246 96.5 50.5 41.9 
1,200 579,424 353,125 271,109 84.2 51.3 39.4 
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FIGURE 7. Computed sand volume changes since nourishment as a function of profile 
spacing for April 1991 (upper), November 1992 (middle), and April 1993 (lower) in the 
project area (stations 3 + 42 to 83 + 31). Averages are arithmetic and are not weighted for 
minor variations in profile spacing or for the fact that the ends of most profile pairs will 
not equal the nominal spacing, as explained in the text. After Kana and Andrassy (1993). 
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Percent Volume Change 
As A Function Of Profile Spacing 
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FIGURE 8.   Normalized volume changes as a function of profile spacing for a post- 
nourishment survey of 90+ lines to closure at Hunting Island, South Carolina. 

DISCUSSION 

The Hunting Island dataset is somewhat unusual because of the project's short 
length and highly variable fill volumes (by design). A longer project with uniform fill 
volumes could probably be monitored at longer spacings. But in areas where rhythmic 
features are common along the shoreline (e.g., shoreline salients and offshore bars) or 
fill volumes are variable, the Hunting Island results provide some rules of thumb. In 
this case, profile spacings of 400-500 ft (120-150 m) appear to represent the practical 
limit for accurate results. Given the common uncertainty in performance because of 
no or few previous projects at most nourishment sites, initial monitoring should be per- 
formed in as much detail as possible. Errors of a few percentage points or less should 
be a requirement for all postproject surveys. Consider that a common goal of nourish- 
ment is restoration of a dry sand beach. The authors' experience suggests the upper 
portion of the profile which should contain the visible high-tide beach represents a 
small part of the profile volume. Variations in sand volume of 20-30 percent (the pos- 
sible result from surveys involving large profile spacings) could mean the difference 
between a project yielding a viable high-tide beach and one that is not viable. With 
considerable debate regarding nourishment project performance, detailed profiling is 
one of the few means for objective analysis. Monitoring should favor as detailed a 
profile survey as possible. 
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Few datasets are available to develop any firm guidelines for profile spacing 
yet, but based on results of the recent Hunting Island nourishment project, it would 
appear profile spacings of less than 500 ft are required for a confident analysis of 
performance. The authors believe this will hold true for most large nourishment 
projects. 

The suggested rule of thumb should be tested with additional datasets as they 
become available, but it provides a reasonable guide for most projects. Obviously, the 
main advantage of minimizing the number of profiles is lower expense of surveys. 
However, a disadvantage of surveying the fewest lines possible is the error due to 
profile spacing introduced if even one transect has to be discarded from the dataset 
because of field survey error. 
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CHAPTER 153 

WATERTABLE OVERHEIGHT DUE TO WAVE RUNUP 
ON A SANDY BEACH 

Hong-Yoon KANG, Peter NIELSEN1 and David J. HANSLOW2 

Abstract 

Watertable overheight in beaches due to waves is investigated through 
laboratory experiments and field tests. Infiltration from wave runup onto the 
exposed beach creates a significant lifting of the coastal watertable. The 
infiltration velocity distribution is obtained from both the laboratory and field 
conditions. The inland overheight for the steady state (regular waves and no tide) 
is found to be 0.62tanpNH„Lo and that for the unsteady state (irregular waves) is 
estimated as 0.55tanpVH'oRMSLo. 

Introduction 

The time averaged watertable in beaches stands considerably above the 
mean sea level due to waves and tidal effects. This is of practical importance for 
the stability of coastal structures, for the operation of coastal sewage disposal 
systems and for the accretion/erosion of the beach. The elevated watertable in 
coastal areas also influences hydrology, e.g., agricultural and soil conservation 
activities. The main factors for the overheight above the mean sea level are 
waves and tides as seen in Figure 1 (Nielsen et al. 1988; Aseervatham et al.,1993; 
Kang and Nielsen, 1994). 

This figure shows the watertable variation in wells just landward of the 
high water mark on two beaches north of Sydney. Both beaches are subject to 
the same tidal influences, but only Palm beach is exposed to the ocean waves 
while Pittwater beach is protected from wave action. The data clearly 
demonstrates that the wave activity is a significant factor affecting the coastal 

'Department  of  Civil  Engineering,  University   of  Queensland,   Brisbane, 
Australia 4072. (Fax) +61 7 365 4599 

2Coast and Flood Policy Branch, NSW Public Works, Sydney 2001, Australia 
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watertable elevation. In this case, the waves raise the watertable by up to 0.7m 
compared to the protected beach. The overheight inside the protected beach is 
due to the tide acting on a sloping beach face as explained by Nielsen (1990). 

Wave Height (Hrms) 

Palm Beach Watertable 
iy Waves and Tide) 

Tide Level 

-1- 
10-Nov 12-Nov 14-Nov 

Date (1992) 
16-Nov 18-Nov 

Figure 1. Field data showing the significant lifting of the watertable 
due to waves and tides. 

This paper describes the infiltration of water due to wave runup which 
creates a significant lifting of the coastal watertable. The steady state asymptotic 
inland overheights are investigated under controlled wave conditions with 
different beach sands in a wave flume without tides. This overheight is compared 
with the field data. 

Infiltration from wave runup 

The effect of infiltration due to wave runup is clearly visible from the 
measured watertable profiles shown in Figure 2. The watertable profiles exhibit 
humps due to wave runup infiltration between the shoreline and the runup limit. 
These humps are particularly noticeable during the rising tide. 

To model the watertable in the area between the shoreline and the runup 
limit, a modified Boussinesq equation (1) which includes the runup infiltration 
effect must be used 
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Figure 2. Watertable profiles measured on the rising tide 
at Kings Beach, Queensland, Australia. 

3T^ = KD_<!h\_ + UfM) 
dt        n   dxz n 

(1) 

where T| denotes the watertable height averaged over a few surf beats, K is the 
hydraulic conductivity, D the aquifer depth, n the specific yield and Ul the 
infiltration velocity.    For pure regular waves forcing without tidal effects, the 
situation may be considered quasi-stationary.  Thus equation (1) becomes 

dx2 

Ufx) 
~KD~ 

(2) 

This steady situation is achieved experimentally in a wave flume. 

From these equations, Uj can be derived from measured watertable 
profiles. Two examples are shown in Figure 3. This Figure represents the 
smoothed relative infiltration velocity distributions against the relative 
shorenormal distance from the field and laboratory data. Infiltration velocity Ux is 
obtained by the Finite Difference Method. The normalised infiltration velocity 
has a maximum approximately 2/3 of distance from the shoreline to the runup 
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limit for the field data and halfway between the shoreline and the runup limit for 
the laboratory data. Both the distributions show similar trends, but the 
magnitudes are different. This difference is possibly due to the assumed value of 
n=0.3 (for field) being too large, and it seems because field is unsteady with 
waves running onto dry sand or K is not correctly determined. 

1.0 

Infiltration Distribution (Field) 

0.2 

o.o 

Infiltration Distribution (Lab) 
U[ 
K 

Shoreline Runup limit 

Xo 

Figure 3. Relative infiltration velocity as a function of non-dimensional 
shorenormal distance.   These infiltration velocity values were obtained through 
equation (1) for the field data (unsteady state) and equation (2) for the laboratory 
data (steady state). 
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The general nature of U, may be expressed by 

2119 

( 

Ufic) 

K 
C, — fix)    for  xs <: x < xR 

0 
(3) 

V 
for  x > xR 

where f(x) denotes the function of shorenormal distance x, xs and xR the 
horizontal coordinate of the shoreline and the runup limit respectively and Q a 
dimensionless infiltration coefficient. 

Substituting this expression of U, into the equation (2), the watertable 
overheight ^ will be independent of K and thus independent of sand size. This 
fact is verified by the laboratory data in Figure 4. 

Steady state inland overheight due to waves 

Flume experiments were carried out to investigate the watertable response 
due to wave runup without tidal effects. Sands of two different sizes 
(d50=0.18mm and 0.78mm) were used. The relative steady state inland overheight 
is plotted against the relative runup height in Figure 4. 

0.2 

0.1 

-SWL 

d50=0.78mm    *    d50=0.18mm 

Regression 

ZR-SWL 

Figure 4. The relative inland overheight against the relative runup height 
in a steady state. 
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From the regression analysis for both sand sizes, the steady state inland 
overheight above the still water level (n^-SWL) is obtained as 

Tl. -SWL = 0.62(ZR-SWL) (4) 

where ZR-SWL is the runup height above the still water level. As mentioned 
earlier, the laboratory data in Figure 4 verify that the watertable overheight is 
independent of sand size and thus independent of the hydraulic conductivity K. 
In analogy with Hunt's (1959) formula for the runup of regular waves, equation 
(4) can then be written as 

i\„-SWL = 0.62tanpy«oLo ^ 

where tanP is the beachface slope. The data in Figure 4 represent deep water 
wave heights ranging from 60mm and 180mm, periods ranging from 1.5sec to 
2.9sec and aquifer depths ranging from 370mm to 440mm. 

Ruuup distributions for irregular waves 

It is natural to expect that the LVdistribution is closely related to the runup 
distribution. In general the runup distribution has been found to be of the 
Rayleigh type. That is 

P&R>Z) = exp 
f V 

\        R      J 

(6) 

where Z100 is the highest level transgressed by 100% of the waves during the 
recording interval, LR is the verticl runup scale of the distribution, see e.g. 
Nielsen and Hanslow (1991). Furthermore Saville (1962) and Battjes (1971) 
suggested that individual runup percentiles R„ correspond to the same wave height 
percentile through 'the principle of equivalency' which is based on Hunt's (1959) 
formula for the regular wave runup 

R   = Z -SWL = tanB^/T (7) 

where Z„ is the level transgressed by n percent of waves and Hon the height 
exceeded by n percent of the deep water waves. The vertical runup scale LR for 
irregular waves, which is RMS runup according to the Rayleigh distribution, can 
then be estimated in terms of HoRMS value by 

LR " RKm = tanPV^A 
(8) 
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where HoRMS is the deep water root mean square wave height. 

Relative runup height for regular waves and relative vertical runup scale 
for irregular waves were plotted together against beachface slope tanf} in Figure 
5. This comparison is due to the concept that the runup length scale LR for 
irregular waves plays a somewhat similar role to that of Zg for regular waves. 
Both the field and laboratory runup data show the increasing function of the 
beachface slope. 
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Figure 5. Comparison of runups for regular waves and irregular waves. 

Overheight for irregular waves 

The U^distribution due to irregular waves will be different from that due 
to regular waves. The reason is that while all of the regular waves run up to the 
same level, the runup limit, the individual waves in a train of irregular waves all 
reach different levels. 

Field data of the watertable overheight due to waves are plotted in Figure 
6. It is clearly seen that the overheight is an increasing function of the parameter 
tanpVHoRMSL„ which is the runup height of the RMS wave according to Hunt's 
formula (1959). This correlation corresponds to the overheight due to regular 
waves being proportional to VH0L0tanP, see Figure 4. The lower group of data in 
the Figure 6 corresponds to a period when the exposed beach (Palm beach) 
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watertable  does  not  increase  much even  though  the RMS  wave  height is 
increasing. This is mainly due to refraction. 
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Figure 6. Watertable overheights due to waves : The differences in watertable 

levels between the exposed Palm Beach and the protected Pittwater Beach. 
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Figure 7. Watertable overheights due to waves : The differences in watertable 
levels between the exposed Palm Beach and the protected Pittwater Beach.   The 
same data are used as shown in Figure 6, but refraction is accounted for by using 

H'oRMS instead of HOJ 
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After including the effect of refraction, the same data as shown in Figure 
6 are plotted in Figure 7. That is, the equivalent perpendicular deep water RMS 
wave height H'oRMS is used 

HLMS - K HoRMS = ^cosa, HoRMS W 

where K, is the refraction coefficient and a0 wave angle between the deep water 
wave crest and the shoreline. It is seen that the inclusion of refraction improves 
the correlation. 

Figure 7 shows that the watertable overheight due to waves r|w is well 
correlated with tanpNH'oRMSL0. linear regression gives 

TI„ = 0.55///^ tanp (10> 

and with the vertical scale LR of the runup distribution given by 

LR = 0.mtm^HoRMSLo (11) 

based on the data from the present study and Nielsen & Hanslow (1991), this 
gives (a„ was not known for all data sets) 

TU = 0.69L, (12) 

which corresponds qualitatively to the regular wave result, see Figure 5. 

Conclusions 

1. There is a significant lifting of the coastal watertable due to the infiltration 
from wave runup. 

2. The infiltration velocity from the field and laboratory data has a maximum 
value roughly midway between the shoreline and the runup limit. 

3. For regular waves and no tide, steady state inland watertable overheight 
(ri^-SWL) was found to be 0.62tanpVHoLo for both coarse and fine sand 
sizes and thus independent of the hydraulic conductivity K. 
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4. For irregular waves with tides, the inland overheight due to waves r|w is 
estimated by 0.55tanpNH'oRMSLo and the relation r|w = 0.69LR was found. 

5. Use of the equivalent perpendicular deep water RMS wave height H'oRMS 

gives better estimation of watertable overheight. 
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CHAPTER 154 

A model for cross shore sediment transport 

Irene Katopodi and Nikos Kitou 

Abstract 

In this paper a mathematical model for the computation of the cross 
shore sediment transport for random waves is presented. The model consists 
of the hydrodynamic, the suspended sediment transport and bed load 
modules. The suspended sediment concentration is computed with the use of 
the wave-averaged convection diffusion equation. The vertical structure of 
both the wave-induced current and suspended sediment concentration are 
modelled with the use of quasi-3d techniques. Mechanisms for the offshore 
transport (undertow) and the onshore transport (Lagrangian transport, 
transport due to wave asymmetry) are included. The model is tested against 
an experiment with random waves at prototype scale. 

Introduction 

The computation of the sediment transport, being an essential element 
in the understanding and ultimately the control of the morphological 
processes is a subject that has received a lot of attention in the last 
decades. Still, the complexity of the various phenomena has not allowed 
for predictions accurate enough for the design and maintenance of coastal 
works. This is one reason for the wide variety of existing mathematical 
models (for a review, see Roelvink and Braker, 1993). 

In the present model the hydrodynamic and the sediment transport parts 
are an extension of the work of Katopodi et al (1992) where the wave 
driven current and the suspended sediment concentration were computed with 
quasi-3D analytical/numerical methods. Thus the vertical distributions of 
the velocity and concentration were retained at a computer cost almost 
similar to that of depth-averaged models. Moreover, with the use of the 
convection-diffusion equation the horizontal variation of the 
concentration was resolved, a factor that it is believed to have an 
important impact to the bed level changes (see Katopodi and Ribberink, 
1992). The model is extended for random waves and the Lagrangian drift is 
incorporated to account for the wave transport. 

For the bed load two alternatives based on the formula of van Rijn 
(1985) were tried, a wave averaged and an interperiod formulation. The 
latter can take into account the wave asymmetry. The bed slope effect is 
included in both formulations. 

1. Democritus Univ. of Thrace, Dept.  of Civil Eng., 67100 Xanthi, Greece 
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Moreover,    wave    heights,    set-up, wave-mean    velocities    and    (total) 
sediment   transport   are   compared   with experimental   data   from   the   Delta 
Flume experiment (S.-Arcilla et al, 1994) conducted in prototype 
conditions. 

Hydrodynamics 

The wave heights are computed from of the wave energy   equation. 

IT = " Db " Df (!) 

where: Ef, Df, and Db are the energy flux, the dissipation due to bottom 
friction and the dissipation due to breaking. 

Battjes and Janssen (1978) proposed a formulation for Db proportional 
to the fraction of breaking waves Qb. They also derived the fraction of 
breaking waves from a simple parameterization of the breaking wave height 
distribution from a Rayleigh distribution. 

The current velocities are computed using the quasi-3D model of de 
Vriend and Stive, (1987) as modified by Ribberink and de Vriend (1989) to 
take into account the wave boundary layer effects. This model is based on 
a profile function technique combined with a 2DH current formulation. The 
current is divided into a primary component and a number of secondary 
components due to the vertical nonuniformities of the various driving 
forces. The effects of wave breaking, bottom dissipation and boundary 
layer streaming are included. The velocity profile is given as a sum of 
components due to the various driving forces: 

u(C) = ux(Q + u2(Q + u3(0 + u4(0 + US(Q (2) 

where Ul(Q, U2(C), U3(Q, U4(Q and U5(Q are the primary current, the 
secondary current due to surface shear stress, the secondary current due 
to secondary bottom shear stress, the near-bottom drift due to spatial 
variation of the orbital velocity and the near-bottom drift due to the 
boundary layer respectively. 

The wave and the current model were tested against the Delta Flume'93 
experiment (see S.-Arcilla et al., 1994) conducted in the Delta Flume of 
Delft Hydraulics. The flume dimensions are length 225m, width 5m and depth 
7m. The experiment included tests with two geometries, i.e. equilibrium 
parabolic Dean-type profile with and without a dune, and three "dynamic 
states", i.e. near-equilibrium, erosive and accretive conditions. The 
hydrodynamic model is tested against test 1A (profile without a dune, near 
equilibrium conditions). Narrow banded random waves were used and the 
wave characteristics were T=4.83 s and Hrms = 0.62 m. The D50 of the sand 
was 0.2 mm. The bed configuration after two hours of wave action is used 
for the calculations, see Fig. (2). The bed roughness is taken 1cm. 

In Fig. (la) the root-mean-square wave height computed with the model 
is shown together with measurements conducted with wave height meters. We 
can see that the overall agreement is rather good. 

In Fig. (lb) the computed fraction of breaking waves is presented. 
Two major peaks can be seen before and after 150m. A third extreme peak 
appears near the shoreline (Qb=l). As explained by Battjes and Janssen 
(1978) the wave model is not valid in this region but the solution in the 
rest    of   the    domain    is    not   contaminated.    Nevertheless,    the    unnatural 



CROSS SHORE SEDIMENT TRANSPORT 2127 

0.80 

0.60 

w 0.40 

0.20 

0.00 
0.0 

• 

1—1— 
LIP-11 ),  Test   1A 

• • n 

- 
—i—i—i—m—i—i—i—r~ ~T—I—i—i—i—i—I—I—r- 

50.0 100.0 150.0 
x   (m) 

200.0 

1.00 

0.75 

a 
0.50 

0.25 

0.00 -   I  I  I  I  I  I  I  I  I 1  I  I  I  1  I  i,v 

0.0 50.0 100.0 
x  (m) 

150.0 200.0 

0.20 

200.0 

Fig.l   a) Wave height, b) Fraction of breaking waves, c) Set-up 



2128 COASTAL ENGINEERING 1994 

Positions  X   = =  065.0   115.0   141.0   156.0  (m ) 

LIP —11 D,  Test   1A , 
4.00 - '             , <,                     /* 

-3.00 - /• 

2.00 - 

0 

velocity 

1 

1.00 - scale  (m/s) 

0. 0                          50.0 100.0 50.0 
  

200 

x   (m) 

Positions  X  =   100.0   130.0   145.0   160.0  (m) 

LIP-11D,  Test   1A * y^ 
4.00 - * /     , A      ^~ 

3.00 - 
( ^ 4 

2.00 - 

veloc 

0             1   
1.00 - ty  scale  (m/s) 

0.00 - / 
0.0 50.0 100.0 

x   (m) 
150.0 200.0 

Positions  X   = 065.0   102.0   138.0   152.0  ( m) 

LIP-11D,  Test   1A 

4.00 - y , 

3.00 - L 
£J ̂—- 

2.00 - 

,r                                                     C / 
/                                       velocity 

1 

(m/s) 1.00 - scale 

0.00 - / 
0.0 50.0 100.0 

x   (m) 
150.0 200.0 

Fig.2   Velocity profiles 



CROSS SHORE SEDIMENT TRANSPORT 2129 

behaviour of Qb close to the shoreline has a local impact in all the 
quantities that are computed in the following (e.g. set-up, bed shear 
stress, undertow, suspended sediment transport, bed load). 

In Fig. (lc) the computed set-up is depicted together with 
measurements from wave height meters (WHM) and pressure sensors (DRO). The 
latter are considered more accurate (S.-Arcilla et al, 1994). We can see 
that the set-up is somewhat overpredicted by the model, owing to the 
formulation of the driving forces in the depth averaged momentum equation 
(set-down was excluded, see de Vriend and Stive, 1987). 

In Fig. (2) the computed horizontal velocity profiles are shown 
together with the measurements conducted with two component 
electromagnetic flow meters in several cross sections. The model 
overpredicts the velocities in all cross-sections. In the main body of the 
water (under the wave trough) the curvature of the computed profiles is 
larger than in measurements that tend to have a more uniform profile over 
the depth. Yet the results are encouraging once certain aspects of the 
hydrodynamic model can still be improved. Of course the measurements 
between trough and crest should not be compared with the model due to the 
partial presence of the water at the sensors during the wave cycle. 

Sediment transport 

The total sediment transport is the sum of the suspended sediment and 
the bed load transport. The suspended sediment transport is computed with 
the model of Katopodi et al. (1992) where the wave-induced transport 
caused by the Lagrangian velocity is added.  The bed load is modelled with 
a) the formula of van  Rijn  (1985)  derived for wave averaged transport and 
b) the same formula applied here for instantaneous transport during the 
wave cycle. In principle, the instantaneous (or interperiod) formula can 
take into account the wave asymmetry. 

Suspended sediment transport. 

The suspended sediment is computed in terms of the suspended concen- 
tration and of the velocity. For the suspended sediment concentration the 
model of Katopodi and al (1992) is used (see also Katopodi and Ribberink, 
1992). This model is based on an asymptotic solution (Galappatti and 
Vreugdenhil, 1985) of the wave averaged 3D convection diffusion equation. 
The model uses the mixing coefficient and the near-bed reference 
concentration of van Rijn (1986). 

The depth averaged convection diffusion equation (Katopodi et al, 
1992), reads: 

^e =  (1 +  VT + Vx)^T
Al + Lx|-T

AliKl) P) 
with 

T Y21 h T f ! n   Y22,i -.   h ,.. 
TA   =   j7,   w" • LX   =    Un

Ui ~T~- )   W~ W '11       S 1 = 1 '11 s 

V=fR^ + ^)^-^l- (5) 
T     

[P yn     Yn ' i + P at ws (.5) 



2130 COASTAL ENGINEERING 1994 

V., =  .£   (fx^)^)  w~ (6) 
-l'dx      l      ^1       ws 

where c and ce are the depth averaged and the equilibrium concentration, 
Ui the depth averaged horizontal velocities, and ws the sediment fall 
velocity. The coefficients yij depend only on the explicit knowledge of 
the vertical mixing coefficient, the fall velocity and the normalized 
velocity profiles and are computed before the solution of (3). The 
coefficient p is the reference level normalized by the depth h. The index 
i denotes the number of similarity profiles that constitute the undertow 
velocity (i = 1-5) and the Lagrangian drift (i=6). 

Equation (3) describes the adjustment of the depth averaged 
concentration to its equilibrium value. The parameters TA and Lx are 
characteristic scales in time and space of this adjustment process 
(adaptation time, adaptation length). The terms VT and Vx arise from the 
vertical coordinate transformation and from the inclusion of the vertical 
velocities that are computed via the continuity equation, respectively. 

The above equation has been derived for "concentration" bed boundary 
condition (the concentration at the reference level is assumed to adapt 
immediately to equilibrium conditions). A similar equation holds for 
"gradient" bed boundary condition (the near-bed vertical gradient of the 
concentration adapts immediately to equilibrium conditions). 

The suspended sediment transport, equation (7), actually is computed 
in terms of the depth averaged velocity (undertow plus Lagrangian) and 
concentration and of already computed coefficients (cf Katopodi and 
Ribberink, 1992). 

Sx = h Juc dC - h fsx | dC (7) 

After equation (3) has been solved for c, the vertical concentration 
profile, if desired, can be constructed in terms of already known profile 
functions (see Katopodi and Ribberink, 1992). 

The effect of the Lagrangian velocity on the sediment particles is 
incorporated in the model to account for the wave induced transport. In 
progressive waves there is a net forward motion of the water particles 
related to the mass carried forward by the wave crests plus the mass 
deficiency carried backwards by the troughs (Longuet-Higgins, 1969). As a 
consequence there is also a net forward sediment transport over the wave 
cycle. In the computation of the concentration the Lagrangian velocity 
profile is incorporated as a sixth profile: 

TT , x         1    H   cosh 2k (z + h) /QS U (z) = cok 5-i L (8) 
L 8        sinh   kh 

where <o is the wave angular frequency, k the wave number, H the wave 
height, h the water depth and z the vertical coordinate positive upwards 
the mean water level. 

The integral of the above expression (8) over the depth yields the 
wave mass flux. Although the undertow profile and the Lagrangian profile 
are    in    volumetric    balance    for    a    steady    state    cross-shore    case,    the 
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resultant sediment transport is not. The sign and the magnitude of the 
suspended sediment transport depends on the local profile shapes of 
undertow, Lagrangian drift and concentration. 

In Fig. (3a) the adaptation length along the flume is shown for 
concentration and for gradient bed boundary conditions. The magnitude of 
the adaptation length is smaller than the space step (0.5m) and as a 
result the concentration is expected to be close to equilibrium (cf 
Katopodi and Ribberink, 1992). In Fig. (3b) the horizontal eddy viscosity 
for the computation of the concentration is shown (Katopodi et al, 1992). 

Fig. (3c) presents the depth averaged non-equilibrium concentration 
for the two bed boundary conditions as well as the equilibrium 
concentration. Very small differences exist between the equilibrium and 
the non-equilibrium concentrations, as expected from the magnitude of the 
adaptation length. Clearly, the concentration adapts immediately to local 
conditions. The concentration presents two major peaks and a smaller 
spurious peak near the shore line. 

In Fig. (4a) the profiles of the concentration are shown at various 
cross-sections along the flume. Not much concentration is in suspension 
and most of it is concentrated near the bottom. 

In Fig. (4b) the suspended sediment transports computed with only the 
wave mean velocity and with the inclusion of the Lagrangian velocity are 
presented. It is clear that the Lagrangian transport is in the onshore 
direction and has such a strong influence on the transport that it 
reverses the sign of the wave mean transport everywhere in the flume. 

Fig. (4c) depicts the suspended sediment transport computed with only 
the first term (convective transport) of equation (7) and with the second 
term (diffusive transport) also included. The impact of the diffusive 
transport is strong especially in zones with large horizontal gradients of 
the concentration (e.g. see the concentration peaks in Fig. 3c). 

Bed Load 

For the computation of the bed load two formulations have been tried. 
One wave averaged and one interperiod. For the wave averaged formulation 
the formula of van Rijn (1985) was used: 

\ " (A « DJo)V2 0053 ZT3 T 21 si^ *cw ) (9) 
where 

T = (I?     |-x   )/x     a 0 ,    x      = u   x    + u    x v    cw    cc" cr '     cw      rc   c      rw   w 

with xcw the combined bed shear stress for currents and waves as function 
of TC> xw the current related and wave related bed shear stress 
respectively.The critical shear stress for the initiation of motion 
(Shields) is denoted by xcr. D* is the dimensionless particle parameter 
which is function of the median particle diameter D50, A is the relative 
apparent density of the bed material and g the acceleration of gravity. 

The formula of van Rijn involves the significant wave height in the 
calculation of the orbital velocity. In our model Hs is computed as a 
function of Hrms and Qb. 

In the above formulation the waves are used as a stirring mechanism 
while  the  current transports  the  sediment.  The  formula was  chosen because 
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it contains the same parameters as the reference concentration we used for 
the suspended sediment part and because it has well proved its validity 
for unidirectional flows. Of course wave asymmetry can not be implemented. 

In asymmetric waves during a short fraction of the wave cycle, strong 
forward velocities occur transporting big amounts of sediment while during 
a longer fraction weak backward velocities transport small amounts of 
sediment. Over the whole wave cycle there is a net forward transport. For 
short waves (high frequencies) it can be assumed that the asymmetry effect 
on the sediment transport is concentrated close to the bottom (no time for 
the concentration to fill the water column)1 and as such it can be 
incorporated in the bed load only. For longer waves (low frequencies) the 
asymmetry transport should be considered for the whole depth. Near the 
shore the waves are asymmetric. 

In order to be able to account for interperiod effects such as the 
wave asymmetry, following an idea of Ribberink and de Vriend (1989), the 
same formula (van Rijn) was also used in interperiod mode for the 
calculation of the instantaneous transport. The only difference now is 
that the wave related shear stress and consequently the dimensionless 
shear stress parameter T as well as the transport are functions of time 
and vary during the wave cycle. The bed load transport is computed by 
numerical integration of the instantaneous transport over the wave period. 

It is understood that the formula of van Rijn has been calibrated to 
compute convective wave averaged transport but the use of unidirectional 
flow formulae for instantaneous transport has been suggested and verified 
before (see Ribberink and de Vriend, 1989). An additional advantage of the 
formula of van Rijn is that it is provided with a threshold of motion. 

At first the interperiod formula was used for sinusoidal waves to 
check the tendencies of the bed load transport in relation to the wave 
averaged formula and the order of magnitude of the transport. Then, a form 
of asymmetry was added by using non-linear second order Stokes waves. 

U rb (t) = U   cos (cot) + U2 cos (2cot) (10) 

In order to avoid a secondary maximum in the trough of the orbital 
velocity the second harmonic was bounded by the relation U =s U /5. 

Another element taken into account in the bed load formulation is the 
bed slope effect. This mechanism which is present in nature plays an 
important role in the morphodynamic computations because it stabilizes the 
solution by giving the computed bed slope the natural limit of the slope 
of the bed material internal friction. 

In the formulation chosen (see e.g. Fredsee and Deigaard, 1992) the 
critical bed shear stress is scaled by a factor as that takes into account 
the relation of the bed slope to the slope of the internal friction. 

 tan (|>  ,„.. 
as ~    cos p (tan 0 + tan P) (   } 

where Q is the angle of internal friction, property of the bed material 
and p is the local bed slope. The sign (+) holds for downsloping motion of 
the water while the sign (-) holds for upsloping motion. In our 
computations the critical shear stress was taken 0.18 N/m**2 and <|> = 25 
degrees (sand with small amount of organic material). 



CROSS SHORE SEDIMENT TRANSPORT 2135 

-8.0E-005 
0.0 50.0 100.0 

x   (m) 
150.0 200.0 

5.0E-006 -r 

0 

-5.0E-006 

JL-1.0E-005 
x 

-1.5E-005 

-2.0E-005 

: ~   ~^^^T^ 

^ N   >           r 

: 

: V 

j 
 Sbx,  linea 
   Sbx,   non- 

• waves 
linear  waves 

 i  i  i  i 1   •   '   '  
11,11,1,1 1,1111111 

0.0 50.0 100.0 
x   (m) 

150.0 200.0 

to 

5.0E-006 -zr 

-5.0E-006 -. 

„-1.0E-005T 

-1.5E-005 

-2.0E-005 
100.0 

x   (m) 
150.0 200.0 

Fig.5   a) Bed load with and without slope effect (wave-averaged formula), 
b) Bed load (interperiod formula with sin and Stokes waves), 
c) Bed load with and without slope effect (Stokes waves) 



2136 COASTAL ENGINEERING 1994 

Although the above formula has a clear meaning in instantaneous mode, 
it was used also for the wave-averaged formulation once the formula is 
equipped with the threshold of motion in the parameter T. 

In Fig. (5a) the bed load transport computed with the wave-averaged 
formula with and without the bed slope effect is shown. Fig. (5b) presents 
the interperiod bed load transport computed with sinusoidal and with 
Stokes waves. Fig. (5c) shows the slope effect on the bed load for Stokes 
waves. The magnitude of the transport in the interperiod formulations is 
smaller than that of the wave averaged one. The tendencies though are 
similar as well as the positions of the bed load maxima. It looks 
encouraging to calibrate the formula for instantaneous use. For Stokes 
waves the effect of the wave asymmetry is clear compared with sin waves, 
especially in the offshore region where we have some onshore transport. In 
general, the presence of the wave asymmetry tends to add onshore 
transport. The bed load including the slope effect has a noisy shape but 
it looks that exactly this immediate reaction to the bed slope is needed 
for the correct computation of the bed level changes. 

Total load 

The total load is the sum of the suspended and the bed load. The 
total transport is presented for the wave averaged (Fig. 6a) and for the 
non-linear interperiod bed load formulation (Fig. 6b). We can see that the 
suspended transport is a small fraction of the total transport, something 
expected from the computation of the concentration once there is not much 
sand in suspension. In the interperiod formulation the suspended transport 
moves the main peak somewhat offshore and results in onshore transport 
from 50 to 70 m. 

In Fig. (7a) the total transport computed with the wave averaged and 
the interperiod non-linear formulation is shown. 

Fig. (7b) shows the measured (total) transport as derived from the 
measured bed levels at different times of the experiment. The transport 
estimated from the bed level changes between 02-07, 07-12 and 02-12 hours 
of the experiment is shown. 

As previously mentioned, test 1A was designed to be near equilibrium 
and it was successful at that. The max difference in bed level between 
hours 02 and 12 (wave action of 10 hours) was 15 cm locally at the main 
bar while in most of the flume it was of the order of 1-2 cm. Such small 
changes would not have an important impact on the hydrodynamic and the 
sediment transport computations. Thus, although in our model we used the 
bed configuration after 02 wave hours in the experiment, the computed 
quantities were compared with all data regardless of the time taken. The 
transport estimated by such small differences contains large 
uncertainties. This is why we included in Fig. (7b) all three curves. 

The averaged formulation seems to underpredict the transport in the 
deepest part of the flume (from 0 to 80m) and to overpredict (factor of 2) 
the transport in the region before breaking (say from 80 to 155m). The 
peak at 165 m is reproduced at the correct location and agrees rather well 
in magnitude. The peak at 145 m is shifted about 7 m offshore and its 
magnitude is clearly overpredicted. The small peak near the shore owes its 
presence to the unrealistic values of Qb. 

The interperiod model clearly underpredicts the transport. Again the 
two  peaks  in  the  surf zone  are  reproduced   and  the   overall  shape  of  the 
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Fig.6   a) Total and bed load (wave-averaged formula), 
b) Total and bed load (interperiod formula with Stokes waves) 

transport seems to be captured. The shape can be seen more clearly in Fig. 
(6b). The interperiod model, although with the wave kinematics rather 
crudely included, seems to be promising if a new calibration of the van 
Rijn formula is performed. 

Conclusions 

A model of cross-shore sediment transport for random waves has been 
presented. The model consists of the hydrodynamics module, the suspended 
sediment and the bed load modules. In the suspended sediment module 
Q-3d velocities and Q-3d concentrations are coupled in a unified formu- 
lation while the bed load includes bed slope and wave asymmetry effects. 

The behaviour of the hydrodynamic model, in comparison with the Delta 
Flume data, was rather good. Future improvements would concern correction 
of the wave model near the shore and the bed shear stress formulation. 



2138 COASTAL ENGINEERING 1994 

2.0E-005 

i-O 

2 -2.0E-005 

01 -4.0E-005 

-6.0E-005 
0.0 50.0 100.0 

X    O) 
150.0 200.0 

2.0E-005 

00 -4.0E-005 -• 

-6.0E-005 

LIP—11 D,  Test 1A 

Sx, meosjred (02-07} hr; 
Sx, meosjred (02-12) hri 
Sx,  meosjred  (07—12)   hr; 

0.0 50.0 100.0 
X   (m) 

150.0 200.0 

Fig.7   a) Total load (wave-averaged and interperiod formula), 
b) Total load (measured) 

In the suspended sediment module, the inclusion of the Lagrangian 
transport was a very important step. The adaptation length for the case 
examined was very small (and the suspended sediment concentration almost 
in equilibrium), but this not always the case. The suspended sediment 
concentrations, although small, should be compared with experimental data. 

The wave asymmetry, taken into account in the bed load, was rather 
conceptually modelled. The wave kinematics should be improved using a 
suitable wave theory. 

The inclusion of the bed slope effect in the bed load is expected to 
have an important influence on the bed level changes. 

The total load was rather good and it is expected to improve as the 
different modules improve. 

Although the model needs certain improvements it has the advantage of 
integrating most of the components of the cross-shore sediment transport. 
The  swash  zone  transport,   although  an  important  element  (see  Briand  and 
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Kamphuis, 1993), is not taken into account but before any attempt to 
include it, the present model has to be improved in the coast line region. 

The model should be tested for other dynamic states that would show 
its capabilities and limitations, starting from tests IB and 1C of the 
Delta Flume experiment. 

Future research will concern formulation of the model for oblique 
wave incidence and the coupling of the different modules through the 
sediment balance equation to yield the bed level evolution. 

Acknowledgment 

This work was carried out as part of the MAST G8 Coastal Morpho- 
dynamics research programme. It was funded by the Commission of European 
Communities, Directorate General for Science, Research and Development, 
under MAST contract no. MAS2-CT92-0027. 

Appendix I. References 

Battjes, J.A. and Janssen, J.P., 1978. 
Energy Loss and Set-up due to Breaking of Random waves, Proc. 16th ICCE, 
ASCE, pp. 569-588. 

Briand H.M.G. and Kamphuis, J.W., 1993. 
Sediment transport in the surf zone:  a quasi-3D numerical model.  Coastal 
Engineering, Vol. 20, pp 135-156. 

Fredsee, J. and Deigaard, R., 1992. 
Mechanics of Coastal Sediment Transport. World Scientific, Singapore. 

Galappatti,R. and Vreugdenhil,C.B., 1985. 
A depth integrated model for suspended sediment transport.  J. Hydr.  Res. 
Vol. 23, No. 4, pp. 359-377. 

De Vriend, HJ. and Stive M.J.F., 1987. 
Quasi-3D   modelling   of  nearshore   currents.   Coastal   Engineering,   Vol.   11, 
pp. 565-601. 

Katopodi, I. and Ribberink, J.S., 1992. 
Quasi-3D modelling of suspended sediment transport by currents and waves 
Coastal Engineering, Vol.18, pp. 83-110. 

Katopodi,!, Kitou.N. and de Vriend, H.J., 1992. 
Coupling of a quasi-3D model for the transport with a quasi-3D model for 
the wave induced flow. Proc. 23rd ICCE, Venice, ASCE, pp. 2150-2163. 

Longuet-Higgins, M.S., 1969. 
On   the   transport   of   mass   by   time   varying   ocean   currents.   Deep   Sea 
Research, Vol. 16, pp. 431-447. 

Ribberink,J.S. and de Vriend.H.J., 1989. 
VOORDELTA morphological study, Report H526, Delft Hydraulics. 

Roelvink, J.A. and Broker, I., 1993 
Cross-shore profile models. Coastal Engineering, Vol.21, pp. 163-191. 

S.-Arcilla, A., Roelvink, J.A., O'Connor, B.A. and Himenez, J.A., 1994. 
The   Delta   Flume'93   Experiment.   Proc.   Coastal   Dynamics'93,   Barcelona, 
Spain, ASCE, pp. 488-502. 

Van Rijn,L.C, 1985. 
Two-dimensional    vertical    mathematical    model    for    suspended    sediment 
transport by currents and waves. Delft Hydraulics, Report H461/Q250/Q242 

Van Rijn,L.C, 1986. 
Sedimentation  of dredged channels by currents and waves. J.  of Waterway 
Port Coastal and Ocean Eng., Vol.112, No.5, pp. 541-559. 



CHAPTER 155 

NUMERICAL MODELLING OF FLOW OVER RIPPLES 
USING SOLA METHOD 

Hyoseob Kim 1, Brian A. O'Connor 2 and Youngbo Shim 3 

ABSTRACT 

In order to simulate flow over ripples more accurately than existing 
approaches, a modified MAC scheme (called SOLA) proposed by Hirt et 
al.(1975) was adopted in the present study. Primitive equations composed 
of velocities and pressure were directly solved instead of the usual 
vorticity and velocity potential function. The governing equations were the 
Reynolds momentum equations in the x and z directions and the water 
continuity equation. The driving force was assumed to be the acceleration 
of the wave orbital movement just above the wave boundary layer. A 
mixing length hypothesis was adopted to describe the time-and-space 
varying turbulent eddy viscosity and the shear stress. An explicit 
difference method was used to solve the equations on a regular grid. The 
model showed good result when applied to Sato's(1987) laboratory data. 
The model was applied to a series of ripple tests, using similar hydraulic 
conditions to Sato, to study the effect of bed ripple steepness and 
asymmetry. Only a small effect was found on vortex movement and flow 
characteristics, although a clear offshore vortex movement was found. 

INTRODUCTION 

An example of the seabed shows that it is mostly covered by ripples or 
dunes. Waves or currents affect the generation of ripples directly or 
indirectly. It is widely known that the flow or sediment transport 
mechanism in shallow waters is closely related to the ripple parameters. It 
is an important step to understand the flow over ripples in order to 
accurately predict the sediment transport and the resulting seabed level 
change. 

Bed material movement over ripples in the wave direction is so 
complicated that the wave-induced sediment transport rate or direction 
cannot be simply predicted by empirical formulae. Micro-scale research 
within the ripple length should help the understanding of sediment 
transport  over  ripples.  Interesting  features  related  to  ripples  have been 
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reported by previous researchers. For example, vortex generation and its 
contribution to the suspended sediment transport has been well described 
by previous laboratory or numerical works. 

After Bagnold's(1946) pioneering investigation on flow over ripples, 
laboratory experiments on the flow or sediment movement over ripples 
have been carried out by Du Toit and Sleath(1981), Sato(1987), Horikawa 
and Ikeda(1990), Ranasoma and Sleath(1992), and Horikawa and 
Mizutani(1992). Numerical modelling works have also been undertaken to 
examine flow or sediment movement over ripples. One ripple length has 
usually been used as the computational domain of the models. Existing 
numerical models have adopted the procedure of solving a vorticity 
equation and a velocity potential function. The existing models can be 
classified into two groups, an Eulerian grid group, and a Lagrangian 
discrete vortex method group. Typical models of the former type include 
Sato S.Q987), Blondeaux and Vittori(1991), Huynh-Thanh and Temperville 
(1990), and Sato Y. and Hamanaka(1992), while typical models of the latter 
type include Hansen et al.(1992). The method of solving the vorticity 
equation is known to have some merits. For example, the continuity 
equation is automatically satisfied and the pressure need not be solved. 
However, it has a problem in assigning adequate boundary values at rigid 
boundaries which is not easy because of the rapidly varying vorticity near 
them. Once the vorticity field is obtained, the velocity potential function 
should be solved from the Poisson equation. This procedure involves an 
iteration step, and produces numerical error, which is a negative aspect of 
this approach. Model results of the vorticity type proposed by previous 
invcstigaters have shown rather poor agreement with measured 
experimental data sets upto the present. Therefore, it is proposed to adopt 
a method to solve the primitive velocities and pressures instead of the 
vorticity and velocity potential functions, and compare the two methods. 

In the present study, the primitive variables are solved by an existing 
SOLA method to simulate flow over ripples. A mixing length hypothesis 
in the zero-equation turbulence closure was adopted to express 
time-and-space varying turbulent eddy viscosity. The SOLA approach is 
composed of explicit finite difference schemes. The present model uses a 
regular grid so that an arbitrary rigid bed boundary geometry can be 
easily expressed and modified by the rectangular grid points. 

The present model is applied to synthetic situations to examine the 
effect of ripple steepness and non- uniform ripple shape. 

MODEL DESCRIPTION 

Governing Equations 

We have four basic equations for incompressible fluid dynamics, i.e. 
water continuity and the Reynolds momentum equations in three directions. 
To simplify the problem, a two dimensional vertical situation was assumed 
so that the gradient terms in the y direction disappear in the equations. 
Then, the governing equations are the water continuity and two Reynolds 
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momentum equations in the x and z directions: 

- Continuity Equation 

-f + -if =o (i) 
- Momentum Equations 

du , — du , — du 

:-ijN-^-HF-M-^-f?)     (2»> 
dw  i — dw   , — dw 

=-if+(-^+^)-H-&+^)    (2b) 

where, x, z are horizontal and vertical cartesian coordinates, respectively; 
u , w are the instantaneous velocity components in the x, z directions, 

respectively; u, to are the time-mean velocity components in the x, z 
directions, respectively; u , w are the turbulent fluctuation velocity 
components in the x, z directions, respectively; p is the pressure; g is 
the acceleration due to gravity; and   v is the kinematic viscosity. 

The momentum equations are further simplified, firstly, by ignoring the 
molecular viscosity. Secondly, the turbulent normal stresses are included in 
the pressure terms. The Reynolds stress term u w requires a turbulent 
closure to complete the system. 

Turbulent closure 

Boussinesq's eddy viscosity concept was adopted in the present study. 
The turbulent stress was assumed to be proportional to the mean- velocity 
gradients, that is: 

u'[^z~ + ^x-J (3) 

Prandtl's mixing-length hypothesis was also applied to express the time 
and space varying turbulent eddy viscosity. Prandtl's mixing length 
hypothesis relates the eddy viscosity to the local mean velocity gradient 
and involves a single unknown parameter, the mixing length lm as 
follows: 

where vt is the turbulent eddy viscosity, lm is the mixing length (= x ls/), 

x is the von Kalman constant, and lsb is a length scale. In the present 
model, lsb is assumed to be the shortest distance from the calculation point 
to the solid boundaries. 
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Boundary conditions 

Three kind of boundary conditions were applied in the present model. A 
zero velocity condition was used at the rigid bottom boundary, and a 
periodic condition in a ripple length was used at the two side boundaries. 
At the top boundary a zero shear stress condition was applied where no 
influences are assumed to be reached at the height of two ripple lengths. 

The solution of the Reynolds equations yields velocity and pressure 
distribution in the flow field. When a submerged structure is exposed to 
fluid motion, non-uniform pressure distribution occurs adjacent to the 
structure. In solving the Reynolds equation, this pressure distribution gets 
into trouble. The MAC(Marker-And-Cell) method was proposed by Welch 
et al.(1965) at Los Alamos Scientific Laboratory(LASL) of the University 
of California to treat the problem. After then, the SMAC was proposed by 
Amsden et al.(1970) and the SOLA by Hirt et al.(1975) at LASL. The 
SOLA scheme uses a simple method to calculate the pressure by adjusting 
the tentative velocities iteratively until changes are within a given 
tolerance in the whole computational domain. 

MODEL VERIFICATION 

The present model with the SOLA method was tested against 
Sato's(1987) laboratory results for non-uniform waves, and asymmetric 
ripple geometry (Case 7), in order to examine its validity. The ripple had 
asymmetric geometry with a round crest. The ripple length was 12 cm; 
the ripple height was 2 cm. The generated waves were close to the 
Stokes third order wave; first, second, and third harmonics of the near bed 
orbital velocity amplitude were -29.5, -7.611, and -1.416 cm/s, respectively. 
Sato's(1987) asymmetric ripple profile was tested, which had a round crest 
shape. 

The spatial increments in the x, z directions were both 0.25 cm. The 
time increment was 1/800 of the wave period of 2 seconds. The parameter 
which controls the accuracy of the continuity equation in the SOLA 
method was chosen to be sufficiently small. The CPU required for the 
execution of five real wave periods was typically 7200 seconds on a 
CRAY-2S/YMP machine. 

Flow Field 

The vorticity or the shear stress are directly related to the flow 
information. The model should be able to reproduce the flow fields first. 
The calculated and measured velocity fields were found to match 
reasonably well for the whole wave period. Fig. 1 shows the calculated 
velocities at the wave phase of 19Jt/10(see Fig. 10), and Fig. 2 shows the 
measured velocities at the wave phase of 3TC/10 of Sato's experiment as 
same phase with this study. The present model results reproduces the 
correct position and size of the vortex. The above phase is for the flow 
reversing time, and clearly shows the newly-generated vortex over the 
ripple trough. It should   be mentioned that the present model results show 
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better agreements with the laboratory experimental data sets than the 
previous vorticity model results, although the previous models are not 
systematically assessed in the present work. 

Vertical Distribution of horizontal velocities 

Fig. 3 shows that the calculated horizontal velocity profile over the ripple 
trough at the wave phase of 19Jt/10 agrees well with the measured values 
for Sato's experimental conditions. The present model also reproduced the 
correct position and size of the wave-induced vortex throughout the wave 
period. The horizontal velocity profile agrees well with the measured one 
above the level of about half a ripple height from the ripple trough, while 
the agreement becomes less good near the ripple surface. This would 
partially be due to the unsatisfactory presentation of the smooth seabed 
shape with the regular grid. 

Residual Currents 

Since the residual flow is the secondary flow, it is expected that the 
agreement between calculated and measured residual flow may not be so 
good as that of the primary flow. The calculated and measured residual 
currents (wave period average velocities) are shown in Figs. 4 and 5 
respectively. Sato's laboratory wave condition was close to the Stokes 
third order wave theory, and the order of magnitude of the measured 
residual current over ripples was about 0.1 cm/s in the offshore direction. 
The calculated residual current shows similar magnitude and direction, 
although the separated small circulation cell just next to the ripple crest 
shows a slightly different pattern from the measured one. The reason for 
the deviation may eventually be the boundary treatment techniques, which 
require further investigation. 

Vorticity Contours 

The vortex (circulation cell) was well reproduced by the present model 
at the lee of the ripple crest at the wave phase of 19Jt/10 in Fig. 6. The 
calculated vorticity field gives reasonable agreement on the vorticity 
magnitude with the Sato's laboratory experiment shown in Fig. 7. The 
secondary vortex proposed by Blondeaux et al.(1991) was also well 
reproduced by the present model just over the ripple surface. 

Effect of Sharp Crest Shape 

In order to examine the effect of ripple crest shape (round and sharp), 
the present model was applied to a sharp crested ripple profile. The ripple 
crest shape of Sato's Case 7 experiment was modified from a round to a 
sharp shape for the present numerical test, while all the other parameters 
for the experiment were retained. The calculated flow field for the sharp 
crested ripple at the wave phase of 19 JC/10 is shown in Fig. 8. The 
position of the vortex centre is higher, and the area occupied by the 
vortex is larger than that for the round crested ripple case, as expected. 
The inter-wave-period (IWP) variation of the maximum absolute vorticities 
over  the  round  and   sharp  crested  ripples  are   shown   in  Fig.   9,   which 
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reveals that the maximum absolute vorticities for the sharp-crested ripple 
were larger than those for the round crested ripple. 

MODEL APPLICATION 

Application Conditions 

In order to examine the effect of ripple steepness and ripple asymmetry 
on the flow over ripples, the present numerical model was applied to 
various artificial conditions. The model run conditions were the water 
depth of 40 cm; the wave height of 15 cm; the wave period of 2 seconds. 
The waves were assumed to be the Stokes third order waves, i.e. the 
near-bed wave orbital velocity was obtained from the following 
equation (refer to Fig. 10) 

Wco= c (F{. cos w t+Fi. cos2<u H-F3. cos3<« £) ( 5 ) 

where um is the near-bed wave orbital velocity outside the wave 

boundary layer, c is the wave celerity. Fx,Fz, and F3 are the constants 
in the Stokes third order wave, g is the acceleration due to gravity, k is 
the wave number (k =2TT/L). a> is the angular frequency (a> —2izjT). h is 
the water depth, a is the wave amplitude. L is the wave length. T is 
the wave period. The coefficients of equation (5) can be obtained from 
following relationships: 

c2 = i • tanh(M) • (l +a2k2 8coSh4(M)-8coSh2(M)+9 \     ( Q ) 
k \ 8sinh'(M) / 

Fl =   ~„-h(bU\ ( 7a ) sinh (kh) 

3 a2 k2 

4 sinh4(M) F2 = i      * 4*   , (7b) 

F _ 3    a3 £3{13-4cosh2(M)) ( lr , 
64 sinh7(M) 

(f)'[ , |   -iq 3{8cosh6(M)+l} 
i+a*        64sinh6(M) 

( 8 ) 

where   H is the wave height. 

The ripple dimensions (length and height) were calculated from 
Nielsen's(1981) empirical formulae. The ripple profile for the given ripple 
dimensions was obtained from the following equations proposed by 
Sleath(1974): 

x =  Xc - (rjl2)sm{27tXJ X) ( 9a ) 
z =   (?/2) cos(2;rXc/,0 ( 9b ) 

where   Xc  is   the  parameter  for  a  curvilinear  coordinate;   x, z  are  the 

horizontal and vertical cartesian coordinates, respectively; and   rj, A are the 
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ripple height and the ripple length, respectively. 

In order to examine the effect of ripple steepness and asymmetry, a 
fixed ripple length was chosen. The wave height of the ripple (n.) varied 
between 1.0 and 2.0 cm, and the longer half of ripple length (XI) varied 
between 4.5 to 6.3 cm. Ripple geometries for the tests are given in the 
following table: 

Table 1    Ripple geometries for numerical tests 

Run 

Case 

Ripple Length (cm) Height(cm) 
Remarks 

XI X2 X Xl/X T) T|/X 

RS-1 1.00 0.11 

RS-2 
RS-3 
RS-4 

4.5 4.5 9.0 0.5 
1.25 
1.50 
1.75 

0.14 
0.17 
0.19 

Variation 
of Ripple 
Steepness 

RS-5 2.00 0.22 

RA-1 4.50 4.50 0.50 
RA-2 
RA-3 

RA-4 

4.95 
5.40 

5.85 

4.05 
3.60 

3.15 

9.0 
0.55 
0.60 

0.65 

1.50 0.17 

Variation 
of Ripple 
Asymmetry 

RA-5 6.30 2.70 0.70 

M, 
;]__        TI    : Ripple height 
""'" X    : Ripple length 

XI : Longer half length of ripple 
X2 : Shorter half length of ripple 

Application Results 

Fig. 11 shows the typical flow pattern at a wave phase for case RS-5. 
Fig. 11 confirms the fact that the near-bed flow turns it's direction before 
the ambient flow (outside the wave boundary layer) turns it's direction. 
Existing one-dimensional vertical wave boundary layer models have also 
produced the phase shift between the ripple length-averag boundary layer 
flow and the outside boundary layer flow. However, the two-dimensional 
vertical model can track the detailed movement of vortices which directly 
affect the sediment transport in suspension or as bed load. 

1) Vertical distribution of horizontal velocities 

Fig. 12 (a) shows the vertical distribution of horizontal velocities over 
the ripple trough at the wave phase of 18^/10 for various ripple 
steepnesses, and Fig. 12 (b) for various ripple asymmetry. The centre of 
the strong vortex generally positions at the ripple crest level. Another 
weak vortex at the two ripple height is also seen in Fig. 12. The vertical 
distribution of horizontal velocities for various cases is nearly the same at 
the upper part above two ripple heights( 2.0 v) from the ripple trough. 

If the ripple is steep, the level of the vortex centre is generally high at 
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the wave phase of 18^/10. However, if the wave period is not long 
enough, the vortex cannot grow sufficiently to fill the ripple space between 
the two crests. 

Fig. 12 (b) shows that the position of the vortex centre and the vertical 
distribution of horizontal velocities are almost the same for various ripple 
asymmetry. The ripple asymmetry seems not to affect the vortex 
movement very much. 

2) Time variation of horizontal velocities 

The time variation of horizontal velocities at ripple crest is shown in 
Figs. 13 (a) and (b). At the ripple crest the horizontal velocities show little 
difference for various ripple steepness or asymmetry. In contrast to the 
ripple crest, the velocities at the ripple trough surface for various ripple 
steepness, see Figs. 13 (c), produces the double peak time variation of 
horizontal velocity. This pattern is closely related to the vortex motion 
over the ripple trough. 

3) Track of vortex 

Bagnold(1946) briefly described the track of a vortex over the ripples. 
Longuet-Higgins(1981) presented the vortex motion by time series using 
his discrete vortex model. He proposed that the vortex would reach upto 
the level of 2.5 A when the water particle excurtion length (d0) is 1.5 A 
from his discrete vortex model results. 

In the present study, the track of the separated vortex from the ripple 
crest was calculated for the case RS-3, see Fig. 14. The calculated 
movement of the two vortices generated in the onshore and offshore 
directions is not symmetric due to the asymmetry of the wave orbital 
velocity in both directions. The vortex generated at the lee side of the 
ripple crest moves about 2.5/1 in the onshore direction and disapears, i.e. 
the vorticity approaches zero after about a wave period time. On the other 
hand, the vortex generated at the front side of the ripple crest moves 
about 3.0A in the offshore direction and turns its direction. It disapears 
after about one and half wave periods. 

The movement of the vortex generated at the lee side of the ripple crest 
for case RS-3 can be devided into 3 phases. The first phase is the 
generation phase. This starts at the wave phase of about 3^/10. The 
vortex centre moves slightly upwards by the strong offshore ambient wave 
orbital velocity and slightly sinks down at the wave phase of 7 7r/10 due 
to the weak wave orbital velocity until the wave phase of 11 TT/ 10. The 
second phase is the rising phase by the change of the wave orbital 
velocity direction. During the second phase, the vortex departs from the 
ripple trough by the onshore return flow. The third phase is the free 
vortex phase. The rising phase between the wave phase of 3TT/10 and 
11 TT/10 produces the two peak time variation of horizontal velocity at the 

ripple trough surface, see Fig. 13 (c). 

The behaviour of the vortex generated at the front side of the ripple 
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crest shows quite different behviour, i.e. asymmetric movement to the 
former pair vortex, see Fig. 14. The movement of the vortex generated at 
the front side of the ripple crest can also be devided into 3 phases. The 
vortex rises from the wave phase of 15^/10 to 19 W10. The vortex 
starts to turns it's direction at the wave phase of 19 W 10 by the outside 
return flow. The distance moved is about  3.0 A . 

4) Vorticity 

The vorticity contours for the wave phase of 19 TT/ 10 are shown in Fig. 
15. It is interesting to note that the smaller the ripple steepness ( r// A), the 
larger the vorticity of the separated vortex as shown in Fig. 16 (a) and 
the maximum vorticity of the separated vortex for all cases was between 
33~38 sec _1. If the ripple became steeper, the area occupied by the vortex 
was expanded. The ripple surface provides higher energy dissipation rate 
due to the strong bed shear stress which may reduce the vorticity at the 
vortex centre. On the other hand, ripple asymmetry (cases RA-1 to 5) 
shows little effect on the vorticity of the separated vortices, see Fig. 16 
(b). 

The maximum vorticity is shown in Fig. 17 for various ripple steepness 
and asymmetry at a wave phase of  15W 10. 

The time variation of maximum vorticity on the ripple surface is 
presented in Fig. 18 for the cases of ripple steepness and asymmetry 
variation. In this figure, (+) value indicates the clockwise vorticity. 

5) Bottom shear stress 

Longuet-Higgins(1981) derived a horizontal velocity distribution for 
oscillatory laminar boundary layer from the Navier-Stokes equation. Bottom 
shear stress for oscillatory laminar boundary layer can be derived from 
that formula, and the phase different between the bottom shear stress and 
the water particle velocity outside the oscillatory laminar boundary layer is 
known to be 45°. 

In the present study, the bottom shear stress can be calculated from the 
mixing length assumption, i.e. the multiplication of the mixing length 
squared and the gradient of vertical velocity as follows: 

d Up 
dn 

I dut\ 
\   dn   I ( 10 ) 

where lm is the mixing length (lm — x • 4*), ls/, is the shortest distance 
from the calculation point to the solid boundaries, x is the von Karman's 
constant(0.4), up is the velocity parallel to the solid boundary surface, and 

n is the normal direction to the solid boundary. 

The time variation of bottom shear stress divided by the density (rb/p) 
and water particle velocity(non-scale) at the ripple crest is shown in Fig. 
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19. Jonsson and Carlsen(1976) proposed that that the phase shifts between 
the wave orbital velocity and the bed shear stress are 18 ° and 31 ° in the 
onshore and offshore directions, respectively, for a rough turbulent flow 
over a flat bed with relatively small roughness. The phase differences for 
the turbulent flows are smaller than that (45 °) for the laminar flow. 

The present model results show that the phase shift between the bottom 
shear stress and the water particle velocity for the test cases are between 
16° and 40°. The value varied depending on the vortex strength. The 
steeper the ripple, the bigger the phase difference. For the less steep ripple 
of case RS-T, the phase shift was 16° and 30° in the onshore and 
offshore directions, respectively. For the steep ripple of case RS-5, the 
phase shift was 25° and 40° in the onshore and offshore directions, 
respectively. The ripple asymmetry gives little influence on the phase shift 
between the bottom shear stress and the water particle velocity. 

CONCLUSIONS 

A numerical model is proposed here to obtain the wave- induced 
turbulent flow information over ripples. The present model directly solves 
primitive velocities and pressure from the continuity and Reynolds 
momentum equations. The calculation of pressure term followed the 
existing technique, SOLA. The turbulence was modelled by a mixing 
length zero-equation closure. A regular model grid was chosen for the 
present model. 

The numerical model was firstly verified using Sato's laboratory 
experimental conditions. The model results generally agree well with the 
measured values in the velocity field, vorticity, and the residual flow field. 

The model was then applied to various situations to assess the 
importance of ripple steepness and asymmetry. In order to examine the 
effect of ripple steepness and asymmetry, the waves were assumed to be 
Stokes third order waves. The two vortices generated in the onshore and 
offshore directions move in a different manner due to the asymmetry of 
the wave orbital velocity. It moves 2.5 A in the onshore direction, and 
3.0A in the offshore direction. The vorticity becomes very small after 
about 1.5   wave periods. 

The smaller the ripple steepness, the larger the vorticity for the 
separated vortex. If the ripple became steeper, the area occupied by the 
vortex was expanded. The ripple surface provides higher energy dissipation 
rate due to the strong bed shear stress which may reduce the vorticity at 
the vortex centre. 

The time variation of horizontal velocity at the ripple trough surface 
shows two peaks, which become clearer for steeper ripples because of the 
strong vorticity. The two peaks can only be explained by the vortex 
movement. 

The phase  differences  between  the  wave  orbital  velocities  outside the 
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wave boundary layer and the bottom shear stresses at the ripple crest are 
shown to be about 30° on average. The phase difference slightly varies 
depending on the vortex strength at the ripple crest. 

Judging from the model results, ripple asymmetry gives only a small 
influence on the vortex movement or the flow characteristics over the 
ripples. 
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CHAPTER 156 

Swash Dynamics under Obliquely Incident Waves 

Nobuhisa Kobayashi1, and Entin A. Karjadi2 

ABSTRACT: A horizontally two-dimensional, numerical model is developed for 
predicting the time-dependent free surface elevation and fluid velocities in the swash 
and surf zones under obliquely incident waves. The assumptions of shallow water 
waves with small incident angles are made to simplify the continuity and momentum 
equations and reduce computational efforts considerably. The developed numerical 
model allows gradual alongshore variations of the bathymetry and the incident regular 
or irregular waves at its seaward boundary. The numerical model is compared with 
available regular wave data of alongshore uniformity as an initial assessment of the 
model. The wave height, setup and runup are predicted well. The numerical model 
with the bottom friction factor calibrated previously for swash oscillations predicts the 
magnitude of longshore current but can not reproduce the longshore current profile 
probably because it does lot model the transition zone and lateral mixing. 

INTRODUCTION 

A quantitative understanding of swash hydrodynamics and sediment transport on 
beaches under obliquely incident waves is essential for the design of shoreline erosion 
mitigation measures such as sand bypassing and beach nourishment. Field and labora- 
tory measurements on the distribution of longshore sediment transport across the surf 
zone indicated that the distribution was generally bimodal with peaks in the swash 
and breaker zones (e.g., Bodge and Dean 1987; Kamphuis 1991). Bodge and Dean 
(1987) observed that the relative significance of the peaks shifted from the breaker 
zone peak to the swash zone peak as the surf varied from spilling to collapsing condi- 
tions. They found that longshore sediment transport in the swash zone might account 
for at least 5% to over 60% of the total drift. Knowledge of longshore sediment trans- 
port in the swash zone is important for the design of a sand bypassing system such 
as the system based on a jet pump deployed in the swash zone at Indian River Inlet, 
Delaware (Clausner et al. 1991). 

Ryrie (1983) developed a time-dependent numerical model for longshore fluid mo- 
tion along a straight shoreline with a plane slope generated by obliquely incident 
monochromatic waves with a small angle of incidei ce. The numerical model was 
not compared with any data.  The numerical model developed herein is formulated 

1Prof., Dept.   of Civ. Eng., and Assoc. Dh\, Ctr.   for Applied Coast. Res., Univ.   of Delaware, 
Newark, DE 19716, USA. 

2Ph.D. Student, Ctr. for Applied Coast. Res., Univ. of Delaware, Newark, DE 19716, USA. 
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unlike that of Ryrie (1983) such that it will be applicable to beaches of arbitrary 
geometry under obliquely incident random waves. Approximate two-dimensional gov- 
erning equations under the assumptions of shallow water waves with small angles of 
incidence are derived from the three-dimensional continuity and Reynolds equations 
(e.g., Rodi 1980) in a manner similar to the derivation of Kobayashi and Wurjanto 
(1992) of approximate one dimensional equations from the two-dimensional continuity 
and Reynolds equations. It should be noted that the mechanical energy equation for 
turbulent flow can be derived from the continuity and Reynolds equations and that 
the energy equation for turbulent flow is generally associated with the conservation of 
heat energy (e.g., Rodi 1980). 

TIME-DEPENDENT NUMERICAL MODEL 

The cartesian coordinate system (x\ y', z') is defined as x' = horizontal coordinate 
normal to the overall orientation of the shoreline; y' = horizontal coordinate normal to 
the a:'-axis; and z' = vertical coordinate with z' = 0 at the still water level (SWL). The 
prime indicates the physical variables that will be normalized later. Limiting to waves 
in shallow water, the coordinates x', y1 and z' are normalized by aH', aH' /8C and 
H', respectively, where H' = incident wave height; 8C = reference incident wave angle 
in radian; and a = T'y/g/H' with T' = incident wave period and g = gravitational 
acceleration. The corresponding fluid velocity components u', v' and w' in the x', y' 
and z' directions are normalized by \JgH'', Bcy/gH' and H'/T', respectively. The 
normalized continuity and Reynolds equations are then simplified under the assump- 
tions of a2 > 1 and JJ<1 for shallow water waves with small angles of incidence. 
The simplified equations are integrated from the bottom to the instantaneous free 
surface using the kinematic bottom and free surface boundary conditions as well as 
the boundary conditions of zero normal and tangential stresses at the free surface. 

The derived continuity and horizontal momentum equations for a2 >• 1 and ^<1 
are expressed in the following normalized forms (Kobayashi and Karjadi 1995) 

|(^) + A(ClA^  =  -h
d/x-f\u\u (2) 

§-t(hV) + l(C2hUV)    =    -h%-f\U\V (3) 

The normalized variables without the prime in these equations are defined as 

il - — y' ' h-— - H- 
1   ~    T'   ''   X ~ aH'   ''   V ~ aH'/6c   

! H'   ''   V ~ It' ( ' 

U' V 1 T\/aW u = ^•'v=K79w-'f=y,^=^L   (s) 

where t = time; h = instantaneous water depth; ij = instantaneous free surface el- 
evation above SWL; U = depth-averaged value of the cross-shore velocity u; V = 
depth-averaged value of *he longshore velocity v; /' = bottom friction factor used 
to express the bottom shear stress in terms of U and V; and a = ratio between the 
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cross-shore and vertical length scales. The momentum correction coefficients C\ and 
C2 equal the depth-averaged values of (u/U)2 and (uv/UV), respectively. It is noted 
that the vertical momentum equation yields essentially hydrostatic pressure in shal- 
low water. Eqs. (1) and (2) with C\ = 1 are the same as those used previously for 
predicting the setup and runup of normally incident waves (Kobayashi and Wurjanto 
1992). The assumption of C\ = 1 was suggested to result in an error on the order of 
10%. The assumption of C2 = 1 in (3) may also be made to compute V using (3) for 
the temporal and spatial variations of U and h computed using (1) and (2). For the 
case of Q\ <C 1, the dominant cross-shore fluid motion is not affected by the secondary 
longshore fluid motion varying more slowly in the longshore direction. Furthermore, 
the variations in the ^-direction appear only in the term dij/dy in (3) and along the 
seaward boundary of the computation domain. The alongshore momentum equation 
(3) is more sensitive to the gradual alongshore variability. In short, the assumption 
of 0\ <C 1 reduces computational efforts considerably and eliminates difficulties asso- 
ciated with lateral boundary conditions for general two-dimensional computations. 

The instantaneous quantities h, U and V in (l)-(3) include both oscillatory and 
mean quantities. The time-averaged continuity equation corresponding to (1) yields 
hU = 0 to satisfy the condition of no flux into the assumed impermeable beach 
where the overbar denotes time averaging. The time-averaged momentum equation 
corresponding to (2) with C\ = 1 and / = 0 corresponds to the conventional cross- 
shore momentum equation used to compute wave setup rj (Kobayashi et al. 1989). 
The time-averaged alongshore momentum equation corresponding to (3) with C2 = 1 
can be written as 

Tdrj     Id 
^oxv = -jiviv-r 

with 

fxs^-fWW-^-^^W\ (6) 

Sxy = hUV = hU(V- V) (7) 

If the setup rj and the variance (77 — fj) related to the root mean square wave height 
do not vary in the alongshore direction, (6) is similar to the conventional alongshore 
momentum equation that assumes U = 0. The gradual alongshore variations of the 
wave setup and variance are as important as the bottom friction and the cross-shore 
gradient of the alongshore radiation stress Sxy for a small angle of wave incidence. 
The dispersion or lateral mixing term due to the vertical variations of u and v (e.g., 
Rodi 1980) is neglected in (6) because of the assumption of C2 = 1 employed here. 
Svendsen and Putrevu (1994) discussed the vertical variations of the mean velocities 
u and v and attributed the lateral mixing due to the nonlinear interaction between u 
and v. The dispersion terms arise from the nonlinear interaction between (u — U) and 
(v — V) integrated over the depth in conventional turbulent flow analyses (e.g., Rodi 
1980). 

Fig. 1 shows the finite difference grid of constant grid sizes Ax and Ay used in 
the numerical model. The cross-shore coordinate x is taken to be positive landward 
and the alongshore coordinate y is positive in the downwave direction with y = 0 at 
the upwave boundary. The seaward boundary of the computation domain is located 
at x = 0 along the y-axis. The time step size At is allowed to vary in the same way 
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Figure 1: Finite Difference Grid for Numerical Model 

as in the existing one-dimensional numerical model RBREAK2 (Kobayashi and Poff 
1994) where A* is reduced in a semiautomated manner whenever numerical difficulties 
occur at the moving shoreline. The initial time t = 0 for the computation marching 
forward in time is taken to be the time when the incident wave train arrives at x = 0 
and there is no wave action in the region x > 0 and y > 0. 

For the known values of h, T), m = hU and q = hV at the time level t, the 
values of these variables at the next time level t* = (t + Ai), which are denoted by 
the asterisk, are computed in sequence. The value of (h — rj) is the normalized depth 
below SWL which is known for the specified bottom elevation. First, along each of the 
shore-normal lines at y = (i — l)Ay with i = 1, 2, • • •, / where / is the number of the 
shore-normal lines, h* and m* are computed by solving (1) and (2) using the explicit 
dissipative Lax-Wendroif method (e.g., Richtmyer and Morton 1967) together with 
the seaward and landward boundary conditions employed in RBREAK2 (Kobayashi 
et al. 1987, 1989). The obliquely incident wave train at the seaward boundary is 
specified as input. The computation along each shore-normal line is actually made 
using RBREAK2. Second, along each of the shore-normal lines at y = (i — l)Ay with 
i = 2, 3, • • •, (/ — 1), q* is computed using (3) together with the computed h* 

and rri* where dr)/dy in (3) is approximated by a central finite difference based on 
the values of rf at the two adjacent lines. Use is made of the MacCormack method 
(MacCormack 1969) which is a simplified version of the Lax-Wendroff method and 
has been used successfully for the computation of unsteady open channel flows with 
hydraulic jumps (e.g., Gharangik and Chaudhry 1991). q* is set zero landward of the 
shoreline node computed by RBREAK2. The seaward boundary condition for q* is 
based on the characteristic equation derived from (3) as explained by Kobayashi and 
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Table 1: Incident Waves at Seaward Boundary x' = 0 

Expt. < r H' 6i a 01 t 
No. tan0' (cm) (s) (cm) (deg) 

2 0.101 21.1 1.00 9.5 26.0 10.2 0.206 0.409 
3 0.101 21.3 1.00 8.7 14.2 10.6 0.061 0.428 
4 0.050 18.5 1.02 7.9 13.9 11.4 0.059 0.227 
5 0.050 18.2 1.85 9.0 12.9 19.3 0.051 0.385 

Karjadi (1995). 

When the beach profile and incident wave conditions are uniform in the longshore 
direction, it is sufficient to compute h(t,x), r)(t,x) and m(t,x) = h(t,x) U(t,x) along 
the three lines at y = 0, Ay and 2Ay and q(t,x) = h(t,x) V(t,x) along the line at 
y = Ay. The computed r\ along the three lines are used to ensure the alongshore 
uniformity of the mean and variance of r\ used in (6). Even if the beach profile and 
incident wave conditions vary gradually alongshore, the developed numerical model 
will be applicable for the computation of the gradual longshore variations of h, m and 
q by choosing a larger value of /, provided that lateral boundary conditions do not 
affect h, m and q in the computation domain. 

COMPARISON WITH AVAILABLE REGULAR WAVE DATA 

Visser (1991) conducted eight monochromatic wave experiments on 1:10 and 1:20 
slopes and presented detailed data on uniform longshore currents, local wave heights, 
angles of wave incidence, wave setup and runup. The numerical model is compared 
with four experiments for which the seaward boundary location can be taken to be 
in relatively shallow water seaward of the breaker line. Table 1 lists the experiment 
number used by Visser (1991) and the slope and incident wave characteristics specified 
as input to the numerical model where tan 6' = uniform slope; d't = water depth below 
SWL at the seaward boundary located at x' — 0; T" = wave period; H' = incident wave 
height at x' = 0; 0; = angle in degrees of wave incidence at x' = 0; a = ratio between 
the cross-shore and vertical length scales defined in (5); 9C = reference incident wave 
angle in radian taken to be 0; in radian; and £ = surf similarity parameter given 
by £ = ertanfl'/v^Tr- For these experiments, plunging breakers were observed. The 
assumptions of <r2 > 1 and ^<1 may be appropriate except for Experiment 2 with 
9% = 0.206. The only empirical parameter involved in the numerical model is the 
bottom friction factor /' in (5) where /' ~ 0.05 has been used for predicting wave 
runup on smooth slopes ir small-scale experiments (e.g., Kobayashi et al. 1989). The 
value of /' = 0.05 is used here for both cross-shore and alongshore fluid motions. 

The obliquely incident regular wave train rfi(t',y') at x' = 0 for the small angle 0, 
in radian is assumed to be in the following dimensional form 

%(* > V ) =   periodic function of   I — - —y 
\ J. 1J 

a i_ 
v r -• (8) 

•'/OiJ    v \     c/di 

in which L' and C" = L'/T' are the wavelength and phase velocity in the water depth 
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d't. Eq. (8) accounts for the phase or time lag along the alongshore coordinate y'. The 
periodic function in (8) is specified using Stokes second-order or cnoidal wave theory 
depending on the value of Ursell parameter (Kobayashi et al. 1987). 

The normalized grid sizes Aai and Ay in Fig. 1 need to be chosen to be small 
enough to resolve breaking waves in the surf and swash zones. For these experiments 
of alongshore uniformity, it is sufficient to use the three cross-shore lines at y = 0, A 
and 2Ay in Fig. 1. The value of Aa: is selected to be on the order of 0.01, corresponding 
to 200 grid spacings between the seaward boundary and the still water shoreline. The 
value of Ay is chosen to be the same as Ax to yield the same spatial resolution 
in the normalized coordinates. A limited sensitivity analysis has indicated that the 
computed results remain essentially the same as long as Ay is on the order of Aa; or 
less. 

First, the detailed computed results for Experiment 2 are presented as an example. 
The temporal and cross-shore variations of the free surface elevation r), the depth- 
averaged cross-shore velocity U, and the depth-averaged alongshore velocity V are 
stored along the center line at y = Ay. The temporal variations of rj, U and V for the 
duration 0 < t < 300 at x = 0 (at the seaward boundary), x = 0.509 (immediately 
seaward of the breaker line), x = 0.770 (in the outer surf zone), x = 1.550 (in the 
inner surf zone), and x = 2.265 (in the swash zone) are shown in Figs. 2, 3 and 4, 
respectively. The cross-shore fluid motion represented by r) and U computed using 
(1) and (2) becomes periodic fairly quickly for i>20 as has been the case with the 
previous one-dimensional computations for beaches (e.g., Kobayashi et al. 1989). The 
alongshore fluid motion represented by V computed using (3) becomes periodic very 
slowly especially in the vicinity of the breaker line. The very slow response of the 
alongshore fluid motion is qualitatively consistent with the analytical result of Ryrie 
(1983) for the periodic solution development as well as the experimental procedure 
adopted by Visser (1991) who made measurements one hour after the start of the wave 
maker. In light of Fig. 4, the time averaging denoted by the overbar in the following 
is performed for the duration 200 < t < 300. 

The computed cross-shore variations of fj, rjrms, U, Urms, V and Vrms for Ex- 
periment 2 are shown in Fig. 5 where the root-mean-square values representing the 
magnitude of the oscillatory components are defined as 

rfrms = (V - VY ;   U?ms = (U-Uy ;   Vr
2
ms = (V-Vy (9) 

For example, if r) = 0.5cos(2?rf), fj — 0 and 7)rms = l/\/8 = 0.35. The normalized 
uniform slope is indicated by the dashed-dotted straight line in the top figure in Fig. 
5. The upper limit of the wave setup fj is the maximum runup elevation on the slope 
above SWL because h > 0 in the region wetted by water. The increase of fj and the 
decrease of rjrms in the surf and swash zone are approximately linear. On the other 
hand, Urms decreases slowly in the surf zone and rapidly in the swash zone. U is 
negative and represents the cross-shore return current as explained by Kobayashi et 
al. (1989). The longshore current V is dominant in the surf zone and the oscillatory 
component Vrms decreases approximately linearly in the surf and swash zone. 

Fig. 6 shows the computed cross-shore variations of the normalized quantities in- 
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Figure 2: Computed Temporal Variations of Free Surface Elevation T) at x = 0, 0 509 
0.770, 1.550 and 2.265. 
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Figure 3: Computed Temporal Variations of Cross-Shore Velocity U at x = 0  0 509 
0.770, 1.550 and 2.265. 



SWASH DYNAMICS 

Experiment 2 

2163 

Io1 

to tyWWWlillifl^^^ 

50 100 150 
t 

200 250 300 

Figure 4: Computed Temporal Variations of Alongshore Velocity V at x = 0  0 509 
0.770, 1.550 and 2.265. 
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volved in the time-averaged cross- shore wave energy equation (Kobayashi and Wur~ 
janto 1992) and the time-averaged alongshore momentum equation (6) where E = 
specific energy per unit horizontal area; Ep = energy flux per unit width; Df = en- 
ergy dissipation rate due to bottom friction per unit horizontal area; L>B = energy 
dissipation rate due to wave breaking per unit horizontal area; Sxy = alongshore ra- 
diation stress given by (7); and f\U\V = alongshore bottom shear stress. The top 
figure in Fig. 6 indicates that the energy dissipation due to wave breaking is dominant 
and does not occur suddenly in this numerical model which does not account for wave 
breaking explicitly (Kobayashi and Wurjanto 1992). For these experiments of along- 
shore uniformity, the computed alongshore gradients of the mean and variance of ij 
are negligible and the time-averaged alongshore momentum equation (6) reduces to 
dSxy/dx = —f\U\V. The bottom figure in Fig. 6 shows that Sxy decreases monoton- 
ically in the surf and swash zones. The computed cross- shore variations of dSxy/dx 
and —f\U\V are essentially the same where /|f|V is plotted to distinguish the two 
curves. 

Fig. 7 compares the measured and computed cross- shore variations of the nor- 
malized local wave height H for each of the four experiments listed in Table 1. The 
agreement is very good in view of no adjustable parameter included in this numerical 
model to initiate wave breaking. However, it should be stated that this numerical 
model can not predict wave shoaling without wave breaking over a long distance 
(Kobayashi et a!. 1989). 

Fig. 8 compares the measured and computed cross-shore variations of the normal- 
ized wave setup fj together with the normalized uniform slope indicated by the dotted 
line for each of the four experiments. The agreement is good in the swash zone but 
the computed mean water level rises too rapidly landward of the breaker line as was 
the case with the previous comparison by Kobayashi et al. (1989). The numerical 
model does not predict the transition zone of constant wave setdown whose effects on 
surf zone hydrodynamics were reviewed and elaborated by Nairn et al. (1990). 

Table 2 shows the comparisons of the measured and computed maximum setup and 
runup for the four experiments. The computed maximum setup and runup correspond 
to the mean and maximum shoreline elevations, respectively, measured by hypothetical 
wires placed parallel to the above the uniform slope at elevations of 1, 5 and 10 mm, 

Table 2: Measured and Computed Maximum Setup and Runup 

Expt. 
No. 

Maximum Setup Runup 
Computed 

Meas. 
Computed 

Meas. 1mm 5mm 10mm 1mm 5mm 10mm 
2 
3 
4 
5 

0.34 
0.34 
0.19 
0.28 

0.29 
0.28 
0.17 
0.23 

0.26 
0.25 
0.17 
0.21 

0.29 
0.31 
0.20 
0.27 

0.38 
0.38 
0.20 
0.31 

0.35 
0.35 
0.20 
0.29 

0.35 
0.35 
0.21 
0.29 

0.43 
0.47 
0.24 
0.34 
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whereas the actual measurements were made visually. The computed results are not 
very sensitive to the wire elevations and in fair agreement with the measured values 
except that the numerical model with the bottom friction factor /' = 0.05 slightly 
underpredicts the visually measured runup. It is also noted that the swash oscillations 
in the regular wave experiments are very narrow in comparison to swash oscillations 
on natural beaches that tend to be dominated by low-frequency motions (Guza and 
Thornton 1982; Holman and Sallenger 1985). 

• Measured Computed 

0 0.5 1 1.5 2 Z.5 3 

0 0.5 1 1.5 2 2.5 3 

Figure 9: Measured and Computed Longshore Current V for Four Experiments. 

Finally, Fig. 9 compares the measured and computed cross-shore variations of the 
longshore current V for the four experiments. The numerical model with /' = 0.05 
predicts the magnitude of V but can not predict the shape of V probably because the 
numerical model based on (3) with C2 = 1 does not include lateral mixing (dispersion) 
and it can not predict the transition zone as shown in Fig. 8. Comparing the similar 
agreement for Experiments 2 and 3 whose incident wave conditions are listed in Table 
1, it may be concluded that 0\ = 0.206 may still be regarded to be much less than 
unity. Visser (1984) and Nairn et al. (1990) showed it necessary to delay the initiation 
of the influence of energy dissipation on the generation of longshore currents until the 
landward limit of the transition zone.   These shortcomings of the numerical model 
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may be serious for longshore currents generated by regular waves but are much less 
apparent for irregular waves due to irregular wave breaking and generation of low- 
frequency motions as presented by Kobayashi and Karjadi (1995) who compare the 
numerical model with available field data on longshore currents (Thornton and Guza 
1986). 

CONCLUSIONS 

A horizontally two-dimensional, time-dependent numerical model is developed for 
predicting swash and surf hydrodynamics under obliquely incident waves. The as- 
sumptions of shallow water waves with small incident angles are made to reduce 
computational efforts significantly and eliminate difficulties associated with lateral 
boundary conditions. Under these assumptions, the dominant cross-shore fluid mo- 
tion along each cross-shore line is computed first using the existing one-dimensional 
numerical model. The secondary alongshore fluid motion, which may vary slowly in 
the alongshore direction, is then computed using the computed free surface eleva- 
tion and cross-shore fluid velocity. The developed numerical model is compared with 
available data for obliquely incident regular waves. The numerical model is shown to 
predict the wave height, setup and runup well, although it can not model the transi- 
tion zone. This implies that the existing one- dimensional model for normally incident 
waves can be used to predict the cross-shore variations of the free surface elevation for 
obliquely incident waves with small incident angles. The numerical model with the 
bottom friction factor calibrated previously for swash oscillations predicts the mag- 
nitude of longshore current fairly well but can not reproduce the longshore current 
profile probably because it does not include the transition zone and lateral mixing. 
The utility of the developed time-dependent model in comparison to conventional 
time-averaged models with several adjustable parameters (e.g., Nairn et al. 1990) is 
not apparent for the compared regular wave data for which the swash zone is narrow 
and the oscillatory alongshore velocity is small relative to the longshore current. 
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CHAPTER 157 

WAVE RUN-UP AND SEA-CLIFF EROSION 

S.-M. Shih1, P. D. Komar2, K.J. Tillotson2, 
W.G. McDougal3 and P. Ruggiero3 

Abstract 
Studies have been undertaken along the Oregon coast to better 
understand the processes involved in sea cliff erosion in order 
to develop improved predictions of the susceptibilities of 
properties to wave attack. A model has been developed that 
includes evaluations of extreme water elevations measured by 
tide gauges, calculations of wave run-up levels due to major 
storms, and a documentation of beach morphology variations 
that affect the wave run-up and determine the elevation of the 
junction between the beach and toe of the sea cliff. The 
occurrence of erosion depends on the combined water levels 
compared with the beach/cliff junction. All of these factors 
vary with time and also spatially along the coast. A program 
has been initiated to measure wave run-up on Oregon beaches 
ranging from reflective to dissipative in order to test the 
model predictions. 

Introduction 
The erosion of sea cliffs backing beaches generally 

depends on the run-up of large waves generated by a major 
storm, superimposed on elevated water levels due to tides and 
other processes that affect water elevations (storm surge, 
etc.). Critical is the total level achieved by the water 
compared with the elevation of the junction between the beach 
and face of the sea cliff. These factors vary with time, tending 

11nstitute of Oceanography, National Taiwan Univ., Taipei, Taiwan 
^College of Oceanic & Atmos. Sciences, Oregon State Univ., Corvallis, OR 97331 
3Ocean Engineering, Oregon State Univ., Corvallis, OR 97331 

2170 



SEA-CLIFF EROSION 2171 

to reach extremes during the winter months so that the sus- 
ceptibilities of properties to erosion are greatest in that 
season. The factors can also vary spatially along the length of 
coast, particularly the morphology of the beach and the degree 
of protection it offers to the sea cliff from wave attack. 

In order to evaluate the susceptibilities of coastal prop- 
erties on sea cliffs to wave erosion, it is necessary to make 
quantitative assessments of: (1) potential mean-water eleva- 
tions due to tides, storm surges, and other processes, (2) the 
most extreme run-up levels of storm-generated waves, and (3) 
expected elevations of the beach/cliff junction. The appli- 
cation in this paper is to the Oregon coast, but the techniques 
can be used on other coastlines, employing wave and water- 
level data specific to those areas. In this paper we report on 
analyses of extreme mean-water levels measured by a tide 
gauge, on calculated wave run-up elevations due to major 
storms, on a program that has been initiated to measure wave 
run-up on a variety of Oregon beaches to test the extreme 
predictions, on efforts to document the beach morphology 
variations that affect wave run-up and determine beach/cliff 
junction levels, and on efforts to apply the analyses in 
coastal-zone management decisions such as the establishment 
of set-back distances. 

Study Site 
Erosion has been common along the Oregon coast due to the 

high energy of the wave climate and the dynamic behavior of 
its beaches. Much of this erosion has occurred in sea cliffs 
backing beaches, of concern in that many communities are 
sited on uplifted marine terraces that are suffering from sea- 
cliff recession. The erosion has been episodic, associated with 
the occurrence of extreme storms, but it also has been 
spatially variable. This spatial variation is due in part to the 
tectonic setting of Oregon, which has resulted in different 
rates of coastal uplift (Komar and Shih, 1993). In general, the 
southern part of the coast and the northern-most part near the 
Columbia River are rising faster than the present rate of sea 
level rise, while the north central stretch has minimal uplift 
and therefore is experiencing a sea-level transgression due to 
the global rise in sea level. This coast-wide pattern of 
relative sea-level change is reflected in the degree of sea 
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cliff erosion. However, there are also more local controls 
which include the volume of sand on the fronting beach and the 
corresponding ability of the beach to act as a buffer between 
the sea cliffs and storm waves (Shih and Komar, 1994). The 
north-central portion of the Oregon coast, where erosion has 
been greatest, is segmented into a series of littoral cells by 
large headlands, which effectively isolate the stretches of 
beach within each cell. Sources and losses of sand to the 
series of littoral cells are highly variable, and this has con- 
trolled the amount of sand on the beach and the elevation of 
the beach/cliff junction. As a result, there tends to be differ- 
ences in susceptibilities of properties to erosion between the 
series of littoral cells. It is this high spatial as well as tem- 
poral variation in the susceptibilities of properties to erosion 
that has made it important to develop analysis techniques that 
can assist in rationally evaluating those susceptibilities. 

Model Development and Process Evaluations 
The Basic Model 

The model is illustrated in Figure 1. The probability of 
water reaching the base of a sea cliff backing the beach is 
dependent on water-elevation factors which include: 

1. The tide level within its predicted harmonic cycle; 
2. Processes such as storm surge, water temper- 

atures, and the occurrence of an El Nifto that 
produce departures of the mean water level from 
the predicted tidal elevations; 

3. Set-up induced by waves breaking on the beach; 
4. The frequency and elevations achieved by the run- 

up of individual waves above the mean set-up level. 
Important to the induced erosion of sea cliffs is the 
comparison between elevations achieved by the water due to 
these combined processes (HT + TJ+R in Figure 1), and the 
elevation of the junction of the beach face with the sea cliff 
(Hj). Wave-induced property erosion will not occur unless the 
elevation of the water exceeds the elevation of the beach/cliff 
junction (HT + JJ+R>HJ). Implementation of the model to 
evaluate the susceptibilities of sea cliffs and associated 
properties to erosion depends on the ability to quantitatively 
evaluate the processes that govern water and beach elevations. 
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CLIFF  EROSION MODEL 
wave erosion iH^R+'J+H.,. 

no erosion :HJ>R+!^+HT 

Figure 1: The basic model for the quantitative assessment of the 
susceptibilities of sea cliffs to wave-induced erosion. 

Extreme Water Levels 
From the above list of water-level factors, it is apparent 

that tides are generally an important process controlling 
water elevations on the beach and thus the probability of 
waves reaching the toe of the cliff. Water-level elevations 
resulting solely from tide-generating forces are predictable, 
but there can be significant departures from those predictions 
due to a number of oceanic and atmospheric processes. The 
analyses presented here are based on the tide-gauge records 
from Yaquina Bay on the central Oregon coast. Measurements 
from that gauge span a sufficient number of years for 
projections of extreme water-elevations expected within a 
100-year time frame. 

The yearly extreme high tides recorded at the Yaquina Bay 
tide gauge have been analyzed to construct the probability 
curves of extreme water levels shown in Figure 2. The 
measurements were modeled by the General Extreme Value 
distribution (Shih, 1992). The results are expressed in terms 
of recurrence intervals of the water-level elevations, but can 
also be expressed as the probability of occurrence of a speci- 
fied level during a given year. Based on the measured water 
levels, the projected 100-year elevation is about 2.5 meters 
above mean sea level (MSL). A similar analysis of the predicted 
yearly extreme  tides yields  a curve that is  displaced  well 
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below that based on measured tides, Figure 2, and yields a 
projected 100-year predicted tidal elevation of about 2.0 
meters, some 50 cm lower than that based on the measured 
extreme tides. 
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Figure 2: Analyses of extreme predicted and measured tides based on 
the yearly maximum elevations recorded on the tide gauge in 
Yaquina Bay on the central Oregon coast. 

The results demonstrate that there are significant 
differences between predicted and observed extreme tides, 
with the measured elevations typically being 10's of centi- 
meters higher. This demonstrates the importance of the 
oceanic and atmospheric processes such as storm surge, water 
temperatures, etc., that can raise water levels well above 
predicted tidal elevations. It is important to account for the 
causes of the differences between the measured versus 
predicted tides in order to improve our basic understanding of 
the processes. Detailed analyses of these processes are still 
underway, but the broad seasonal variations are apparent. 
Higher water levels occur during the winter off the Oregon 
coast due to the generally warmer water temperatures 
(upwelling during the summer makes the water colder and 
denser, depressing the water-surface level); typically, mean- 
water elevations are about 20 cm higher during the winter 
than in the summer (Huyer et al., 1983). A particularly 
important phenomenon affecting extreme water levels is the 
occurrence of an El Nino; for example, the 1982-83 El Nifio 
raised water levels by approximately 15 cm above the 
previously measured high levels for the winter months, on the 
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order of 35 cm above the average measured levels for those 
months (Huyer et al., 1983; Pittock et al., 1982). 

There can also be daily fluctuations in mean water 
elevations such as those due to a storm surge as low-pressure 
fronts cross the coast. This factor has been investigated for 
only a few specific storms that resulted in property erosion 
along the Oregon coast (McKinney, 1976). In those few cases 
the maximum increases in water elevations attributable to 
storm surge were less than 20 cm. This small magnitude, 
compared with other coastal areas, results because the storms 
either crossed the coast too fast to develop a sizable wind 
set-up of the water, or the extreme waves of the storm were 
generated by a large fetch but not by extreme winds. More 
study of storm surge on the Oregon coast is needed, since it 
still exerts an important control on the total elevation of the 
water, and thus on the occurrence of sea cliff erosion; further- 
more, there may be circumstances when storms do give rise to 
more significant storm surges on the Oregon coast. 

Storm Waves and Run-up Levels 
The second component in the cliff-erosion model is the 

evaluation of wave run-up associated with major storms. An 
assessment of this factor requires a good documentation of 
the deep-water wave climate and a capacity to calculate wave 
run-up elevations on beaches for those wave conditions. 

A variety of wave-data sources is available for the Oregon 
coast upon which to base projections of extreme-wave 
parameters, which in turn can be used to calculate extreme 
run-up elevations. The data sources include the deep-water 
buoy data of the Coastal Data Information Program (CDIP) of 
the Scripps Institution of Oceanography, and from the National 
Data Buoy Program (NDBP) of NOAA. Those buoy-measurement 
programs began only in the 1980s, and in themselves do not 
provide a sufficiently long record upon which to base extreme- 
wave projections. Important in this respect are wave data 
derived from the microseismometer system operated by Oregon 
State University at the Marine Science Center in Newport. This 
system has been in operation since 1971, yielding 
measurements of significant wave heights and periods four 
times each day. Direct comparisons between buoy and 
microseismometer measurements demonstrate that the seis- 
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mometer yields good data for significant wave heights, while 
the periods are systematically too large (Tillotson, 1995; 
Tillotson and Komar, in review). Wave data are also available 
for the 20-year period from 1956 to 1975, derived from the 
daily wave hindcasts of the Wave Information Study (WIS) of 
the U.S. Army Corps of Engineers. Unfortunately, the WIS wave 
heights are systematically 30% too high in comparison with 
the direct measurements. An attempt was made to recalibrate 
the WIS data in order to make it more compatible with the 
wave climate based on the direct measurements, but the 
results then yielded too few storm-wave conditions based on a 
threshold of the significant wave height being greater than 6 
meters, the limit used in the extreme-wave analyses. 
Therefore, the extreme-wave analyses had to rely on the 
combined measurements of the deep-water buoys (specifically 
the CDIP buoy offshore from Bandon, Oregon), and the wave 
data derived from the microseismometer system (Tillotson, 
1995; Tillotson and Komar, in review). The data base thereby 
consists of 23 years of daily wave measurements, during 
which 24 storms were identified as having deep-water 
significant wave heights equal to or greater than 6 meters. The 
largest measured deep-water significant wave height was 7.3 
meters, while extreme-wave analyses yielded a wave height of 
7.8 meters for the 50-year projection, and a less reliable 
value of 8.2 meters for the 100-year projection. If a 5-meter 
wave height is used to define "storms" rather than 6 meters, 
then the projected 50-year and 100-year wave heights are 
respectively 8.2 and 8.8 meters. 

This established deep-water wave climate has been used 
to calculate extreme run-up elevations on Oregon beaches 
backed by sea cliffs. There is a considerable literature derived 
from studies of wave run-up on structures such as jetties and 
on natural beaches; Douglass (1990) provides a recent review, 
and van der Meer and Stam (1992) have undertaken a synthesis 
of the extensive laboratory results. The analysis approach used 
here is based mainly on the field measurements of Holman and 
Sallenger (1985) at the Field Research Facility, Duck, North 
Carolina, and in particular on the results of Holman (1986) 
derived from his reanalysis of the data to evaluate extreme 
run-up elevations. Holman analyzed run-up in terms of the 
mean   run-up  level,   the  significant  level  (elevation  of  the 
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highest one-third), the 2% exceedence elevation, and the 
absolute maximum run-up elevation achieved during a 20- 
minute measurement record. In our predictions, we have used 
the 2% exceedence, denoted by R2%. Similar to earlier studies, 
Holman (1986) found that this run-up elevation can be 
predicted by the relationship 

*^ = C£ (^ 
H, 

where Hs is the deep-water significant wave height, C = 0.90 
is an empirical constant established by the measurements, and 
% is the dimensionless Iribarren number defined as 

s_ 
(HJL0f 

where S is the slope of the beach face and LO is the deep-water 
wave length given by L0=(g/2jc)T2 where g is the acceleration 
of gravity and T is the wave period. Combining the above equa- 
tions yields 

£=777^I7T (2) 

\l/2 

R2%=CS(HsL0)
m=C\J^j   SH^T (3) 

for the run-up elevation as a function of the deep-water 
significant wave height and period, and of the beach slope. 
Equation (3) accounts for the total run-up elevation due to the 
presence of waves, that is, it combines the wave-induced set- 
up which raises the elevation of the mean shoreline, and the 
swash elevation of individual waves beyond that mean 
shoreline. If analyzed independently, the set-up and swash 
elevations both have predictive equations like the above 
relationships, but the coefficients in equation (3) are respec- 
tively C = 0.35 and 0.55, which sum to the 0.90 coefficient. 

Equation (3) has been used to calculate expected run-up 
elevations associated with the 24 storms during the past 23 
years. Here the calculation depends on the wave period during 
the storms, as well as the wave heights. This emphasizes the 
importance of storms in that, as is commonly found, there is a 
broad positive correlation between significant wave heights 
and periods (Tillotson, 1995; Tillotson and Komar, in review), 
which combine in equation (3) to yield the most extreme run- 
up elevations on Oregon beaches during the past 23 years. 
Those calculated R^ values for the 24 storms have been 
subjected to an extreme-value analysis using the Automated 
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Coastal Engineering System (ACES) developed by the U.S. Army 
Corps of Engineers. Assuming a beach-face slope of S = 0.03, 
an approximate average for the Oregon coast, the projected 
50-year run-up level is 1.87 ± 0.15 meters, while the less 
reliable 100-year projection is 1.97 ± 0.17 meters (Tillotson, 
1995). These magnitudes for the extreme wave run-up are 
comparable to the total tidal excursion on the Oregon coast, 
and are much larger than water-level enhancements resulting 
from storm surge, etc. The calculations, therefore, reconfirm 
the importance of run-up during storms being a major factor in 
causing sea-cliff erosion. 

Beach Morphology and Elevations 
The elevation of the beach/cliff junction, H, (Fig. 1), can 

vary from one beach to another due to the total quantities of 
sand within the littoral cells, and with the grain size of the 
beach sediment. The grain-size dependence has been demon- 
strated by Shih and Komar (1994) in a study of the Lincoln City 
littoral cell on the central Oregon coast. This cell is unusual in 
that there is a pronounced and systematic longshore variation 
in sediment grain sizes and thus in the beach morphology, 
ranging from dissipative to reflective systems. The coarser- 
sand reflective beaches have higher beach/cliff junction 
elevations, probably resulting from the higher levels that can 
be achieved by run-up during storms due to the slope depen- 
dence S in the run-up relationships. Furthermore, the coarser- 
sand beaches undergo larger profile changes through the 
seasons, and also experience greater profile shifts during 
individual storms as compared with the finer-sand beaches. 
Rip currents on the coarser-sand beaches tend to erode larger 
and deeper embayments into the berm, and this in particular 
can lower the elevation of the beach/cliff junction, thereby 
locally and temporally increasing the susceptibility of the 
property to erosion. 

The analyses have established that a critical component to 
the development of cliff erosion models is the determination 
of the beach/cliff junction elevation and how it depends on the 
total quantities of sand on the beach, the coarseness of the 
sediment, and on factors such as the occurrence of a rip- 
current   embayment  that   locally   lowers  the   elevation.  This 
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component has been particularly important to the occurrence 
of cliff erosion episodes along the Oregon coast. 

Measurements of Wave Run-up 
In order to test the model that combines water elevations 

with calculated wave run-up levels, and to better understand 
the processes involved in sea-cliff erosion, we have begun a 
program to measure wave run-up on a number of beaches. 
Swash run-up is measured using the video techniques 
developed by Holman and Sallenger (1985). This includes beach 
profile surveys of the swash zone, and the video recording of 
the run-up signal during high tides, with markers placed on the 
beach for geometric transformations. The time series of 
vertical run-up signals were then extracted from the two- 
dimensional video intensity signal using the beach profile 
elevations and known geometric positions of the markers. The 
highest run-up levels achieved during 50-second time 
intervals were sub-sampled from a 70-minute run-up time 
series digitized at 1 Hz, giving a total of 82 data points of 
run-up maxima; a long sampling interval and time series were 
necessary due to the strong infragravity component in the run- 
up. The run-up maxima were then analyzed to determine the 
maximum run-up (R^J achieved during the 70-minute mea- 
surement interval, the 2% exceedence statistic (fl^), the 33% 
"significant" exceedence (R1/3), and the mean run-up elevation 
(R); all of these measurements include the set-up elevation. 

Thus far, three sites along the Oregon coast have been 
included in the measurement program, representing different 
degrees of beach sand volumes and buffering capacities, and 
different beach sand grain sizes and morphologies ranging 
from strongly dissipative to reflective. The results from the 
three beaches are given in Figure 3, where all elevations are 
with respect to mean sea level as established by surveying 
from nearby bench marks. The tide levels shown are for the 
times of run-up measurements. At Beverly Beach the maximum 
run-up exceeded the beach/cliff junction elevation, and the 
extreme swash was observed to surge up the face of the cliff. 
Beverly Beach is located within a littoral cell that is deficient 
in sand volume, and this in part is reflected in the low level of 
its beach/cliff junction elevation (4.1 meters, MSL) compared 
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Figure 3: Measurements of wave run-up elevations 
on three beaches along the Oregon coast, where 
all elevations are referenced to mean sea level 
(NGVD). 
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with the other two beach locations included in Figure 3 
(elevations of 6.2 and 5.3 meters, MSL). This difference in part 
also results from the contrasting grain sizes of the sediments 
on these three beaches. The lower beach/cliff junction 
elevation at Beverly Beach, has resulted in a high frequency of 
wave run-up reaching the toe of the cliff, and in substantially 
greater erosion compared with most other locations on the 
Oregon coast. 

The other two beach locations included in the run-up 
measurements, Gleneden Beach and 21st Street Beach, are 
within the Lincoln City littoral cell (Shih and Komar, 1994). 
Gleneden Beach is coarser grained and has the steeper slope so 
it is reflective (summer) to intermediate (winter), while the 
beach at 21st Street is composed of fine sand and is always 
dissipative. During the times of run-up measurements, Figure 
3, the swash did not reach the beach/cliff junctions at either 
location, and this is generally the case as cliff erosion is a 
relatively rare event within the Lincoln City littoral cell due 
to the large quantities of sand on the beaches. In that cell, rip 
currents play a particularly important role in locally reducing 
the beach/cliff junction elevation,  H}, during the occasions of 
episodic erosion. 

The run-up measurements can be analyzed to test the 
model predictions, specifically the predicted elevation 
achieved by the calculated R^ run-up level superimposed on 
the measured tide, compared with the measured results. 
Although the measurements thus far have not included 
extreme-storm conditions, the comparisons can still provide a 
test of the model. The comparisons for the three data sets of 
Figure 3 are given in Table 1. 

Table 1: Model and Measurement Comparisons 

Location Date Tide (MSL) 
(meters) 

Hs 
(m) 

T 
(sec) 

R2% + Tide 
Calc.           Meas. 

Gleneden 2/2/91 1.17 1.56 13.1 2.04         2.15 

21 st Street 2/17/91 1.49 2.76 13.1 2.31          2.88 

Beverly Beach 3/17/91 1.29 3.47 14.2 2.47         3.00 
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In each comparison in Table 1, the predicted water 
elevation is lower than the measured elevation, the difference 
ranging from about 10 to 50 cm. This difference results from 
the calculated R2% using equation (3), versus the measured run- 
up elevation, since the measured tidal elevation is the same in 
both calculated and measured total water levels in Table 1. 
This suggests that equations (1) and (3) based mainly on the 
measurements of Holman and Sallenger (1985) and Holman 
(1986) at the Field Research Facility, Duck, North Carolina, 
will need to be revised for the present application to run-up on 
Oregon beaches. Such a revision at this stage is premature, as 
we presently have only the three measurement sets shown in 
Figure 3. A primary objective of our ongoing research is to 
obtain more run-up data on a greater variety of beaches, at 
which time refinements in the model calculations can be made. 

Summary and Discussion 
The application of the sea-cliff erosion model to the 

Oregon coast has shown that the predicted tides, elevations of 
mean water levels due to a variety of processes, and wave run- 
up during major storms can all be contributing factors to the 
erosion. Also important is the morphology of the beach, and in 
particular the elevation of the beach/cliff junction. In some 
littoral cells on the Oregon coast, this junction elevation is 
low due to the paucity of sand on the beach, allowing elevated 
water levels to frequently reach the toe of the sea cliff, 
resulting in more rapid erosion. In other littoral cells there 
are sufficient volumes of sand on the beach that it generally 
can act as a buffer between the water and sea cliff. In those 
cells rip currents at times cut embayments into the beach and 
locally lower the beach/cliff junction elevation so that cliff 
erosion results; the erosion is therefore extremely episodic 
and spatially variable. 

Although the model thus far has been useful in a broad 
examination of sea-cliff erosion variability along the Oregon 
coast and in accounting for the susceptibilities of properties 
to erosion in the various littoral cells, refinements based on 
additional field data are needed. This is the objective of our 
on-going research. In particular we are focusing on the video 
collection of more run-up data on a greater variety of beaches 
in order to re-calibrate the run-up equations so that they 
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provide improved predictions. The measurements are also being 
analyzed to determine the proportions of infragravity versus 
incident-wave energy so as to provide a better understanding 
of the dynamics of wave run-up. In that connection, our 
continuing research is expanding to obtain measurements of 
water depths and celerities of the bores leading up to the 
swash, as well as properties of the resulting run-up. The 
measurements will be used to test and refine models of run-up 
dynamics and elevation predictions, and to improve the design 
of shore-protection structures used to reduce sea-cliff 
erosion. 
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CHAPTER 158 

MEASUREMENT  OF  PARAMETERS,  DIRECTION AND RATE  OP  BEDFORM 
MIGRATION 

R.D.KOS'YAN, I.S.PODYMOV 

Abstract 

Special sensor was developed in the Southern Branch of of 
the P.P.Shirshov Institute of Oceanology, Russian Academy of 
Sciences Oceanology Institute, able to register variations of 
sediment layer thickness in any point of interest on reservoir, 
sea, channel or river bottom under any hydrodynamic conditions. 

Uninterrupted information on geometry, rate and direction 
of migration of bedforms (ripples, ridges, dunes, bars) in the 
chosen point of underwater slope can be obtained in the 
following manner. Three or more sensors are placed by a diver on 
bottom in a horizontal plane in apieces of equilateral triangle 
on metal girder. The construction is put deeper into ground to 
20-25 cm. Distance between sensors and their spatial orientation 
are set beforehand. Height and "period" of sand bedforms are 
found from time variations of sediment layer thickness above any 
of the sensors. Rate and directions of their migration are 
calculated by time of bedform crest transit above sensors. Sand 
wave length is calculated from its "period" and migration rate. 
A series of laboratory and field experiments has been performed 
for the purpose of clearing up a sensor working capacity, 
calibrating and work methods. 

Introduction 

Migration of sand microforms caused by surface waves, wave 
currents or channel flows plays an important role in 
cross-shore, longshore and channel sediment transport. This 
component of overall sediment transport has not been studied, as 
reliable instruments for continuous measurement of bedform 
geometry are still lacking. 

Geometry parameters of bedforms are usually measured by 
divers (Manual...,1975; Kos'yan, 1983; 1987; Miller, Komar, 
1980; Dingier, 1974). The diver descends to bottom in calm or 
slightly wavy weather and while moving along . a set route, 
measures bedform parameters and estimates their shape and 
spatial orientation in the certain points. 

Observation of bedform dynamics by divers has certain 
disadvantages: information is interrupted, as measurements 
during storm are not possible; data on rate and direction of 

The Southern Branch of the P.P.Shirshov Institute of Oceanology, 
Russian Academy of Sciences. Gelendzhik-7, 353470 RUSSIA 
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bedform migration can not be obtained; diving works are 
laborious and expensive. 

Method of repeat photography of the same bottom portion 
from a fixed point (Gizejewski et al., 1982) is used more 
rarely. Under storm observation of bottom sand layer dynamics 
seems possible only by measurements taken from rigid trestle 
bridges, piers and tramways. In other cases the data reflect 
only post-storm bottom variations. 

Uninterrupted information on geometry, rate and direction 
of migration of bedforms (ripples, ridges, dunes, bars) in the 
chosen point of underwater slope can be obtained with the use of 
special sensors. 

Such sensor was developed in the Southern Branch of the 
P.P.Shirshov Institute of Oceanology (Kos'yan, Podymov, 1993; 
1994), able to register variations of sediment layer thickness 
in any point of interest on reservoir, sea, channel or river 
bottom under any hydrodynamic conditions. 

General description 

The sensor (we named it sand level gauge) is destined for 
the investigation of physical aspects of solid particle movement 
near the bottom, specifically for measuring velocity of 
formation and shift of bottom accumulative forms, when studying 
the dynamics of sea sediments on the shelf and the engineer 
research for the creation of hydrotechnical constructions, etc. 

It is an electron-mechanic device for the determination of 
instantaneous value of the bottom sediment thickness in a 
selected point. A method of fixation of sediment pressure on the 
outer metal diaphragm of the gauge, caused by above sediment 
thickness variations, is realized in this device. Its technical 
characteristics are in the table 1. 

Table 1. Sea level gauge technical characteristics. 

diameter of a sensible weight accounting membrane 
maximum measured weight 
sensibility 
change of initial value of output signal, when 
temperature changes in operating range        <± 
non-linearity of the output signal according to 
absolute value 
time constant 
maximum sediment thickness above the sensor 
during measuring (depends on "arch" effect) 
maximum admissible shift of the membrane 
during measuring 
supply voltage 
utilized current (without current load) 
utilized current (when output signal is 
the maximum one) 
output signal 0 •* 
range of operating temperature +1° C 

<0 

<0 

<0 

0.1 
5   1 

.0002 

m 
teg 

m 

1V10°C 

<0.7% 
.1  sec. 

0.25 m 

..0003 
+ 15 

.0005 

m 
V 
A 

.0025 
0.02 

*   +80C 

A 
A 
'c 

The structural scheme of the sand level gauge (Fig.l) 
includes tensoresistive bridge (1), electronic module of signal 
formation (2) and electronic module of current formation (3). 
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Tensoresistive bridge represents four tiny semiconducting 
tensoresistors, which are placed on a single sapphire backing. 
Tensobridge is constructed in such a way, that a change of 
environment temperature is equally inherited to every 
tensoresistor. In addition computer access of resistors 
according to their parameter identity let to minimize an error 
connected with the bridge out-of-balance caused by environment 
temperature change. Electronic module of signal formation 
fulfills the stabilization of voltage, which feeds the 
tensometric bridge, and chooses a out-of-balance signal with the 
help of circuits of differential amplification. Electronic 
module of current formation passes the out-of-balance signal to 
the point of data storage and processing. 

sand weight (P) 
I I I T I 
sea units 

Analog 
signal (I) 

• I = F(P) 

Fig. 1. The structural scheme of the sand level gauge. 

The device is made as a cylindrical casing, inside of it a 
manometric unit and dynamometer connected kinematically are 
placed, and a compensating load-bearing element as well, which 
effects upon the manometer. 

The sand level gauge is used in the following manner. One 
sensor or a group of sensors are deepened into bottom sediments 
at the depth of 15-20 cm in the selected point of the shelf. The 
ground surface above the sensor is flattened. The pressure of 
sediment cover recorded at the moment of installation is assumed 
as an initial one. 

Shift of accumulative bottom forms (ripples, ridges, dunes) 
through any point of the bottom causes a periodic change of the 
sediment mass in this point. When a wave crest is passing, the 
pressure on the external membrane increases, changing the 
pressure distribution in and provokes the out-of-balance of the 
bridge system, which is formed by tensoresistors. When a wave 
trough is passing, the same effects occur, but the sign of 
out-of-balance becomes a contrary one. Periodic changes of the 
water static pressure caused by waves or tide cycles are not 
displayed in the sensor reading as far as they are completely 
compensated. 

Finally, the gauge secures continuous high-grade measuring 
of the bottom sediment thickness in a wide range of changing 
static pressure. Thus, a quantitative information about 
accumulative bottom form movement can be obtained. And then a 
velocity of its movement under any hydrodynamic conditions can 
be calculated. An important feature of the gauge is the 
isolation  of  dynamometric  assembly  from  external   membrane 
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(Fig.2),   that makes easier the compensation of the parameters of 
the sensor temperature error. 

The appearance of the sand level gauge is given in Fig.3. 

Fig. 2. The cross-section of the sand level gauge 
construction. 

Fig. 3. The appearance of the sand level gauge. 
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Communication and data playback 

The sand level  gauge  is connected with the point of the 
data storage and processing by 4-core cable. Supply voltage ±15V 
and a midpoint are transmitted by 
brings an information signal as a 
bottom sediment thickness.  An 
formation is made as a selftuning 
feedback,  parameters of which 
limits on the cable length and resistance. 
signal   is  converted  into binary code 

3 cable lines. A separate line 
current,  which depends on the 
electronic module of current 
current loop with negative 

do not depend within certain 
Analog  information 
with the help of 

dodecadischarge analog-to-digital converter of successive 
approximation. Output signal of the sand level gauge converted 
into binary code is being recorded on magnetic carrier of the 
computer with necessary discreteness. 

For the purpose of clearing up a sand level gauge working 
capacity, calibrating and work methods a series of laboratory 
and field experiments has been performed. 

The laboratory experiment 

The main task of the laboratory experiment is to determine 
the dependence of sand pressure poured on the sensor under the 
water on the thickness of sand cover and to assess the influence 
of different kinds of sand upon the "arch" effect. 

Electronic units have not been used in order to eliminate 
their influence on the transmissing parameters of the sensor. A 
stable supply voltage feeded directly the tensometric bridge. 
Out-of-balance voltage was recorded by digital voltmeter. 

• "" ' river sand dmM31=0.189 mm 
60- o.oo.co sea sand    dmean=0.415 mm 

50- ; '• 

40- \ 

^30- 

20- 

10- 

\     V 
Oi 

/ 1 —e 1« tt 1  
• i         >  '"    ' i         I*I*        i         i 

Fig. 4. Grain-size distribution curves for beach and bank 
kinds of sand, which were used for calibration. 
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Two kinds of natural sands were used in the experiment. 
Below they are marked as beach sand and bank sand. According to 
the data of mineralogical analysis 90% of beach eand are quartz 
and feldspar with density (ps) of 2.65 g/cm

3. A mineralogicai 
analysis of the bank sand has not been done but this type of 
sand contained a considerably large amount of clay. The 
assessment of the particle form has not been done. Curves of the 
particle distribution according to their size (<p=-Iogr2 d), d is 
a particle diameter) for both kinds of sand are given in Fig.4. 
Their mean diameter (d mean) is given in the same figure. 

The calibrating of the sand level gauge was performed in 
the' tank, which volume was 50 1 and the height - 470 mm. The 
sensor was placed on the bottom of the tank, and then a portion 
of sand was added. At first the thickness of sand layer covering 
the membrane of the sensor was 20 mm. The sand layer thickness 
was recorded continuously. Out-of-balance signal of the 
tensobridge was fixed by digital voltmeter for every portion of 
sand. The tank was vibrated after every sand supplement. Then, 
the vibration was stopped, and 5 minutes later, the thickness of 
the sand layer above the sensor and a value of analog 
out-of-balance signal were measured. In the course of 
calibration simultaneously with sand a small amount of water was 
added into the tank. The calibration was done firstly for beach 
sand and then for bank sand. Measuring was stopped, when the 
tank was brimful with sand. 

The check of temperature stability of the sensor work was 
carried out in this experiment too. Measuring in water without 
sand has shown that output signal of the sensor remains to be 
stable one with an error 0.1%, when water temperature changes 
from 10° to 30° C. 

The check of water static pressure on the value of the 
out-of-balance signal was performed in another experiment. For 
this purpose the sensor was being slowly lowered from the 
trestle-bridge to the depth of 5 m. Out-of-balance signal of the 
tensobridge did not change. 

The results of the sensor calibrating for beach and bank 
sands are given in Fig.5. As it is seen in diagrams, a good 
coincidence for different kinds of sand and a high linearity of 
the characteristics of out-of-balance signal U on the sand layer 
thickness D above the sensor can be observed only when the sand 
layer thickness is not more than 220 mm. When the sand layer is 
more thick, the linearity of the dependence is true only for 
beach sand. Diagram U(D) for bank sand becomes distorted and its 
slope. The character of the change of the curve slope points to 
the reduction of the sand layer thickness influence on the 
pressure given to sensor. Probably it can be explained by the 
fact that clay, present in sand, binds sand particles and forms 
interstitial layers of a high strength. Those layers prevent the 
pressure to pass from the upper layers to the lower ones. We 
named as an "arch" effect the phenomenon of distortion of 
pressure. It is evident, that any loose sediments have an "arch" 
effect. But the value of layer thickness, from which it begins 
to display, is a characteristic peculiarity of every definite 
kind of sediments. 

The analysis of the laboratory experiment data shows that, 
when laboratory calibration data are used for the processing of 
field measurements, the depth of the sensor immersion into 
sediments must not exceed 220 mm.  But it does not exclude the 
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possibility of the sensor use in the conditions different from 
laboratory ones. Only the calibrating in situ for every kind of 
sediment and conditions is necessary. 
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Fig. 5. Calibration curves for different kinds of sand. 

Laboratory test of the sand level gauge was carried out in 
a wave flume. This flume was 61m length, 0.8m in width and about 
0.7m height (Kos'yan, Onishchenko, Philippov, 1988). 

Test consisted in the comparison of bed form height H with 
D, measured with the help of the sensor. For this purpose the 
sand level gauge was buried into sand at the depth of 15 cm in 
immediate proximity to a glass wall of the flume in such a way 
that an observer can define exactly the bed form position 
relative to the sensor. While changing the wave producer period 
of oscillation during 1-2 s we managed to create sand ripples 6 
cm high and to move them along the longitudinal axis of the 
flume. Fig.6a. shows the measuring data of two ripples which 
have passed just above the sensor during the laboratory 
experiment. 

Full-scale experiment 

Field test of the sand level g^auge was carried out in the 
course of international experiments on the Shkorpilovtsy 
(Bulgaria) testing-ground. 

Field test consisted in the recording of the change of bed 
form height during a storm and in comparison of the sand level 
gauge reading with the data obtained by divers. The sensor was 
buried into bottom sediments at the depth of 15 cm in the point 
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Fig. 6. The results of the change of sediment layer thickness. 
a - laboratory study, b - field study: 1 -sediment level 
above the sensor before the storm; 2 - change of bottom 
relief, measured with the help of the.sensor; 3 - change 
of bottom relief (H)  observed visually. 

where the sea was 4 m deep. Recording equipment was installed on 
the trestle and it was connected with the sensor by means of 
shielded cable. There was obtained uninterrupted three day 
recording of the change of sand layer thickness above the 
sensor,  and at the same time six control measurements of bed 
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form height were made by divers. The comparison of the sand 
level gauge reading with the data obtained by divers has shown 
that the results conform within the accuracy of diver measuring 
(1-2 cm). 

Fig.6b. shows a nature of the change of bottom level at 
the depth of 4 m during 24 hours in the phase of the storm 
stabilization. Underwater visual observation confirmed the 
reliability of instrumental information about little known 
picture of bed forms near the wave breaking zone. Large sand 
waves, 14-16 cm high, are covered by ripples, which height 
ranges from 1 to 4 cm. And the largest ripples are in the 
troughs of sand waves. 

The most intensively sand level gauges were used in joint 
with the Low Sacsonian Coastal Research Center field 
investigations in Germany in Autumn, 1994, when complex 
lithodynamic study in the coastal zone of the Norderney island 
was done. 

Synchronous fluctuations of orbital velocity, suspended 
sediment concentration and risings of free surface were studied. 
While measuring it was very important to fix continuously the 
distance between sensors and eroded bottom. For this purpose 
under the equipment we buried sensor into sand. It gave us a 
chance to find sought distance in any moment of measuring. 
Control measurements of maximum bottom relief deformation during 
the whole period of observation were done with the help of metal 
pin with mobile plate. We measured the length of pin from its 
top to the bottom and then determined changes of bottom level 
during the time period between measurements. When sand near the 
pin was washed out, the plate, put on it, dropped. 

4.10.94  lt2          
T—I—T—i—r v> i—i—i—i—r—i—i r 

24 5 10 

t, h 

Fig. 7. The comparison of measuring of an active layer thickness 
with the help of sand level gauge and metal mobile 
plate. 

When bottom erosion changed into aggradation, the washer 
was covered with sediments and showed the most low level of the 
bottom during the period between measurements. 

A comparison of the data obtained by measuring of the 
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bottom form deformation by means of sand level gauge and by 
classic method, i.e. by measuring with the help of metal pins 
and plates, was made in the course of lithodynamic 
investigations. The results of one such a comparison are given 
in Fig.7 (measuring was done during 12 hours). The technique of 
obtaining these results, was the following: during the low tide, 
when a place, where the sensor has been installed, was drained, 
a metal pin was hammered into sand at the distance of 1 m from 
the sensor. A heavy flat mobile plate with a hole in its center 
was put on this pin. The plate dropped along the pin and lied 
down the sand surface. Necessary measurements were made after a 
tide cycle, when the place of the pin positioning was drained 
again. It was supposed that if a deformation of the bottom 
profile would take place, then the thickness of an active layer 
in this place could be determined with the help of the mobile 
plate. If the sediment accumulation was the first stage of the 
bottom deformation, which was replaced by erosion and then by 
accumulation again, the quantitative information about the first 
accumulation was lost. Full line in Fig.7 shows the bottom 
profile in the measuring point, obtained with the help of the 
sand level gauge. Here, tj is the time of metal plate placing on 
sand; t2 is the time of measuring of the depth of the plate 
sinking. 

Introduced notations have the following sense: 
ADS = Dg(ti) - Dmin is the thickness of an active layer for 

the time period tt-t2 according to sensor data. The initial 
process of accumulation has not taken into account as far as it 
is not fixed by plate. As it is seen, ADS=8.5 cm. 

ADp is the thickness of an active layer, obtained with the 
help of the plate. According to the results of measuring ADP=8.0 
cm. 

As it is seen from the comparison, the difference is not 
more than 0.5cm. 

While measuring a bench mark pin was used for the absolute 
tie of the surface send level to the environment. The sensor 
position was fixed not by the depth of its burying, but by the 
distance from the top of the bench mark pin. In such a manner 
the the recording of sand surface relative to the top of the 
bench mark pin was done. 

As a typical example Fig.8 shows a fragment of 7-day 
recording of sand surface level relative to the top of the bench 
mark pin. This fragment was obtained by measuring with sand 
level gauge (interrupted line). Gaps in the line correspond to 
low tide, when the place of the sensor positioning was drained, 
and measurements were not done. 

In this figure, level of sand surface measured by a rule 
from the top of the shelf mark pin in the moments of complete 
discharge in the point of the sensor installation is marked by 
small circles. Vertical lines show the thickness of active layer 
during the period of two measurements, obtained with the help of 
mobile plates. 

Discussion 

The results of the laboratory calibrations and full-scale 
tests testify to the sand level gauge fitness for the 
investigation of the physical aspects of solid particle movement 
in the near bottom water layer,  especially for the measuring of 
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the rate of accumulative form formation and shift, when studying 
the dynamics of sea sediments on the shelf. 

Uninterrupted information on geometry, rate and direction 
of migration of bedforms (ripples, ridges, dunes, bars) in the 
chosen point of underwater slope can be obtained in the 
following manner. Three or more described sensors are placed by 
a diver on bottom in a horizontal plane in apieces of 
equilateral triangle on metal girder. Distance between sensors 
and their spatial orientation are set beforehand. Height and 
"period" of sand bedforms are found from time variations of 
sediment layer thickness above any of the sensors. Rate and 
directions of their migration are calculated by time of bedform 
crest transit above sensors. Sand wave length is calculated from 
its "period" and migration rate. 

The above sensors can be used for routine monitoring of 
raceway, harbor and river channel silting, and for continuous 
observation on dynamics of bedforms (ripples, ridges, dunes, 
bars) under any hydrodynamic conditions in zones practically 
inaccessible for other observation techniques. 
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CHAPTER 159 

Breach Growth Research Programme 
and Its Place in Damage Assessment for a Polder 

Arie W. Kraak1, Wim T. Bakker2*3, Jan van de Graaff3, 
Henk J. Steetzel4, Paul J. Visser3 

Abstract 

In the Netherlands the Technical Advisory Committee on Waterdefences 
(TAW) is developing a new safety philosophy, in which safety levels will 
be expressed in terms of risk of flooding. At present safety levels are 
expressed in terms of probability of exceedance of a certain water level. 
Risk is here defined as the product of probability of failure and expected 
damage. In order to be able to assess the expected damage, the flooding 
discharges in case of a dike failure have to be determined. These 
flooding discharges largely depend on the process of breach growth. The 
TAW has started a study on the breach growth mechanism, which is 
carried out by means of a step by step approach. Firstly laboratory 
experiments have been carried out to investigate the essential features of 
the total process. Mathematical models have been developed that 
describe the different phases of the breach growth process as observed 
in the laboratory. Recently a large field experiment has taken place in 
order to validate the mathematical models. So far, all research on breach 
growth has been focussed on sand-dikes and dunes, which implicitly 
means that the models are upper bound approaches. In next phases of 
the research programme breach growth in dikes containing less erosive 
materials such as clay will be investigated. 

Ministry of Transport, Public Works and Water Management, Department of 
Road and Hydraulic Engineering, P.O.Box 5044; 2600 GA Delft, 
The Netherlands. 
Ministry of Transport, Public Works and Water Management, National Institute 
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Technical University of Delft, Department of Civil Engineering, P.O. Box 5048; 
2600 GA Delft. 
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Introduction 

The research described in this paper has been carried out for the 
Technical Advisory Committee on Water Defences (TAW). This 
committee is a permanent adivisory board for the Dutch Minister of 
Transport, Public Works and Water Management on all technical aspects 
of flood defences in the Netherlands. Research is carried out by order of 
the Road and Hydraulic Engineering Division of the Ministry. The results 
are supportive to the advises of the TAW. The gained knowledge is 
published in technical reports and guides with practical design standards. 

North-Sea 

Fig. 1.   The Netherlands. 

A large part of the Netherlands is several meters below mean sea level, 
lake level and flood levels of the rivers Rhine, Meuse and Ussel [fig. 1]. 
To protect the Netherlands from flooding, a system of 53 so-called dike 
ring areas has been defined. Each dike ring area is in fact a polder 
protected by flood defences such as dikes, dunes and special 
constructions (for instance sluices and storm surge barriers). About 1600 
km of dikes, 300 km of dunes and hundreds of special constructions 
protect the low lying country. 
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History of design standards 

In Dutch flood protection history the 1953 disaster plays a crucial role 
and marks a change in approach to flood defence standards. Before 
1953 dikes were built based on a level of 0.5 meter above the highest 
known flood level with a surcharge for wave run-up. This experienced 
based approach became fatal in 1953. A major part of the south-west of 
the Netherlands was flooded due to a unexpected high flood level with a 
return period of 300 years. The damage was enormous: 1853 people 
were killed; direct economical loss was approximately 14% of the Dutch 
GNP. Flooding of the economical more important and more densily 
populated central part of Holland could just be avoided. Directly after 
this disaster the government installed the so-called Delta-committee 
which had to recommend about measures to avoid such a disaster in the 
future. Partly based on an analysis of the economical values of the dike 
ring area of the central part of Holland, the committee concluded that a 
design water level with a frequency of exceedance of once in 10,000 
years should be appropriate. Under design conditions each dike section 
should be absolutely safe. Since absolute safety is per definition not 
achievable, this absolute criterion was translated in a criterion for 
overtopping: less than 2% of the number of incoming waves were 
allowed to cause overtopping. For the rest of the Netherlands similar 
safety levels were derived: depending on the relative economical 
importance flood defences of other dike ring areas should have a design 
water level with a frequency of exceedance of 1/4000 or 1/1250 per 
year. 

Present approach 

The present approach is based on the work of the Delta-committee. The 
safety standards in terms of a certain water level exceedance frequency 
are still up to date. However throughout the years several adaptations 
have been made, especially to the design methods. The 2% run-up 
criterion for instance has been translated unto an equivalent overtopping 
criterion of 0.1, 1.0 or 10 l/m/s depending on the expected strength of 
the inner slope. For other mechanisms such as geotechnical failure, 
additional design criteria have been developed. All criteria are related to 
individual cross section of the dike. No correlations are considered. Only 
for certain dike ring areas which are situated in the transition regime 
where a combination of high tides and river discharges cause design 
water levels, an approach has been followed in which for the 
overtopping mechanism correlations between individual dike sections are 
dealt   with   [TAW/CUR,   1991].   For   dunes   it   was   noticed   that   an 
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overtopping criterion based on a certain water level was not appropriate. 
For the determination of the safety of dunes a totally different approach 
has been chosen for that reason. A probabilistic design standard has 
been developed in which several stochastic parameters, such as water 
level, wave height and grain size were taken into account. The safety 
level has been expressed in terms of probability of failure per dune 
section. This probability was chosen to be a factor 10 smaller than the 
water level exceedance frequency of 1/10,000 per year [TAW/CUR 
1988]. 

In general the present approach is not a uniform design method and can 
be referred to as a 'dike section overloading approach'. In fig. 2 this 
approach is indicated. On the vertical axis the load S0 (for example the 
overtopping discharge) is given. On the horizontal axis the strength (for 
example expressed in terms of resistance to erosion of the inner slope). 
In general failure will occur if the load exceeds the strength. 

So 

<# 

overload 

f 
ng      y t 

v 
Ro      R 

Fig. 2. Overloading approach, 

This is the area above the diagonal line. The horizontal line refers to the 
overloading approach in which the probability that the strength is smaller 
than an expected value R0 is not considered. 

Thus, features of the present approach are: 

safety   levels   are   partly   based   on   economical   analysis   (1953 
situation); 
probabilistic  description  of  the  hydraulic  load  only  (water  level 



BREACH GROWTH RESEARCH PROGRAM 2201 

exceedance frequency); 
deterministic   approach   of   the   strength   in   terms   of   allowable 
overtopping rates (0.1, 1.0 or 10 l/m/s); 
a   dike   section   approach:   no   correlations   between   dike/dune 
sections are considered; 
several kinds of merely deterministic approaches for other failure 
mechanisms like geotechnical failure; 
probability of failure approach for dune sections. 

Future approach 

The TAW has decided to aim at a general overall consistent design 
philosophy. This new approach is referred to as the inundation risk 
approach. In this approach safety levels will be expressed in terms of 
risks. Risk is here defined as the value of probability of inundation times 
the expected damage in case of inundation: 

R      = Pf*D 

R      = risk 
Pf     = probability of failure (inundation) 
D      = damage in case of failure 

Risk can be expressed in for instance monetary units and/or loss of lives. 
Load as well as strength will be dealt with in a probabilistic way. 
Correlations between dike sections will be accounted for. Polders with 
high values at risk should have a relatively lower probability of inundation 
than others. In this approach two seperate tracks of development have 
to be distinguished. The first one is the assessment of the risk itself. The 
other one is the assessment of an acceptable risk level. The former is 
discussed here. 

Several issues have to be investigated. In general the folllowing steps 
can be distinguished: 

estimation of the probability of failure of the flood defence system; 
estimation of the inundation proces in case of failure; 
analysis of the expected damage (material and immaterial) in case 
of inundation. 

For the estimation of the probability of failure all possibly known 
(physical)    causes    of   failure    have    to    be    gathered    and    arranged 
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systematically in a so-called fault tree. The top event of the tree is 
inundation. The branches are all possible failure mechanisms such as 
overtopping, sliding, erosion of revetments, piping etc. For each 
mechanism a mathematical model is developed. By means of either 
Monte Carlo analysis, other level III or level II analysis, the probability 
of the top event (inundation) is estimated. Of course for the parameters 
which are involved in the several models statistical information has to be 
gathered to estimate the distribution function and values for its 
parameters such as mean value and standard deviation. Much knowledge 
is allready developed on this aspect of the inundation risk approach. 
Several mathematical models for the description of the failure 
mechanisms are available now [TAW/CUR, 1990]. 

For the analysis of the expected damage in case of failure floodings of 
the past have been analysed. This information is reproduced in 
mathematical relationships of the inundation parameter (such as 
inundation depth) and the expected damage as a percentage of the total 
value of an object. In fig. 3 such a relation is shown for damage to 
households in relation to inundation depths. In fig. 4 a similar curve is 
shown for casualties [TAW/CUR, 1990]. It is obvious that for the use of 
this type of relations a good estimate of the inundation parameters is 
important. These parameters depend heavily on the flood discharges in 
case of dike failure. However, knowledge of the flood discharges as a 
result of dike breaching is poor. Most information is based on eye- 
witness reports of breach growth events in the past. This information is 
very difficult to gather and also difficult to relate to the hydraulic and 
geotechnical conditions of the dike itself. Indeed, this kind of data is 
extremely unreliable. An example of the result of eye-witness information 
of the past is shown in fig. 5. From this and other similar figures it can 
be estimated that the velocity of the widening of a breach, ranges from 
0.5 m to 50 m per hour [TAW-C/Delft Hydraulics, 1993b]. From 
sensitivity analysis it is known that an uncertainty of a factor 10 in the 
breach widening velocity gives at least a factor /10 in uncertainty of the 
water level inside the polder and in the time that certain waterlevels are 
reached [TAW-C/Delft Hydraulics, 1993c].' This leads to an overall 
uncertainty in the expected damage. This uncertainty in the process 
might also influence disaster management strategies in which evacuation 
of inhabitants of a polder is an essential part. 
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Fig. 5.     Development of the breach width as a function of time, based 
on eye-witness reports. 

Set up of research programme 

To overcome this lack of knowledge the TAW decided in the late eighties 
to develop a breach growth model which determines flood discharges as 
a result of initial failure of a flood defence (dunes and dikes). In 1989 an 
unexpected oppertunity occurred to obeserve a breach growth process in 
a sand-dike, which was temporarily built in a small tidal inlet (het Zwin) 
in the Netherlands [Visser et al. 1990]. There was hardly any time for 
preparation, so the experiment didn't provide many data. However, 
photographs and video provided sufficient information to start modelling 
and were helpful in setting up laboratory test series on breach growth. 
Being aware of the complexity of the process it was decided to start 
with sand-dikes first. This would provide an upper bound of the process 
as other materials are expected to be less erosive. It would also provide 
a good estimation of the processes expected in case of breaching of 
dunes. 

From the Zwin experiment in 1989 it was learned that the process could 
well be seperated in some typical phases. The first phases are described 
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as the erosion process of the inner slope and the lowering of the crest of 
the dike, which are two-dimensional processes [Steetzel et al1992]. This 
was investigated first in the Schelde-flume at Delft Hydraulics [TAW- 
C/Delft Hydraulics, 1993a]. After these experiments it was decided to 
investigate the so-called isolated widening of the breach in the Schelde- 
basin of Delft Hydraulics. This provided information on the stepwise 
sliding of the edges of the breach [TAW-C/Delft Hydraulics, 1993b]. 
During this series an additional experiment was done to investigate the 
fully three dimensional process. However, this provided only little 
information because of the limitation of the basin bottom. Mainly for this 
reason, and also to verify the results obtained in small scale situations, 
an other prototype experiment was carried out in October 1994 in the 
Zwin. This time more preparation time was available and extensive 
measurements were carried out on all relevant aspects of the breach 
growth process, such as current velocities, waterlevels, scour hole 
dimensions and of course the development of the breach itself. 

Future research 

In 1995 much effort wil be put into the finishing of the mathematical 
modelling for breach growth in sand-dikes and dunes [Visser,1994]. By 
means of a sensitivity study, it will be decided which aspects have to be 
investigated in more detail and which priorities have to be given. Future 
research will at least be focussed on breaching in dikes composed of less 
erosive materials. 

Conclusions 

As a conclusion it can be pointed out that: 

1. Breach growth development is an essential factor in an inundation 
risk analysis. 

2. Breach growth research by means of step by step approach turned 
out to be an effective way to unravel the complex process. 

3. An upper bound model, directly applicable for sand dunes,   will be 
available in the near future (1995) 

4. Future research will be focussed on dikes containing less erosive 
materials. 
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CHAPTER 160 

SWASH ZONE WAVE CHARACTERISTICS FROM SUPERTANK 

David L. Kriebel1 

ABSTRACT 

Measured values of shoreline wave setup and shoreline wave heights are 
summarized from the SUPERTANK Laboratory Data Collection Project. Water 
surface elevation time-series in the swash zone were measured by capacitance wave 
gages that were partially buried in the sand beach. As a result, wave measurements 
were obtained on the actively eroding/accreting beach-face where little data has 
traditionally been available. Results presented in this paper include examples of wave 
transformation across the entire beach profile. Mean water level and wave height 
conditions at the still water shoreline are then summarized for 19 sets of random 
wave conditions tested during the first two weeks of the SUPERTANK Project. 

INTRODUCTION 

Despite recent progress in the study of wave transformation across the surf 
zone, relatively little is known about wave properties near the shoreline or in the 
swash zone. Most measurements of wave transformation have focussed on the 
incipient breakpoint and the mid to outer surf zone where there is sufficient water 
depth to operate various surface-piercing or bottom-mounted wave gages. Wave 
measurements in the swash zone are generally more difficult to make and, as a result, 
are not as widely available. One approach used to measure waves in the swash zone 
has involved remote time-lapse photography of the time-varying runup, e.g. Holman 
and Sallenger (1985). Another approach, used to record time-series of water surface 
elevations at specific locations across the swash zone, has involved filming waves as 
they propagate past reference stakes driven into the beach-face, e.g. Carlson (1984). 
In contrast, Waddell (1973) and Sonu et al. (1974) present some of the only data 
available based on use of electronic surface-piercing wave gages to record time-series 
of water surface elevations in the swash zone. 

'Ocean Engineering Program, U.S. Naval Academy, Annapolis, MD 21402 
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In this paper, some results of extensive swash zone wave measurements are 
presented from the SUPERTANK Laboratory Data Collection Project. As part of the 
SUPERTANK Project, twenty-six wave gages were used to document wave 
transformation across a sandy beach profile in a large wave tank. Of these, ten 
capacitance-based wave gages were specifically designed to measure wave 
transformation in the inner surf zone and swash zone where the beach face was 
intermittently submerged and exposed. The objective of this paper is to present results 
of these measurements for wave setup and for wave heights in the swash zone. 
Examples are first shown for wave transformation across the entire profile; then, 
values measured at the still water shoreline are discussed as a way of summarizing 
the extensive swash zone measurements. 

DESCRIPTION OF EXPERIMENTS 

The SUPERTANK Laboratory Data Collection Project took place during the 
summer of 1991 in the in the large wave tank at Oregon State University. The tank 
is 104 m long and 3.6 m wide. A sand beach with a median grain size of 0.22 mm 
was placed in the tank with an "equilibrium" form (concave-upward) having a length 
of about 75 m and a maximum water depth of 3.05 m. A total of 66 different wave 
conditions, 70 percent using irregular waves, were then tested over almost 129 hours 
of wave action during the seven-week long project. In general, wave heights ranged 
from 0.2 to 1.0 meters and wave periods ranged from 3 to 8 seconds. A thorough 
documentation of the entire SUPERTANK project is given by Kraus and Smith (1994) 
while a review of the wave transformation measurements is presented by Kriebel and 
Smith (1994). 

Mean water levels and wave transformation measurements were obtained using 
26 wave gages between the wavemaker and the runup limit on the sand beach. Of 
these, 16 resistance wire wave gages were used to record wave properties between 
the wavemaker and the mid surf zone while 10 capacitance wave gages were used in 
the inner surf zone and swash zone. The resistance gages were separated at 3.7 meter 
intervals while the capacitance gages were spaced at 0.9 to 1.8 meter intervals to 
obtain better resolution in the swash zone. One capacitance gages was normally 
located close to the still water shoreline, which evolved from run to run as the beach 
eroded or accreted. 

As illustrated in Figure 1, the capacitance wave gages consisted of a single 
loop of Teflon-insulated 20-gauge copper wire which was lightly twisted so that both 
ends of the wire were attached to one terminal at the base of a PVC electronics 
housing. The electronics housing was attached to a stainless steel support frame that 
was then attached to the side wall of the wave tank. The bottom of the sensing wire 
loop was attached to the support frame by a non-conductive rubber band in order to 
maintain a constant tension in the sensing wire. Sensing wires with lengths of 0.91 
to 1.83 meters were used. 



SWASH ZONE WAVE CHARACTERISTICS 2209 

CABLE   TD 
POWER   SUPPLY 

PVC 
ELECTRONICS 

HOUSING 

Figure 1. Illustration of capacitance wave gage used in the SUPERTANK Project. 

The capacitance wave gages were partially buried in the sand beach and could 
record the wave uprush and downrush as well as the saturated sand bed elevation if 
the bed was exposed in between successive swash events. Water surface elevations 
and wave heights were measured relative to either: (1) the still water level if the gage 
was located seaward of the still water shoreline where the sand bed was not exposed 
at the beginning of the test, or (2) the wet sand surface if the gage was located 
landward of the still water shoreline where the sand bed was exposed at the start of 
the test. As a result, the mean wave setup on the exposed beach-face was measured 
as the increase in the mean (time-averaged) water level above the initial sand bed 
elevation at the start of the test. 

After the mean water level was identified and removed from the wave record, 
the remaining time-series was subjected to low and high-pass filtering with a filter 
cut-off at one-half of the peak wave frequency of the target wave spectrum input into 
the wavemaker. Following this filtering, three time series were available for 
subsequent analysis: (1) the original or total wave record, (2) the high-frequency 
wave record containing the wavemaker frequencies and higher harmonic components, 
and (3) the low-frequency wave record containing wave group and tank seiching 
frequencies. 
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Wave heights were determined for each of these three time-series based on 
both time-domain and frequency-domain analyses. Standard zero-crossing analysis 
was used to define statistical wave height parameters such as HRMS, HI/3, HI/IO, and 
UMAX. In the swash zone, these wave heights were determined as the vertical height 
between each wave crest and the exposed sand bed. Standard spectral analysis was 
then performed to define the zero-moment wave height. Once again, three values 
were determined as HMO, HMOL, and HMOH based on the total, low, and high 
frequency wave records respectively. Based on the filtering, conservation of wave 
energy requires that the relationship between the various zero-moment wave heights 
be given as HMO = (HMOL

2+HMOH
2

)
112

. 

EXAMPLES OF WAVE HEIGHT TRANSFORMATION 

Selected results showing typical beach profiles from the SUPERTANK Project 
are shown in Figure 2, while examples of dimensionless wave transformation across 
these beach profiles are shown in Figures 3, 4, and 5. 

Beach profiles in the SUPERTANK Project varied continuously in response 
to the incident wave conditions. The initial profile, depicted in Figure 2a, was placed 
in a concave-upward shape in accordance with equilibrium beach profile concepts. As 
the experiments proceeded, the initial shoreline receded, the beach face steepened, 
a bar developed offshore, and the surf zone widened, as illustrated in Figure 2b. This 
profile is typical of conditions following erosive wave conditions. The profile in 
Figure 2c is then typical of conditions following accretionary wave conditions in 
which the bar-trough system was smoothed. 

In Figures 3, 4, and 5, dimensionless mean water levels and dimensionless 
wave heights are plotted against the dimensionless "depth" across the profile. Seaward 
of the still water shoreline, the initial water depth is considered positive. Landward 
of the still water shoreline, the "depth" is considered negative when the initial sand 
bed elevations are above the still water level. The reason for using this format is that 
the wave transformation can then be shown continuously across the surf zone, to the 
still water shoreline (depth equal to zero), and across the swash zone to the runup 
limit. In all cases, the local "depth" is normalized by the significant wave height 
HMOO, measured in 3.05 m of water at the first wave gage nearest the wavemaker. 

Results shown in Figures 3 through 5 were obtained from tests using irregular 
waves having three values of wave steepness, HMOO/LO, equal to 0.005, 0.01, and 
0.04, all for TMA spectra having a peak enhancement factor of 3.3. The first case, 
with the lowest steepness, had a significant wave height, HMOO, equal to 0.5 m and 
a peak period, 7>, of 8 seconds. The second case then had HMOO = 0.64 m and 7> 
= 6 seconds, while the third case had HMOO = 0.57 m and 7> = 3 seconds. The 
beach profile in each case was similar to that shown in Figure 2b, although conditions 
at the end of tests with the lowest steepness were more similar to those in Figure 2c. 
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Figure 2. Typical beach profiles: (a) initial profile, (b) profile after erosive wave 
conditions, and (c) profile after constructive wave conditions. 
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Figure 3 shows the normalized wave setup and setdown, defined as ratio of 
the local mean water level, S, to the offshore significant wave height. For the three 
values of wave steepness, the setdown seaward of the breakpoint is fairly consistent, 
reaching a maximum of 3 to 5 percent of the incident significant wave height. Setup 
inside the surf zone and in the swash zone is a much stronger function of wave 
steepness. The maximum setup near the shoreline ranges between 10 and 20 percent 
of the incident significant wave height and is larger for the lower steepness waves. 

Figure 4a shows the normalized total wave heights, defined as ratio of the 
local zero-moment wave height relative to the value measured offshore near the 
wavemaker. For the highest steepness, wave heights decrease slightly between the 
wavemaker and the dominant breakpoint (at a relative depth of about 1.4) due to the 
selective breaking of the largest waves in the spectrum. Waves then continue to 
diminish across the surf and swash zones to the runup limit where the relative depth 
is -0.75. For the lower steepness wave conditions, significant wave heights increase 
by more than 20 percent between the wave maker and the dominant breakpoint due 
to shoaling effects. Throughout the surf and swash zones, these lower steepness 
waves produce greater relative wave heights. At the still water shoreline, wave 
heights are still about 40 to 60 percent of the offshore values and is largest for the 
smallest wave steepness. 

Figure 4b and 4c then show the normalized wave heights for the high and low 
frequency portions of the wave spectrum respectively. In the offshore region, the low- 
frequency wave heights are found to be fairly small (0.1 to 0.2 HMOo) and the high 
frequency waves are dominant. Near the shoreline and in the swash zone, however, 
the low frequency wave heights are generally the same magnitude, or larger than, the 
high frequency wave heights. In the three cases shown, high-frequency wave heights 
at the shoreline are only about 20 to 50 percent of the offshore zero-moment wave 
height while the low frequency wave heights are 25 to 35 percent of the offshore 
height. For the two cases with the highest wave steepness, low-frequency wave 
components have more energy than high-frequency wave components in the vicinity 
of the shoreline. 

Based on visual observations and on spectral analysis, these low-frequency 
motions are mostly coherent standing waves. Unlike the high-frequency waves in 
Figure 4b, which are mainly progressive and which show large gradients in the swash 
zone due to breaking, the low-frequency waves in Figure 4c exhibit these gradients 
due to the presence of a reflected wave antinode at the sloping shoreline. These low- 
frequency waves experience strong growth between the breakpoint and the shoreline 
and may be the result of forced incident wave groups, long-wave generation by the 
moving breakpoint, and/or long-wave generation by swash zone wave interactions, 
all augmented by tank seiching and re-reflection of long waves by the wavemaker. 
The wavemaker was operated with reflection-compensation to absorb reflected waves 
at the dominant wave frequency but not at these long-wave frequencies. 
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Figure 3. Dimensionless wave setup for three values of random wave steepness. 
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Figure 4. (b) based on high-pass filtering at one-half of the peak frequency. 
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Figure 4. (c) based on low-pass filtering at one-half of the peak frequency. 
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One interesting result of these measurements is that, despite the effect of the 
reflective wavemaker boundary, there appears to be a strong correlation between the 
low-frequency and high-frequency wave heights. Figure 5 shows the ratio between 
the low- and high-frequency zero-moment wave heights as measured at each wave 
gage. This ratio is extremely consistent and well-behaved across the entire offshore 
region from the wavemaker to the mid surf zone. In this region, the ratio of low-to- 
high frequency wave heights increases from approximately 0.1 near the wavemaker 
to approximately 0.3 near the bar crest to nearly 0.5 in the inner surf zone. Although 
there is a slight trend toward increasing ratios for higher values of wave steepness, 
this ratio is similar for each of the three conditions. 

At the shoreline, the ratio of low-to-high frequency wave heights is then a 
strong function of wave steepness, varying from about 0.5 for the lowest steepness, 
to about 1.2 for the middle steepness, to about 2.0 for the highest steepness. 
Thompson and Briggs (1993) considered the same ratio and concluded that the long- 
wave heights may reach a maximum of about 1.2 times the short-wave heights at the 
shoreline based on field data from Duck, North Carolina, for conditions where the 
spectral wave steepness was about 0.01. This seems to be confirmed by the laboratory 
data, however, the SUPERTANK data suggests that this growth in low-frequency 
wave components relative to the rapidly decaying high-frequency components depends 
strongly on the incident wave steepness so that no simple generalization is possible. 

1.00 2.00 3.00 

DEPTH/HMOo 

Figure 5. Ratio of locally-measured low-frequency significant wave height to high- 
frequency significant wave height based on filtering at one-half of the peak frequency. 
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SUMMARY OF SHORELINE SETUP AND WAVE HEIGHTS 

In order to summarize additional data from the SUPERTANK Project, the 
remainder of this paper will present results of wave setup and wave height parameters 
measured at the still water shoreline in 19 tests conducted with irregular waves over 
the first two weeks of the experiment. Figures 6 through 8 show normalized wave 
setup and zero-crossing wave heights as determined from the total wave record, the 
high-pass wave record, and the low-pass wave record. Results are based on linear 
interpolation between wave gages located either side of the still water shoreline. In 
each figure, values of shoreline setup and wave height are normalized by the offshore 
zero-moment wave height, HMOo, and the normalized results are plotted against the 
incident wave steepness, (HMOo/Lo)m. 

Figure 6 shows results for the normalized wave setup at the shoreline. Results 
from the SUPERTANK Project appear consistent with other lab and field data in 
which maximum wave setup at the shoreline is generally in the range of 0.15 to 0.2 
times the offshore significant wave height. For example, Greenwood and Osborne 
(1990) suggest a ratio of 0.19 based on field data from Lake Huron. The 
SUPERTANK data also show a clear trend toward decreasing wave setup for 
increasing wave steepness, as also found in the literature. In this case, the wave setup 
ranges between 0.21 HMOo for the lowest wave steepness tested to about 0.11 HMOO 

for the highest wave steepness tested. 
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Figure 6. Normalized wave setup at the shoreline from SUPERTANK data. 
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Figure 7 shows the energy-based zero-moment wave heights at the shoreline, 
HMOs, relative to the offshore zero-moment wave height, HMOO, as a function of 
incident wave steepness. Figure 7a shows the total wave height at the shoreline, while 
Figures 7b and 7c show the high and low frequency wave height components at the 
shoreline respectively. As shown in Figure 7a, the wave height at the shoreline can 
vary between about 40 and 80 percent of the offshore value for the extreme wave 
steepness tested. While these shoreline wave heights decrease as wave steepness 
increases, there is little variation for values of steepness above 0.02. 

The high and low frequency wave heights at the shoreline, shown in Figures 
7b and 7c, show opposing functional dependencies on wave steepness. For the lowest 
values of steepness, low-frequency wave heights are small, about 0.2 HMOo, while 
high frequency wave heights are dominant, up to 0.7 HMOo or so. As the wave 
steepness increases, however, low frequency wave heights increase up to about 0.4 
HMOo while high frequency wave heights decrease dramatically to about 0.2 HMOo. 
As a result, for the higher values of steepness, the low frequency wave height 
components (low frequency energy content) is actually twice as large as the high 
frequency wave components. A reversal in which wave energy band is dominant 
occurs at a wave steepness of about 0.01. 

As shown in Figure 5, the ratio of low-to-high frequency wave height 
components is fairly stable across the surf zone but shows large differences in the 
swash zone. Figure 8 then shows this ratio at the shoreline as a function of wave 
steepness. As discussed previously, high frequency wave heights dominate for the 
lowest wave steepness tested and the ratio of low-to-high frequency wave heights is 
about 0.5 or less. Above a steepness of 0.01, however, the low frequency wave 
heights dominate the swash zone motions such that the ratio of low-to-high frequency 
wave heights is greater than unity. While there is significant scatter in the data, the 
ratio is in the range of 1.5 to 2.0 for the highest values of wave steepness which were 
highly energetic and highly erosive wave conditions. 

At the still water shoreline, there is initially zero water water depth until the 
mean water level rises due to wave setup. As a result, the ratio of wave height to 
still water depth at the shoreline is infinite unless wave setup is considered. With 
wave setup, the ratio of wave height to water depth (setup) is finite and this ratio is 
shown in Figure 9 for all 19 data sets. As shown, the ratio of total zero-moment 
wave height to wave setup at the shoreline is in the range of 3 to 4 and is insensitive 
to wave steepness. In contrast, the ratio of wave height to water depth in the surf 
zone is commonly assumed to be approximately one. Based on the SUPERTANK 
data, the significant wave height at the shoreline is given by HMOs = 3.3 S on 
average. Consideration of the high and low frequency significant wave heights 
separately does not produce results that are as well-behaved, but on average the high 
frequency significant height at the shoreline is 2.0 times the wave setup while the low 
frequency wave height is 2.5 times the setup. 



2218 COASTAL ENGINEERING 1994 

0.8 - 
o 
O 

§0.6- A 
A 

8 0.4 - 
2 

A r A A     A4^ 

I 
0.2 

(a) 

0 - , 
1              ' i   i   i <              1              ' 

0.01 0.02 0.03 0.04 
HMOo / Lo 

0.05 0.06 

8 0.8 - 
s A 

I A 

-0.6 - —-. A 
I 

?0.4- 
o 
| 0.2 - 

(b) 

A 
A 

*» A A&. 
•         A4. 

0 -  ,— 
1              ( 

1              i              1  1 1 r- 

0.01 0.02 0.03 0.04 
HMOo / Lo 

0.05 0.06 

<§0.8 - 
2 
I 
-0.6 - 

£ 
g 0.4 
o 

A 
A ^ A ^     AftAA 

| 0.2 
AA

A 

(c) 
0 -,-•-   , r- i                '                 1 i             l             '  1 1  

0.01 0.02 0.03 0.04 
HMOo / Lo 

0.05 0.06 

Figure 7. Normalized zero-moment wave heights at the shoreline: (a) total wave 
height, (b) high-frequency wave height, (c) low-frequency wave height. 
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Figure 8. Ratio of low-to-high frequency wave heights at the still water shoreline. 
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Figure 9. Ratio of significant wave height to mean water depth (setup) at shoreline. 

As a final consideration, statistical wave height parameters at the shoreline, 
obtained from a zero-crossing analysis of the total wave record, are shown in Figure 
10. This gives HRMS, HI/3, and HMAX measured at the shoreline, all normalized again 
by the offshore zero-moment wave height. For the lowest values of wave steepness, 
it is found that statistical wave heights are a strong function of wave steepness. For 
these conditions, HRMS at the shoreline can be 0.4 to 0.5 times HMOo, Hi/3 can 
typically be 0.5 to 0.7 HMOO, and HMAX can typically be 0.7 to 1.1 HMOO. At the 
other extreme, for the highest values of wave steepness, wave heights are not strong 
functions of steepness and HRMS, HI/3, and HMAX are about 0.2, 0.3, and 0.5 to 0.6 
times HMOO, respectively. 
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Figure 10. Shoreline wave height parameters based on zero-crossing analysis. 

CONCLUSIONS 

This paper has presented selected results of wave setup and wave height 
measurements from the SUPERTANK Data Collection Project. The main objective 
of the measurements was to document wave transformation across the beach profile 
at all locations between the wavemaker and the wave runup limit. This required use 
of capacitance wave gages, partially buried in the sand beach, to document mean 
water levels and time-varying wave heights in the swash zone where the initial sand 
bed elevation was above the still water level of the wavetank. 

Several examples have been presented of the random wave transformation 
across the beach profile for various wave steepness conditions. These measurements 
show that wave properties in the swash zone are well-behaved despite the fact that 
waves in this region are intermittently occurring bores that do not propagate on a 
finite water depth. Results are then shown for wave setup and wave heights at the still 
water shoreline where the initial water depth is zero. 

In the analysis, the wave record is filtered into separate low and high 
frequency components. In the offshore region, the high frequency (incident band) 
wave components dominate and low frequency components (wave group and tank 
seiching frequencies) are small. In the inner surf zone and swash zone, the high 
frequency components diminish due to breaking while the low frequency components 
grow and reach a maximum amplitude at the still water shoreline. 
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For low incident wave steepness, the high frequency portion of the wave 
spectrum, containing the intended peak frequency of the spectrum and higher 
harmonics, dominates in the swash zone and is usually larger than the long standing 
waves at the shoreline. In contrast, for high incident wave steepness, the low 
frequency portion of the spectrum dominates at the shoreline and in the swash zone. 
While this paper has documented the characteristic heights of these long wave 
components, it does not address the possible generation mechanisms for these waves. 
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Abstract 

The morphological behaviour of a shoreface nourishment site is studied. The originally 
observed patterns in bar development before the nourishment are disturbed by the extra 
volume of sediment in the cross-shore profile. Attention is focused on the morphological 
development of the nearshore bars and troughs after the nourishment. 
After almost a year, the bar at the landward site of the nourishment showed a reversal in 
bar behaviour in comparison with the natural conditions as described by Ruessink and 
Kroon (in press). The bar was slightly moving landward and was growing in height, 
whereas a similar bar at this position within a non-nourished environment would move 
seaward and reduce in height. The bar at the seaward side of the nourishment is quickly 
adjusting itself to the situation before the nourishment. 
The bar behaviour after the nourishment is accompanied by a redistribution of the 
sediments over the profiles. The net amount of sediment losses in the nearshore area is 
negligible. This also means that the nourished volume of sediments is still available in the 
central part of the nourishment area. Longshore movements of the nourished volume are 
in the order of 400 m to the east over a period of about a year, and are not observed in 
the cross-shore profiles with a longshore spacing of 1000 m. 

Introduction 

The coastline of the northern part of the Netherlands consists of a chain of barrier islands 
alternating with tidal inlets. The beaches and nearshore zones of these barrier islands are 
composed of sandy sediments. The central parts of the barrier islands do suffer from 
erosion over the last decades. At Terschelling (figure 1) the shoreline of the central part 
of this barrier island retreated over the last decades with an average, annual rate of 2.5 to 
3 m.year1, which means an average, annual volumetric loss of 110.000 m3 of sediment 
within the nearshore zone. 

2222 
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Figure 1    Location of the study area 

Since the seventies, the eroding coastal stretches along the Dutch coast are mainly 
defended by beach nourishments. However, in the early nineties other kinds of soft 
engineering structures are considered. This resulted in the decision to execute another type 
of nourishment in 1992, a shoreface nourishment consisting of a submerged volume of 
sediment filling up a trough between two shore-parallel bars in the outer nearshore zone. 
Hereby, the design of the shoreface nourishment has to guarantee the same degree of 
safety as the other measures of shore protection. This means that the artificial volume of 
sediments must be beneficial for the coastal system for at least period of 10 years. 
The scientific EC-MAST2 programme NOURTEC has the objective to describe and 
explain the behaviour of this shoreface nourishment. The behaviour of the nourishment is 
analyzed in different phases. An evaluation of the behaviour before the nourishment is 
made by studying the evolution of the barred morphology in the nearshore zone over the 
last decades (Ruessink and Kroon, in press). The hydrodynamic processes and sediment 
properties in the barred nearshore zone just prior to the nourishment have been subject of 
study within a relatively small field campaign (T0; Hoekstra et al., 1994). The behaviour 
of the barred morphology and the morphodynamics after the nourishment is studied since 
1993 by means of detailed process-oriented measurement campaigns. 

In this paper, the morphological behaviour of the nourishment site is studied. Attention is 
paid to the morphological development of the nearshore bars and troughs after the 
nourishment. These observations are than compared with the natural behaviour of these 
bars in cross-shore and longshore direction before the nourishment (Ruessink and Kroon, 
in press). In addition, the sediment budgets within the cross-shore profiles along the 
nourishment site are computed. 
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Study area and previous results 

The shoreface nourishment is situated at the north coast of the barrier island Terschelling, 
The Netherlands (figure 1). This north coast of Terschelling is facing the semi-enclosed 
North Sea and is made of a sandy shoreface, beaches and dunes. 

The morphology of the nearshore zone, defined as the upper shoreface, is characterized 
by two or three nearshore bars. The width of the nearshore zone is about 1400 m and the 
mean slope is about 1:180. The shoreface nourishment is placed in a trough between two 
shore-parallel nearshore bars at a depth of -5 to -7 m below mean sea level. The length of 
the nourishment in a longshore direction is 4.4 km. The median grain size (D*,) of the 
sediments in the intertidal zone is about 200 to 250 nm. At the seaward side of the 
shoreface nourishment site, at a water depth of about 10 m, the median grain size is 
reduced to about 160 to 180 /an. 

The morphological behaviour of the multiple bar system in the nearshore zone of 
Terschelling, The Netherlands between 1965 and 1993 is analyzed in Ruessink and Kroon 
(in press). Herein, both the cross-shore and longshore tendencies of the bar behaviour 
before the nourishment are described. The morphodynamical development of the nears- 
hore bars over the last decades results in the following tendencies: 

• The net cross-shore migration of the nearshore bars is in a seaward direction and 
shows different behaviour with distance offshore. Close to the shore, the volume of 
the bar is small and the behaviour is quite chaotic, hardly showing any net tendency 
(stage 1). Further offshore the nearshore bars constantly migrate in a seaward 
direction until the outer margin of the barred nearshore area (stage 2). At this posi- 
tion the outer nearshore bar declines (stage 3). 
The plane view of the bar is changing from crescentic to straight in an offshore 
direction. Overall, the bar feature has a 'life-cycle' of about 12 to 15 years; 

• The net longshore migration of the nearshore bars is in an eastward direction with an 
average rate between 800 and 1250 m.year"1 over the period 1975 - 1993. 

The general hydrodynamic conditions are mainly determined by the processes related to 
the waves and tides. The sea and swell waves are coming from the North Sea from 
western to northern directions. The mean annual significant offshore wave height is about 
1.5 m and has a period of about 6 to 8 s. The highest waves are incident from the west to 
northwest and have a significant height of about 5 to 6 meter and a period of 10 to 15 s. 
The wave-related undertow and the longshore and cross-shore wind-driven currents are of 
major importance in the nearshore zone of Terschelling (Hoekstra et al., 1994). The tides 
are semi-diurnal and have a neap-tide range of 1.2 m and a spring-tide range of 2.8 m 
(meso-tidal). The tidal current ellipses in the nearshore are shore-parallel oriented and the 
eastward flowing flood currents exceed the westward flowing ebb currents. 

Methods of analysis 

Data set 
The present data set consists of five soundings carried out in lines perpendicular to a 
longshore reference line which connects the beach poles (the RSP-line, see figure 1). 
These soundings were executed in April 1993 (just before the nourishment), November 
1993 (after the nourishment), January, April, and June 1994. The length of the cross- 
shore profiles is about 2000 m, and always covers the zone between the beach and the 
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lower shoreface at -10 m NAP. The longshore spacing between the studied profiles is 
1000 m. The cross-shore profiles in the nourishment area are used to describe the 
morphological development in a morphometric and a volumetric sense. 

Morphometric analysis 
The quantitative description of the cross-shore profiles in a morphometric way requires a 
mean profile equation to which the single measured profiles at different time steps are 
compared. This mean cross-shore profile equation is determined in two steps. The first 
step concerns the computation of the mean of all the measured cross-shore profiles at one 
location over the period 1964 to 1993 (dataset Ruessink and Kroon, in press). This mean 
cross-shore profile can not be used as a reference profile because it still contains some 
barred features, due to the limited amount of profile measurements in comparison to the 
'life-cycle' of the system. The second step concerns the fit of a mathematical expression 
to the computed mean profile. An exponential curve fitting procedure was chosen for the 
nearshore profile between the beach and the lower shoreface. This exponential curve is 
expressed by: 

d = d0.l\-e-°x\ (D 

in which 
d   =  computed depth of the average profile below NAP [m] 
d0 =  depth at the location where the slope of the bed is almost zero [m] 
a   =  coefficient [m1] 
x   =  horizontal coordinate, positive in seaward direction [m] 

In the Terschelling case, the do-value is 8.7 and the a-value is 0.0018 (see also Ruessink 
and Kroon, in press). 
The residual profile, which is defined as the individual measured profile minus the fitted 
profile is used for the description of the bar morphology. The dimensions of the bar 
features are defined in figure 2. The studied dimensions are the depth of the bar crest to 
NAP (dc in m), the position of the bar (P„ in m), the height of the crest of the bar (h,, in 
m) and the width of the bar (Wb in m) (figure 2). 

Volumetric analysis 
The volumetric analysis of the cross-shore profiles is executed in several successive steps. 
The first step is the determination of the seaward boundary of the dynamic part of the 
nearshore. This boundary must be located seaward of the closure depth of the cross-shore 
profiles (see Kroon, 1994). At Terschelling, the location of the -8 m depth contour in the 
cross-shore profiles matches this requirement. 
Thereafter, the sediment volume between the measured cross-shore profile and the -8 m 
depth is computed across the profile. These computed sediment volumes are determined in 
a cumulative way from the seaward boundary towards the beach. The trends in the 
cumulative sediment volumes are finally compared along the nourishment site. Three 
volumes are hereby selected: 

• the nearshore zone, defined as the area between the 0m and -8m depth contour. The 
width of the nearshore zone was constant for each profile location during the 1993 to 
1994 period; 

• the seaward half of this nearshore zone; 
• the seaward quarter of this nearshore zone. 
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Figure 2    Definition sketch of morphometric variables 

Results 

Morphological development after the nourishment 
The overall characteristics of the nearshore zone along the nourishment site are summar- 
ized in Table 1. The width of the nearshore zone slightly increases from the central 
nourishment area (profile 16) to the western (profile 13) and eastern (profile 19) side. 

Table 1      Bar characteristics profile 17 

time distance offshore bar crest depth bar crest height 
[m] [m] [m] 

April 1993 597 - 1077 3.6-5.7 2.1 - 1.7 
November 1993 607- 912 3.8-4.4 1.9-2.7 
January 1994 546- 922 3.5 - 4.6 1.9 - 2.4 
April 1994 562- 978 2.7 - 5.2 2.9 - 2.0 
June 1994 530- 922 2.5 - 5.2 2.8-1.9 

The cross-shore profile behaviour at several locations along the nourishment site are 
presented in figure 3. 
At about 800 m west of the nourishment (profile 13), the positions of the nearshore bars 
are almost stable in time. The trough between the two outer bars is slowly filling up from 
-7 to -5.5 m NAP. 
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Figure 3    Cross-shore profiles (continued) 
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At about 800 m east of the nourishment (profile 19), the position of the most seaward, 
nearshore bar hardly changes in time. The landward located nearshore bar is moving 
onshore over a distance of about 50 m between April and November 1993, followed by a 
seaward shift over the same distance between November 1993 and June 1994. 
At the central part of the nourishment area (profile 17), the nourished volume of sediment 
in the trough between the two outer nearshore bars is easy to trace. The morphological 
developments in this cross-shore profile can be summarized in three phases: 

• filling up of the trough in the nourishment period (April November 1993); 
• development of a barred topography at the nourishment site. The outer bar is reduced 

in height, the trough is increased in depth and the inner bar is increased in volume in 
a landward direction; 

• the bar topography is even more pronounced. The most seaward bar is further 
reduced in height, while the landward bar at the nourishment site is increasing in 
height to a value of -2.5 m NAP. The offshore position of this bar crest is stable over 
the January to June 1994 period. 

At the western part of the nourishment (profile 15), the morphological development of the 
bars is more complex. Before the nourishment, the outer nearshore bar had just disapp- 
eared, due to the longshore migration of a bar attachment point that came from the west 
(Ruessink and Kroon, in press). This means that the morphological development of bars 
in the cross-shore profile can be better studied at profile 17 where the longshore move- 
ments of sediment volumes are only caused by the nourishment in the 1993-1994 period. 

For the central part of the nourishment (profile 17), the morphometric variables of the bar 
topography in time are presented in figure 4. The different lines in this figure represent 
the successive nearshore bars in the period 1964 to 1994. The two nearshore bars before 
the nourishment (bar 4 and bar 5 in figure 4) have changed in one large double crested 
bar (see figure 5). However, for the comparison of the bar behaviour with the auton- 
omous behaviour before the nourishment, both crests are regarded as two bars. 
The distance to the shoreline of the inner bar crest (5 in figure 4a) in time is almost 
constant. The distance to the shoreline of the outer bar crest (4 in figure 4a) is reduced 
with about 100 m as a result of the nourishment (difference between April and November 
1993). Thereafter, the position of the outer bar crest is quite constant in time. 
The depth of the inner bar crest to NAP subsequently decreases after the nourishment (5 
in figure 4b). The depth of the outer bar crest to NAP is decreasing during the nourish- 
ment period (4 in figure 4b) and increasing in the period after the nourishment. 

The relation between the bar crest depth and the distance to the shoreline for the auton- 
omous system is presented in figure 6a. According to the three stages of bar behaviour as 
defined by Ruessink and Kroon (in press), both the inner and the outer crest are in stage 
2. This means that the crests should normally have a seaward migrating tendency. 
However, as a result of the increased volume of sediment due to the nourishment, both 
the inner and outer crest are firstly moving in the direction of the first stage. The reversal 
of this tendency to an expected offshore migration has already started at the outer crest 
position (see April to June 1994). 
The relation between the bar height and the distance offshore is presented in figure 6b. 
The height of the inner crest of the bar is obviously deviating from the previously 
observed patterns: the crest is located at greater heights than has ever been recorded in the 
past (Ruessink and Kroon, in press). The outer crest of the bar is positioned at a location 
where the observed relation in the autonomous behaviour was weak. 



2230 COASTAL ENGINEERING 1994 

<D 
C 

a5 
o sz 
CO 

1500 

1250 

1000- 

750- 

500- 

250- 

0- 

Nourishment 

I 
i 

_    JL    _ 

•••''   I 

_    J.    _ 

I 

I 

-*•*•* 

I 

:   i 

/_ ,_  . J _  _ 

'  4 A 
*-***• 

••       /i 

.«* 

/•'•W 

&-*, 
•• ID" 

..•• So 
F5 

1965   1969   1973   1977   1981    1985   1989 
Time [years] 

1993 

a 

sz 5 o 
CD 

TD 4 
CO 
(11 
o 3 
1_ 
m 

CD 2 

i V i i i 

i -..m* •• i i i 

.!•' i i A 
1 ...•• 

.•*   7 2 *•! :3* 
7A~\ ~ ~ 

A        t ••--:' _ _ _ -   t _   _   _ -< - -i _ _ _ i- £ - -1 - - 
4-A> 

i 

** •_ _ 

i 

-V 
i 

vA"'M i   .• 

- ± _ 
* *•'•• #• ;i .•' i cJn 

- 0..~ •• 
• _ i _ _ _ _ _ i - -*• I -• - -0- - -£i 

i • • i 
•     : i 

t,    / •'-. a .*••; B 
•. i 

- r. 
i 

I 

4V-" • *• 
~i 

i 

*•* 
1 D-" 

i 

i 

i 

i 

i 

0 
1965   1969   1973   1977   1981    1985   1989 

Time [years] 
1993 

b 

Figure 4    Position of bar crests (a) and depth of bar crests (b) in time 



MORPHOLOGICAL MONITORING 2231 

Central nourishment area 
Cross-shore profile 17.00 

500 750 1000 

Distance to shorolino [m] 

- April 1993 

- April 1SS4 

- Novembw 1993 - 

* Juno 1994 

• January 1994 

Figure 5    Detailed bar developments using residual profile 17 

8 
Bar crest depth [m] 

6^ 

5 

4 

34 

2 

1 

 :. j i.t..^< I. 

 .:.....*..!*^3U*i I. 

tff-v 

++\ 

I I I I I I I I 11'''' I 11)1111 

O 

CM 

O 
O 

O 
to 

O       O 
O     to 
O       CM 

O 
O 

Distance to shoreline [m] 

3.5 

3 

2.5 

2 

1.5 

1 

0.5 

0 

Bar height [m] 

• 

• J x - 

..X, 
X 

x> 
i 

•'. A 
X 
  ': 

+ ", •  

'       1 *vi- L 

• •••+•- 
+ 

-n-r-r 

+          : £ 

•.-r-n-t-i'i'i i -i-T-r-r 

 k  
TTTTpTI-r 

o     o 
to     o 
CM        tO 

O 
to 

o     o     o 
o     m     o 
O        CM        tO 

Distance to shoreline [m] 

+    stage 1 stage 2 •    stage 3 X   double crest 

Figure 6   Position of the bar crests versus bar height (a) and depth of bar crest (b) 



2232 COASTAL ENGINEERING 1994 

Longshore patterns in bar behaviour are observed. The development of the bar patterns in 
the cross-shore profiles over the nourishment site do suggest a shift in the bar variables 
towards stage 1. The nourishment will thus increase the duration of stage 2. The relation 
between the development of the bar pattern at the central part and those at the western and 
eastern sides of the nourishment area are still not clear. The alongshore shift of the 
nourishment volume can not be measured with an alongshore profile spacing of 1000m. 
Detailed soundings in the area have shown a eastward shift of the sediment volume of 
about 400 m over the period November 1993 to June 1994. 

Volumetric development 
The cumulative sediment volumes within the cross-shore profiles are shown in figure 7. 
At about 800 m west (profile 13.00) and east (profile 19.00) of the nourishment, the 
differences in sediment volumes are not influenced by the nourishment. At profile 14.00, 
there is an overall decrease in the sediment volume over the 1993 to 1994 period. At 
profile 19.00, the cumulative sediment volumes are almost constant. 
At the central part of the nourishment area (profile 17), the sediment volume is increased 
between April and November 1993, due to the nourishment. Thereafter, there is a slight 
decrease in the sediment volume. 

The spatial distribution of the cumulative sediment volumes in the cross-shore profiles is 
presented in figure 8. The volumetric changes within the nearshore zone, defined as the 
area between the 0m and -8m depth contour, are showing an increase of sediment volume 
after the nourishment in the central part of the nourishment (compare 1 and 2 for profile 
15 to 18 in figure 8a), followed by an almost constant volume after this period. At the 
western end of the nourishment area (profile 14), this tendency is not observed. 
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Figure 7   Cumulative sediment volumes at certain cross-shore profiles 
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Figure 7    Cumulative sediment volumes at certain cross-shore profiles (continued) 
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Figure 8    Spatial distribution of nearshore sediment volumes: a. nearshore area, b. 
seaward half, c. seaward question. 
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The influence of the nourishment is even better to see in the volumes of the seaward half 
of the nearshore zone (figure 8b). It is obvious that the nourishment is effective in the 
central area (profile 15 to 18). The western area (profile 14) is rather complex. The 
influence of the nourishment is interfering with the longshore migration of a bar attach- 
ment point from the west. 
The spatial pattern of the cumulative sediment volumes in the seaward quarter of the 
nearshore zone is presented in figure 8c. The changes in volumes are negligible small 
over the period April 1993 to June 1994. 

Discussion 

The morphological development of the breaker bars in the central nourishment area 
consists of three phases: 

• the pattern of the bars and troughs are disturbed in the nourishment period. The 
trough between the two outer bars is filled up, and the bar topography has changed in 
a shore platform with two small undulations at the landward and seaward side. The 
total volume of sediment in the cross-shore profile between the -8 m to the 0 m depth 
contours has increased with about 450 m'.m"1; 

• just after the nourishment, the profiles are quickly adjusting to the former bar and 
trough topography. The outer bar crest depth and trough depth are increasing and the 
inner bar crest depth is decreasing. However, along the nourishment the total volume 
in the cross-shore profiles between the -8 m to the 0 m depth contours is almost 
constant, which implies a redistribution of the sediment over the nearshore part of the 
profile; 

• in the period between January and June 1994, the bar and trough topography 
becomes more pronounced. This is especially the case for the inner bar. The crest of 
this bar is further growing in height and the depth of the crest is now at about -2.5 m 
NAP. However, according to the morphometric relations for the natural bars in the 
period 1964 to 1993, the inner bar must be out of equilibrium and may be flattened 
off. The behaviour of the outer bar is already typical for stage 2 again. The total 
volume in the cross-shore profile between the -8 m to the 0 m depth contours is 
almost constant. The small changes in bar patterns are thus made by the redistribution 
of sediments over the cross-shore profile. 

The observed patterns in time are still not related to the observed hydrodynamics. The 
observed adaptations of the cross-shore profile to the pre-existing bar morphology is 
however within the time-span of a month. This means that the modulating mechanisms of 
the barred topography immediately act upon the disturbed profile. 
The increase in the height of the inner bar in the period January to June 1994 may be 
partly caused by the onshore directed sediment transport by wave-asymmetry processes. 
However, this remark is still very tentative and will be verified in the next future in two 
steps by: 

• analyzing detailed process-oriented field measurements (see Hoekstra et al., 1994). 
These measurements are used to verify different wave-, tide- and wind-related 
processes over the barred cross-shore profile; 

• analyzing the type of combined wave- and tidal-sequences over this period (see 
Kroon, 1994). The analysis of the sequences of the waves (e.g. storm-related events) 
will be executed in order to understand the representativeness of the observed period 
within the average, long-term wave climate. 



2236 COASTAL ENGINEERING 1994 

The combined morphometric and volumetric analysis of the cross-shore profiles in the 
nourishment areas has clearly shown that significant changes in the cross-shore bar and 
trough patterns may occur with hardly any changes in the nearshore volume over the same 
period. 
The disturbed pattern of the cross-shore morphology due to the nourishment is quickly 
adjusted. These adjustments, striving to attain a new type of quasi-equilibrium are good 
indicators of the morphodynamics of the bars on the longer term. 

Conclusions 

The morphological development of the nearshore bars and troughs after the nourishment is 
showing the following aspects: 

• the disturbed bar morphology caused by the nourishment is quickly adjusting itself to 
the previously observed pattern. The bar pattern in the central part of the nourish- 
ment area is already back within a month after the completion of the works. The 
former trough at the position of the nourished volume has a similar time of adjustm- 
ent; 

• the bar and trough morphology is still out of dynamic equilibrium. The inner bar 
crest is growing in height and almost stable at its position, at a location where the 
previous observed patterns in bar behaviour would suggest a seaward migration and 
with an almost constant height. The nourishment volume has thus decreased the rate 
and even reversed the pattern of bar behaviour. 

The overall behaviour of the nourishment volume over the year 1993 to 1994 is showing 
the following aspects: 

• after November 1993, no significant net change in sediment volume at the studied 
cross-shore profiles along the nourishment are observed; 

• the only transport of the nourished sediment volume is observed in an eastward 
longshore direction. This can be expected because the major components of the wind- 
, wave-, and tide-driven currents are also directed towards the east; 

• despite the lack of net changes in the nearshore sediment volumes, there is a 
redistribution of sediments within the nearshore zone which may be coupled to the 
behaviour of the bars. 
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CHAPTER 162 

Numerical Model for Longshore Current Distribution 
on a Bar-Trough Beach 

Yoshiaki KURIYAMA1 

Abstract 
A numerical model for the time-averaged nearshore current in the surf zone is 

developed to simulate the longshore current distribution on a bar-trough beach that 
has a peak velocity shoreward of the bar crest. Momentum fluxes due to mass 
transport under broken waves, which are ignored in other models, are included in the 
present model. The validity of the model is verified with field data. 

1. Introduction 
There are two patterns of the time-averaged longshore current distribution on a 

bar-trough beach. One has a peak velocity seaward of the bar crest, and the other has 
the peak shoreward of the bar crest. Kuriyama and Ozaki (1993) measured longshore 
current velocities in the field when a single bar-trough system was formed and waves 
broke over the bar. They showed that eighty^ive percent of the measured longshore 
current distributions have peak velocities shoreward of the bar crests, whereas fifteen 
percent have peaks seaward of the bar crests. 

The seaward peak can be reproduced by one-dimensional models of the longshore 
current where the driving force of the longshore current is the cross-shore gradient 
of radiation stress (Ebersole and Dalrymple, 1980; Larson and Kraus, 1991) because 
the gradient is largest seaward of a bar crest owing to the large dissipation of wave 
energy due to wave breaking. On the other hand, the shoreward peak cannot be 
reproduced by the one-dimensional models. Church and Thornton (1993) and Smith 
et al. (1993) have recently developed one-dimensional numerical models for the 
longshore current that include the effect of turbulence due to wave breaking on the 
driving force through consideration of the surface roller. Although the peak velocities 
predicted by their models are located shoreward of the peaks predicted by previous 
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models, the peaks predicted by their models are still located seaward of the peaks 
measured in the field. Symonds and Huntley (1980) showed that the longshore 
gradient of wave setup can cause a shoreward peak. The shoreward peak, however, 
was sometimes observed when the longshore gradient of the wave setup was small. 

The objective of this study is to develop a numerical model that reproduces the 
shoreward peak in the longshore current even when the longshore gradient of the 
wave setup is small. It is assumed that the momentum fluxes due to mass transport 
under broken waves generate the shoreward peak, and the resultant momentum fluxes 
are introduced into a previous nearshore current model. Longshore current 
distributions predicted by the present model are compared with those measured in 
the filed. 

2. Numerical Model 
The present model consists of two computationally distinct numerical models: a 

wave height transformation model and a nearshore current model. 

2.1 Wave height transformation model 
The present model for wave height transformation is based on the Karlsson's 

model (1969) for directional random waves, which is based on the balance of wave 
energy. I introduce a wave energy dissipation term as Takayama et al. (1991) did. 
The energy equation of a wave component with the frequency of/and the direction 
of 6 is expressed as 

d(DsVx)    d(DsV)    d(DsV,) 

dx dy ae 

/)s=5(/,0)5/Se 

+     .1 " -   D, 

(1) 
^=C^sine,KrC^os0, 

K„=^(-cose— -sine—), 6   C dx dy 

where Ds is the wave energy, S is the directional wave spectral density, df is the 
frequency band width, 60 is the directional band width, Cg is the group velocity, C 
is the celerity, and D is the wave energy dissipation rate. The values of Ds, Cg, C 
and D are defined for a wave component. The co-ordinate system used in this paper 
is shown in Figure 1. The positive direction of the _y-axis is seaward. The wave 
direction is defined relative to the shoreward direction and positive counterclockwise. 
The vertical axis extends upward. 

The principle of the dissipation term proposed by Dally et al. (1985) is used in 
the present model because the dissipation term can reproduce the wave height 
stabilization in a uniform depth, which is like the wave transformation over a trough. 
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Waves 
Seaward 

Shoreward 

Figure 1   Definition sketch of co-ordinate system. 

Modification of the dissipation term by Dally et al., which is for one-dimensional 
monochromatic waves, yields Eq. (2) for a wave component of directional random 
waves. 

(2) 

where (H1/3)s is the stable significant wave height, h is the still water depth, E is the 
total wave energy, the sum of Ds, Es is the total energy where the wave height is 
stable after wave breaking, and K and Pare dimensionless empirical coefficients. 

I assume that K and Pare functions of the beach slope, tan/J, and express them 
with Eqs.(3) and (4) because the wave energy dissipation in the surf zone is affected 
by the beach slope. These functions were obtained on the basis of the calculations 
of the wave height transformation in the surf zone for offshore wave steepness of 
0.02 by Goda (1975). 

K=\.l x 10", a = -O.8571og10(l/tanp) +0.219. (3) 

r=-0.141og10(l/tanp)+0.56. (4) 

The significant wave height, Hm, and the principal wave direction,   0, are 
calculated by 

ff1/3=4.0^, m0=fJ^DsdQdf. (5) 

Qp-!o!ZeDsdQdflm°- (6) 

The significant wave period, Tll3, is assumed to be equal to that in deep water. 
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2.2 Nearshore current model 

a. Momentum equation 

The movements of water particles, which have the maximum orbital velocity of 

vm due to waves, are assumed as shown in Figure 2. Water particles above the wave 

trough level, dlr, are transported by the depth and time-averaged nearshore current; 

U and V are the longshore and cross-shore components of the nearshore current 

velocity. The particles are also transported shoreward by mass transport due to waves 
at the angle of 6 and the velocity of Vu. Water particles below the wave trough level 

are transported by the nearshore current, and transported seaward at the velocity of 
V, of the return flow, which is perpendicular to the shore. The mass of water 

transported shoreward by the mass transport is assumed to be equal to that 

transported seaward by the return flow. 
Under the assumptions, the cross-shore flux of the longshore momentum in the 

surf zone, M„, is expressed as 

M»=ifo7^+(K«+v*cosaf)sinV 
{V+(Vu+vmcosat)cosQp}]dzdt 

+- f T [\(U+vmcosatsinQ„) 
7V0 J-h m p 

(7) 

Shoreward 

(V+ V,+vmcosat cosQp)]dzdt, 

Seaward 

r,i-:_l Qp 

Vm  above wave trough level 

U 

^~vr 
below wave trough level 

Figure 2 Definition sketch of the assumed movements of water particles 
above and below the wave trough level. 
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where p is the density of sea water, T is the wave period, r\ is the elevation of water 
surface, z is the upward elevation relative to the mean water level, a is the angular 
frequency. The value of Tll3 is used as T in the calculation. 

Equation (7) becomes 

+ f 1lv,?cos20fsin0„cos0„d,z 
J-h P P 

(8) 

P&t+ VV,)smQpcosepdz )dt. +Jd, 

The first and second terms on the right-hand side of Eq.(8) represent the 
momentum flux due to the nearshore current and a radiation stress, respectively. The 
third term is equal to zero because the mass of water transported shoreward is 
assumed to be equal to that transported seaward. The fourth term is the cross-shore 
flux of the longshore momentum due to mass transport by waves. 

In most previous models for the nearshore current, the fourth term is neglected 
because the effect of the mass transport due to unbroken waves on the nearshore 
current is small. However, the mass flux under broken waves is several times of that 
calculated with a formula for unbroken waves (Nadaoka and Kondoh, 1982). This 
means that a momentum flux due to mass transport under broken waves is much 
greater than that under unbroken waves. Therefore I consider that the momentum 
fluxes due to mass transport under broken waves are significant for the prediction 
of the longshore current distribution on a bar-trough beach, and introduce the fluxes 
into a previous model. 

The fourth term, Mbl, becomes Eq.(9) with a surface roller model proposed by 
Svendsen (1984) as shown in Figure 3; in his model, a water particle in the surface 
roller is transported shoreward with the celerity, C, 

Mbl±pPbe(-CcosQp+V)CsinQp, (9) 

where e is the time-averaged thickness of the surface roller, and Pb is the fraction of 
breaking waves, which is introduced for random waves. The value of e is assumed 
as 

e=CAH2^, (10) 

in which CA is a dimensionless coefficient, and L is the wavelength for the wave 
period of T. 
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Vi  I Wave Trough Level 
Surface Roller 

Figure 3 Definition sketch of the vertical distribution of time-averaged cross- 
shore velocity in a surface roller model by Svendsen (1984). 

The cross-shore flux of the cross-shore momentum due to broken waves, Mb2, and 
the longshore flux of the longshore momentum, Mb3, are obtained in a similar way 
for the value of Mbl; these are described by 

Mb2=PPbeC2cos26>Hd„+h)V?. (11) 

Mb3 = pPbe(CsinQ +2U)CsmQ• , (12) 

The value of Vt is expressed as Eq.(13), which is derived by Kuriyama(1991) on 
the basis of Svendsen's model (1984). 

'      h2 hT        " 
(13) 

Finally, the horizontal momentum equations in the present model for the 
nearshore current, which contains the momentum fluxes due to surface rollers, are 
represented by 

dU  T,dU „dU  ^   r    D      9TI   ..   . 
— + U— + V— +F -L +Rr +g—'- +M=Q, 
dt      dx      dy    x   x   * s dx     x 

— + U— + V— +F-L+R+B—'- +Mv =0, 
dt      dx     3y    y   y    y s 8y     y 

(14) 
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r     d, dU.    d, dU. T     d, dV.^d, dV. L =—(e—)+—(e—),L=—(e—)+—(e—), 
dx    dx     dy    dy     y   dx    dx     dy    dy 

p(h+i\)   dx     dy      y   p(A+T))   dx     dy 

i        dMh,   dMhr i        dMM   dM,~ 

p(A+T))    dx      dy       y   p(/j+T])    dx       dy 

where r\ is the elevation of the mean water level, Fx and Fy are the bottom friction 
terms, Lx and L are the lateral mixing terms, Sxx, Sxy, and Syy are the radiation stress 
components, and € is a lateral mixing coefficient. The subscripts x and y denote the 
values in the x-direction and y-direction. 

b. Fraction of breaking waves 
Seaward of a bar crest, I assume that the fraction of breaking waves is a function 

of wave height-water depth ratio as Thornton and Guza (1983) did, and represent it 
by Eq.(16) with a dimensionless coefficient, y, which is the wave height-water depth 
ratio in the surf zone, where all waves are broken. 

Pb={Hll3/(yh)}4. (16) 

I introduce the effect of beach slope into the calculation of y because the wave 
energy dissipation in the surf zone depends on beach slope. The value of y is 
assumed as Eq.(17) on the basis of the calculations of the wave height in the surf 
zone for offshore wave steepness of 0.02 by Goda (1975). 

Y=0.68exp(4.2tanP). (17) 

Shoreward of a bar crest, the fraction of breaking waves is assumed as 

(18) 

VWto-O.OMCy-y^+lO)2,   y^y^-10, 

where (Pb)bar is the fraction of breaking waves at the bar crest, and ybar is the offshore 
distance at the bar crest. According to visual observations, waves break even 
shoreward of a bar crest. This means that the fraction of breaking waves does not 
decrease rapidly from a bar crest although the value predicted by Eq.(16) decreases 
rapidly from the bar crest. Thus, the fraction of breaking waves shoreward of a bar 
crest is assumed to be constant near the bar crest and to decrease shoreward 
proportionally to the square of the distance from the shoreward limit of the constant 
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Pb zone.  The  coefficients  of Eq.(18)  were  determined  on  the basis  of visual 
observation data (Kuriyama and Ozaki, 1993); the units of y and ybar are meters. 

Near the surf zone shoreward of a trough, Eq.(16) is used again where Pb 

estimated by Eq.(16) is larger than that by Eq.(18). 

c. Surface roller area parameter, CA 

I assume that CA changes according to the development and decay of the surface 
roller although it is treated as a constant value by Svendsen (1984), because a 
constant CA cannot represent the disappearance of the surface roller in a trough. The 
development and decay of the surface roller are assumed to be proportional to the 
fraction of wave breaking; the maximum value of CA is determined to be 4.0 on the 
basis of the field data obtained by Kuriyama (1991). Finally, CA is expressed as 

CA=4.QP„. (19) 

d. Radiation stress, bottom shear stress and lateral mixing 
The radiation stresses of directional random waves are calculated by Eq.(20) 

proposed by Yamaguchi(1988). 

** JoJ-*p•   C C   2     s 

S^S^lofZP8^COsQshlQD^edf' (20) 

s^Cf*2 pg&cos2e+&-h}Dsdedf. 
yy Jo J-n/2rs c c 2 

Equation (21) (Nishimura, 1982; Nishimura, 1988) is used for the calculation of 
the bottom shear stresses, Fx and F. The value of 0.005 is used as the friction 
coefficient, Cf. 

2 2 

F=pCMW+—sin2ew-—sinGcose V], 
*r/v yy P/        yy        P        P 

2 

(21) 
F=pCfi—sinQ cosQ U-(W+—cos\)V}, 

y   r   f   yy        P        P      x        yy P'     ' 

W={^U2+V2 +w4
2 +2(C/sine/) - Vcosdjw,, 

+SJU2+V2 +wl +2{VsmQp - VcosQp)wb}j2, 

The lateral mixing coefficient proposed by Battjes (1975) is used in the present 
model. This coefficient is given by 
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e=Mh(^yi\ (22) 
P 

coefficient. Lateral mixing is probably related to turbulence; the turbulence due to 

breaking waves is much larger than that due to non-breaking waves. Hence, the 
degree of the lateral mixing in a trough is expected to be smaller than that in the surf 

zone located shoreward of the trough. Although the lateral mixing coefficient 
proposed by Longuet-Higgins (1970) is widely used, it seems to be inappropriate for 

the prediction of the longshore current on a bar-trough beach because the coefficient 
proposed by Longuet4iiggins, which is proportional to the distance from the 

shoreline, does not reproduce the difference between the lateral mixing in a trough 

and that in the shoreward surf zone. On the other hand, the lateral mixing coefficient 

proposed by Battjes reproduces the difference because it is based on the wave energy 

dissipation due to wave breaking. Thus, in the present model, I adopt the lateral 

mixing coefficient proposed by Battjes. 

3. Model Comparisons with Measurements 
The significant wave heights and the longshore current velocities predicted by the 

present model are compared with the values measured at Hazaki Oceanographical 
Research Facility (HORF), which is a field observation pier of 427m in length on the 

Kashima-nada coast of Japan facing to the Pacific Ocean. Water surface elevations 
were measured with ultrasonic wave gages before and after the measurement of the 
longshore current. A spherical float having a diameter of 0.2m was used to measure 

time-averaged longshore current velocities lm below the water surface. This method 
with the float was confirmed to be useful for the measurement of the time-averaged 

longshore current velocity by calibrations with an electromagnetic current meter; 

there is a strong correlation between the time-averaged longshore current velocity 

measured by the float and that measured by the current meter (Kuriyama and Ozaki, 
1993). 

3.1 Calculation conditions 

The calculation results for three cases, on March 24, 28 and April 4, 1989, are 

compared with the measurements. Figure 4 shows the topographic map of the 

vicinity of the HORF on March 31; this topography is used in the calculations for 
the three cases because the beach profile changes from March 24 to April 4 were 

small. The topography was almost uniform alongshore although scour occurred 

around the tip and the middle of the HORF, y=380m and y=200m, where piles are 
concentrated. The calculation areas extend from the shorelines to y=650m, and 

alongshore from x=-320m to x=320m. 

In the calculations of wave height transformation, the grid distances in ;t-direction 

and y-direction are 10m. The numbers of frequency components and directional 
components are 10 and 35, respectively. The wave heights, (Hll3)ob, the wave periods, 
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(TI/3)ob, the principal wave directions, (6p)1/3, and the spreading parameters, (smlJab, 
input at the offshore boundaries are listed in Table 1. The Bretschneider-Mitsuyasu 
frequency spectrum and the Mitsuyasu^pe spreading function are given at the 
offshore boundaries. 

In the calculations of wave energy dissipation, a beach slope below 1/100 and 
that over 1/10 are replaced by values of 1/100 and 1/10, respectively, because Eqs.(3) 
and (4) are valid for the beach slopes from 1/100 to 1/10. 

u 
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0> 
s- 
o 

JS 
SB 
O 

-300 -200  -100     0      100   200   300 
X, Longshore distance (m) 

Figure 4 Topographic map of the vicinity of the HORF. 

Table 1   Offshore boundary conditions 

Case Date (Hm)ob (TipJob (V« \Smax)ob 

1 

2 

3 

March 24 

March 28 

April   4 

3.20m 

2.47m 

2.03m 

11.20s 

8.86s 

8.40s 

-20.0° 

-25.0° 

-10.0° 

90 

40 

45 
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The nearshore currents are calculated with the horizontal momentum equations, 
Eqs.(14) and (15), and the continuity equation by the ADI (Alternating Direction 
Implicit) method. The calculations are done for 4000 time step with a step length of 
0.4s; the grid distances are 10m. 

The nearshore current velocities are assumed to be equal to zero at the offshore 
boundaries and at the shorelines. The nearshore current velocities and the mean water 
levels at the side boundaries are assumed to be equal to the values at internal grid 
points next to the side boundaries. 

The longshore flux of the longshore momentum, Mb3, is neglected in the 
calculations of the nearshore current because the nearshore currents preliminarily 
calculated by a previous model are almost uniform alongshore. 

3.2 Wave height 
Figures 5 shows the predicted significant wave heights and the values measured 

at the HORF. The solid lines show the values predicted by the present model, and 
the closed circles show the values measured before and after the measurements of 
the longshore current. The predicted values agree well with the measured values 
except for the data near the shorelines. 

Causes of the small disagreement of calculated and measured values near the 
shorelines are supposed to be infragravity waves and the increase of water depth due 
to wave setup. When an offshore wave height is large, the amount of wave setup and 
the infragravity wave height are large near the shoreline. Infragravity waves and the 
increase of water depth due to wave setup, however, are not taken into account in 
the present model although the gradient of mean water level is considered in the 
nearshore current model. Disregard of the two factors results in the disagreement of 
calculated and measured values near the shorelines. 

3.3 Nearshore current 
Figure 6 shows a comparison of the longshore current velocities measured at the 

HORF with those predicted by the present model and by a previous model, which 
does not include momentum fluxes due to mass transport under broken waves; the 
velocities on March 24 and 28 were predicted with M=5 and those on April 4 were 
predicted with M=10. Seaward of the bar crests, the values predicted by the present 
model and by the previous model increase shoreward; both agree with the measured 
values. Shoreward of the bar crests, however, the values predicted by the present 
model and the measured values increase toward shore whereas the values predicted 
by the previous model decrease. Consequently the longshore current velocities over 
the troughs predicted by the present model agree well with the measured values 
whereas the values predicted by the previous model do not. 

The Longshore current velocities predicted by a quasi-present model where the 
fraction of breaking waves shoreward of the bar crest is estimated with Eq.(16) are 
also shown in Figure 6. The peaks in velocity predicted by the quasi-present model 
are located at the bar crests, shoreward of the peaks predicted by the previous model 
and seaward of the peaks measured at the HORF and predicted by the present model. 
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Figure 5 Comparison of the significant wave heights measured at the HORF 
(circles) with those predicted by the present model. 
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Figure 6 Comparison of the longshore current velocities measured at the 
HORF (circles) with those predicted by the previous model (broken 
lines), by the quasi-present model (thin solid lines), and by the 
present model (thick solid lines). 
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4. Discussion and Conclusions 
Let us assume that an incident wave angle and the longshore current velocity are 

positive. Shoreward of a bar crest, the cross-shore flux of the longshore momentum 
due to the surface roller decreases with travel shoreward owing to the decay of the 
roller. This decrease means that the cross-shore flux of the longshore momentum 
transported into a unit volume is larger than that transported out of the volume. 
Consequently the longshore current velocities calculated by the present model are 
larger than those calculated by the previous model. 

On the other hand, seaward of the bar crest, the cross-shore flux of the longshore 
momentum due to the surface roller increases with travel shoreward owing to the 
development of the surface roller. Thus the longshore current velocities calculated 
by the present model are smaller than those calculated by the previous model. As a 
result, the longshore current distribution calculated by the present model has a peak 
velocity shoreward of the bar crest. 

The longshore current distributions predicted by the quasi-present model have 
peaks at the bar crests, seaward of the peaks predicted by the present model because 
the surface roller calculated by the quasi-present model with Eq.(16) decays rapidly 
from the bar crest whereas the roller calculated by the present model with Eqs.(16) 
and (18) propagates without decay near the bar crest, and then gradually decays. 

The longshore current distributions on a bar-trough beach predicted by the 
present model agree with the field measurements, which have peaks in velocity 
shoreward of the bar crests, better than the distributions predicted by the other two 
models. The agreement shows that the fraction of breaking waves predicted by 
Eq.(18) is reasonable shoreward of a bar crest and the momentum fluxes due to mass 
transport under broken waves are significant for the prediction of the longshore 
current. 
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CHAPTER 163 

PREDICTION OF BEACH PROFILE CHANGE AT MESOSCALE 
UNDER RANDOM WAVES 

Magnus Larson1 

ABSTRACT: A mesoscale model is presented to calculate the average 
net cross-shore transport rate and beach profile evolution under 
random waves. Cross-shore transport formulas for random waves are 
derived by superimposing the transport from individual waves, which 
belong to an ensemble that represents the random wave field. The 
transport relationships for individual waves are based on experiments 
with monochromatic waves in large wave tanks. The model is 
validated using beach profile data from the SUPERTANK Laboratory 
Data Collection Project and three different types of profile evolution 
events are studied, namely equilibrium erosion with bar formation, 
berm flooding, and the impact of breaking waves on an offshore 
mound. Berm flooding includes the erosion of a well-developed 
summer berm and the erosion of an artificially constructed foredune, 
and the offshore mound tests encompass narrow- and broad-crested 
mounds. 

INTRODUCTION 

On a natural beach the random properties of the waves have a major influence 
on the evolution of the bottom topography. Monochromatic waves typically break in 
a narrow region across the profile, where incipient breaking of individual waves is 
a weakly random process that tends to slightly shift the location of the break point 
back and forth. A random wave field, however, consists of individual waves with 
different height, period, and direction, implying wave breaking all across the profile. 
The more evenly distributed forcing of random waves across shore tends to produce 
a profile with less pronounced morphological features as compared to monochromatic 

1 Coastal Engineering Laboratory, Department of Civil Engineering, University of 
Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113, JAPAN (Associate Professor on leave 
from Department of Water Resources Engineering, University of Lund, SWEDEN). 
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waves (Larson and Kraus 1989, 1994). Also, in a random wave field individual 
waves that are potentially constructive or destructive to the beach could exist 
simultaneously, which makes it more difficult to asses the net effect on the profile 
evolution (Mimura et al. 1986). Thus, when applying numerical beach profile change 
models to field conditions the effect of random waves on the profile development 
should be included through a realistic description of the hydrodynamics and net 
cross-shore transport rate. 

Numerical models of beach profile change may be classified according to the 
characteristic scale employed in resolving the fluid and sediment motion. Models 
which attempt to describe scales of motion in time and space compatible with 
individual waves belong to the class of microscale models, whereas mesoscale 
models focus on resolving scales of motion that are the result of many waves (Larson 
and Kraus 1994, 1995). The numerical models by Kriebel and Dean (1985) and 
Larson and Kraus (1989) are examples of mesoscale models, where the local cross- 
shore flow pattern is not computed, and the net transport rate is derived directly from 
the variation in wave properties across shore. These models simulate the effect of 
random waves by transforming a statistical wave height measure as a monochromatic 
wave. Such an approach is expected to primarily reproduce the overall beach 
response and the details of the profile evolution will be less well predicted. For 
example, if the impact of a storm is simulated the total amount of material moved, 
including erosion on the foreshore and deposition at an offshore bar, may be in 
agreement with measurements, whereas the detailed shape of the bar and erosion 
scarp on the foreshore could differ more. Thus, treating a representative wave 
measure as a monochromatic wave may characterize the total forcing the profile is 
exposed to; however, local cross-shore variations in the forcing will be accurately 
described to a lesser extent. 

The main objective of this paper is to present a mesoscale model to predict 
the net transport rate and resulting beach profile change under random waves. The 
randomness of the wave field is included from the start in the development of the 
model equations, and predictive formulas are obtained in terms of simple statistical 
wave properties. These properties are calculated using the random wave decay model 
by Larson (1995). The method of superimposing the effect of individual waves is 
employed for calculating the average net transport rate for a random wave field. The 
net transport rate distribution for individual waves is estimated from the relationships 
presented by Larson and Kraus (1989), which involves schematizing the beach profile 
into different transport regions depending on the wave characteristics. The 
contribution from individual waves is summed up taking into account if the wave is 
breaking, non-breaking, or in the swash. Profile measurements from the SUPER- 
TANK Laboratory Data Collection Project (Kraus et al. 1992) are used to validate 
the model, including such events as foreshore erosion and bar formation, berm 
flooding, and the transport at an offshore mound. Because the net transport rate and 
profile evolution are described at the mesoscale, a robust model is obtained that has 
potential for describing long-term profile response including seasonal changes. The 
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model allows the specification of long-term wave statistics as input which is needed 
to reproduce seasonal changes. 

THEORETICAL CONSIDERATIONS 

Wave Model 

A successfully employed technique for modeling the decay of random waves 
in the surf zone is to calculate wave transformation for individual wave components 
in the probability density function (pdf) or spectrum, and determine the wave 
characteristics in the surf zone by superposition of the effect of the individual wave 
components (Mase and Iwagaki 1982, Dally 1992). Such a simulation technique may 
be computationally intensive but does not rely on any inferences about the pdf or 
spectrum in the surf zone (Battjes and Janssen 1978, Thornton and Guza 1983). 
Larson (1995) presented a model which requires the transformation of a single 
representative wave only; this model produces results identical or similar to a 
simulation that involves many wave components. 

In the present profile change model, the wave transformation is described by 
the following equations (Larson 1995), 

J^cosB) = %F„. - F^) (1) 

in which, 

Fnns   =   \P8BLC, (2) 

F^ = {pg[tt-*)Hl + «r^2]cs (3) 

where Hrms is the root-mean-square (rms) wave height for breaking and non-breaking 
waves, Hn the rms wave height for non-breaking waves, a the ratio of breaking 
waves, C the group velocity, 6 the incident wave angle, p the density, g the 
acceleration of gravity, d the water depth, x a cross-shore coordinate pointing 
offshore, and K (=0.15) and T (=0.40) empirical coefficients as given by Dally et 
al. (1985). The wave number conservation equation and the cross-shore momentum 
equation are solved in parallel with Equations 1-3 to yield the wave properties and 
the mean water elevation across the profile. 

In general, Hrms is obtained by employing numerical methods; this requires 
the specification of Hn and a at each point across shore. For a beach profile with a 
depth that increases monotonically with distance offshore Hn and a may be computed 
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directly from the local pdf, which is transformed from the offshore boundary 
neglecting wave breaking and truncated at the depth of incipient breaking for an 
individual wave. However, for a non-monotonic beach profile, such as a barred 
profile, an empirical closure relationship must be added to model how a is affected 
by wave reforming (Larson 1995). In the latter case, the non-breaking waves may 
consist of waves that have never been breaking (unbroken waves) and waves that 
were breaking but have reformed at some seaward point. A Rayleigh pdf is assumed 
to describe the variation in wave height in the offshore, and the sea is taken to be 
narrow-banded in frequency and direction. 

Cross-Shore Sediment Transport Model 

Relationships for the net cross-shore transport rate developed by Larson and 
Kraus (1989) for monochromatic waves were generalized to random waves by 
treating the random wave field as a collection of individual waves. Under the 
assumptions of linearity in transport and no interactions, the transport rate 
distribution generated by random waves was obtained by computing the distribution 
for each individual wave and then averaging over all waves according to, 

i  N 

where q is the average net transport rate at x, N is the number of individual waves, 
and qt the transport rate for wave / at x. Different transport relationships are 
employed depending on if a wave is breaking, non-breaking, or in the swash. 

Breaking waves. If the relationship developed by Larson and Kraus (1989) 
for the net transport rate under breaking waves is substituted into Equation 4, the 
following expression is obtained for the average transport rate qb, 

—       1   " 
«»= -E K 1

   V  eq   Kdx' 
(5) 

where D is the wave energy dissipation per unit water volume due to wave breaking 
and D its equilibrium value (Dean 1977), h the profile elevation, and K and e 
empirical transport coefficients from the monochromatic transport relationship. In 
developing Equation 5 further, an assumption has to be made regarding the 
partitioning of the average energy dissipation between erosional and accretionary 
waves at all points across shore. The random wave model will predict the average 
energy dissipation; however, no information is obtained on the amount of dissipation 
that contributes to onshore and offshore transport, respectively. The simplest 
approach is to assume that each breaking wave at a specific water depth transports 
similar magnitudes of material, which leads to the following equation (Larson and 
Kraus 1994), 
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«» = « D~a(D ) 
'"   Kdx 

(6) 

where D is the average energy dissipation per unit water volume as given by the 
random wave model. The function £ automatically provides the direction of the 
transport and weights the influence of the erosional and accretionary waves based on 
the empirical criterion by Larson and Kraus (1989), 

2~ 1 -li?:Sl (7) 

"rmso 

where Hrmso is the deepwater rms wave height, Hb0 the wave height at incipient 
breaking transformed backwards to deep water, w the sediment fall speed, T the 
wave period, L0 the deepwater wavelength, and M (=0.00070) an empirical 
coefficient. 

Non-breaking waves. The net transport rate seaward of the break point of an 
individual wave is assumed to decay exponentially with distance offshore (Larson and 
Kraus 1989). For a random wave field, the contribution to the transport rate from 
non-breaking waves is estimated to, 

T.-jziW• (8) 

where n is the number of non-breaking waves atx, xb the breakpoint location, qb the 
transport rate at incipient breaking, and X an exponential decay coefficient, the latter 
two variables evaluated &ixb. Equation 8 sums the contributions to the transport rate 
from all waves that break landward of x. The coefficient X depends on the median 
grain size and the incipient breaking wave height as for transport by monochromatic 
waves. Equation 8 is most easily solved by dividing the profile shoreward of x in a 
number of grid cells ns and adding together the contribution from each cell to the 
transport rate at x. Such a method to approximate Equation 8 yields, 

«. 5>,e-^-VAa, (9) 
;=i 

where Aa represents the increase in the ratio of breaking waves in cell j, which has 
a length Ax (index j denotes the grid cell number as opposed to / that denotes the 
number of the wave). In Equation 9, qb= and X- must be estimated at all shoreward 
locations before the transport rate can be calculated. 
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Swash waves. The average net transport rate at a specific location x in the 
swash may be obtained by superimposing the transport from all waves that run up 
passed this location using the equation proposed by Larson and Kraus (1995), 

q<= N£ *- 
h-R, V•' 

k.-R, 
tanP (io) 
tanp. 

where qs is the transport rate at the shoreward end of the surf zone located at xs 

where the elevation is hs and the beach slope 0S, h and /3 are the elevation and local 
beach slope at x, respectively, R is the runup height, and nr is the number of waves 
that run up passed x. Equation 10 involves summing transport contributions from all 
waves that have runup heights exceeding the elevation where the average transport 
rate is calculated. Based on Equation 10, qr is approximated in a similar manner to 
qu; the profile shoreward of A: is divided in nsr grid cells, each cell having a length 
of Ax, and the contribution to qr from each cell is summed up to yield, 

^ = vJ±*/fj^Ap. (ID 
-«J, 

tanp. 

where Ap • is the change along Ax in the ratio of waves that run up passed x and j 
denotes the grid cell number as before. The pdf for the runup height (needed to 
calculate Ap.) may be derived using a transformation for individual wave components 
in the Rayleigh pdf, where each component is assumed to have a runup height which 
depends upon the surf similarity parameter (Battjes 1974). The corresponding 
distribution function F(R) is obtained by integrating the pdf to yield, 

-(-*-)H» (12) 
F(R) = 1 - e   *"~ 

where Rrms is defined as, 

R^-ai^^ffHlZ2 («) 

and a (=1.47) and b (=0.79) are empirical coefficients that determine the functional 
dependence on the surf similarity parameter (Larson and Kraus 1989). 

VALIDATION OF RANDOM PROFILE CHANGE MODEL 

Profile data from the SUPERTANK Laboratory Data Collection Project 
(Kraus et al. 1992) were employed to examine the predictions of the model for cross- 
shore transport and profile change under random waves. First, the random wave 
model was used to calculate wave transformation in the surf zone, and then the net 
cross-shore transport rate distribution was determined based on the calculated wave 
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properties. Finally, the equation for sediment volume conservation was employed to 
compute depth changes. 

Three different types of profile evolution tests were investigated: (1) 
equilibrium erosion, (2) berm flooding, and (3) waves breaking on an offshore 
mound. The equilibrium erosion tests involved bar development under random 
waves, where the profile change decreased with elapsed time as the profile 
approached an equilibrium configuration under the influence of a steady random 
wave field. Berm flooding encompassed tests where the foreshore was exposed to 
marked wave action, including berm and foredune erosion. Two tests were studied 
involving transport at an offshore mound; one mound was narrow-crested and the 
other mound was broad-crested. Table 1 summarizes the SUPERTANK Tests used 
in the model validation in terms of Test number, profile survey time, and wave 
conditions. The sand used in the tank had a median grain size of 0.22 mm during all 
SUPERTANK tests and the standard water depth employed in the tank was 3.05 m. 
The wave conditions in Table 1 represent target values and the generated values were 
slightly different (the measured wave conditions at the most seaward wave gage were 
used as input to the model). 

Table 1.          SUPERTANK Tests used in the present study. 

Profile Event Test No. Time of survey Hrms (m) T„(s) 
Equilibrium 
erosion 

ST_10 910805: 900 
910806: 1100 

0.57 3.0 

Berm flooding ST_90 910828: 700, 1120 0.49 3.0 

ST_A0 910828: 1500, 1637 0.49 3.0 

Offshore mound STJO 910908: 1100, 1610 0.49 3.0 

ST_K0 910912: 700, 1220 0.49 3.0 

The preliminary calculations indicated that the initial rate of profile change 
was satisfactorily reproduced, whereas the development of the equilibrium profile 
shape was slower than expected and the shape too flat. For example, SUPERTANK 
Test ST_10 indicated an evolution towards a barred equilibrium profile under random 
waves that the model did not reproduce because of small, but significant transport 
rates even after long time periods. To improve the description in the model of the 
approach to equilibrium, Equation 6 was modified according to, 

9»=*5 D eq   K dx 
(14) 

where p is an empirical power less than one. The power p may be considered as a 
means of taking into account that the transport rate for an individual wave is typically 
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overestimated in the averaging process. Because p < 1, the effect on the profile 
development in parts of the profile where most of the waves are breaking is minor; 
however, if only few waves are breaking the effect of introducing p is marked. The 
quantity oP > a effectively produces a profile that is steeper than if the p is not 
introduced. In all calculations discussed in this paper a value of p = 0.5 was 
employed based on trial calculations with several different p-values, where 
comparisons were made with SUPERTANK measurements. 

The values of the empirical transport coefficients in Equation 14 used in all 
simulations were K = 2.0 Iff6 m4/N and e = 0.0002 m2/s. The value of K agrees 
well with the optimum value determined by Larson and Kraus (1989) for profile 
evolution under monochromatic waves in large wave tanks, who found an overall K- 
value of about 1.6 Iff6 m4/N. However, e determined for monochromatic waves is 
larger than for random waves, mainly because the profile slopes tend to grow steeper 
for monochromatic waves and a larger value is needed on 6 to reduce this growth in 
slope. The similar coefficient values found on the A"-value for monochromatic and 
random waves support the approach to superimpose the contribution from many 
individual waves to derive the transport rate distribution under random waves. 

Equilibrium Erosion 

In Test ST10 random waves were employed until a near-equilibrium profile 
shape developed that had a distinct breakpoint bar in the offshore (Hrms = 0.57 m, 
T = 3.0 s). Figure 1 displays the calculated and measured profile after 400 min of 
wave action together with the initial profile. The calculated profile agrees quite well 
with the measurements, especially on the foreshore and on the seaward side of the 
bar. The largest discrepancies are found in the trough region, where the measure- 
ments show a more marked trough than what the model predicts. This is probably 
due to the oversimplification of directly relating the transport rate to the energy 
dissipation. The calculated average energy dissipation is a fairly smooth function 
across shore, which produces a smooth evolution of the bottom topography. In 
reality, at incipient breaking there is a pronounced local impact on the bottom, 
especially for plunging breakers, that could induce a marked peak in the transport 
rate and enhance trough development. If a large number of the waves break in 
approximately the same location, a marked trough could appear that the model does 
not reproduce. 

In order to verify that the model predicted the development of an equilibrium 
profile for random waves, a simulation was performed using the conditions for Test 
ST10 during a period of 7 days. Figure 2 displays the calculated profile at selected 
times, clearly showing the decrease in profile change with time elapsed. An 
equilibrium profile has almost developed after 3.5 days with a pronounced bar 
feature in the offshore. 
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Berm Flooding 

SUPERTANK Tests ST_90 and ST_A0 focused on the foreshore response to random 
waves. In Test ST_90 the foreshore consisted of a well-developed berm that was 
flooded and exposed to erosive wave conditions (Hrms = 0.49 m, Tp = 3.0 s). Test 
STAO involved a small foredune that was quickly eroded away by the waves (same 
wave conditions as Test ST_90). In both these tests the water level in the tank was 
3.35 m. Figure 3 displays a comparison between calculated and measured profile for 
ST_90 after 50 min of wave action together with the initial profile (only the portion 
of the profile where any change was recorded is displayed). The model prediction 
somewhat underestimates the rapid response of the foreshore; in the test material was 
moved seaward and deposited about 10 m from the shoreward end of the tank. Also, 
the deposition of material occurred more evenly along the profile than what the 
model predicts, and the calculations tend to produce a more pronounced depositional 
feature. However, the overall agreement is satisfactory, which supports the transport 
relationship employed on the foreshore (Equation 10). 
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Figure 3.        Comparison between measured and calculated profile from SUPER- 
TANK Test ST 90 after 50 min of wave action. 

In Test STAO the constructed foredune eroded away very rapidly and after 
10 min of wave action the foredune was completely flattened. Figure 4 shows a 
comparison between the model prediction and the measured profile after 10 min 
together with the initial profile. The calculated profile response is almost as rapid as 
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the measured response, and the resulting profile shape is well predicted. The 
transport rate formula employed in the swash zone produces onshore transport if the 
local slope is negative, which is the case on the shoreward side of the foredune in 
the beginning of Test ST_A0. Material is thus moved by the model from the 
foredune both in the shoreward and seaward direction, speeding up the flattening of 
the foredune. 
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Figure 4.        Comparison between measured and calculated profile from SUPER- 
TANK Test ST_A0 after 10 min of wave action. 

Offshore Mound 

Tests ST JO and STKO were carried out to investigate the response of an 
offshore mound to random waves if a large portion of the waves broke on the 
seaward side of the mound. For Test ST_J0 the mound was narrow-crested, whereas 
a broad-crested mound was constructed for ST_K0. The target wave conditions were 
identical to Tests ST_90 and ST_A0. A large portion of the waves broke and 
dissipated energy on the mound, and the effect on the foreshore of the waves that 
were severely broken by the mound was minor. Thus, Figure 5 shows only the 
profile evolution around the mound for Test STJO, and Figure 6 displays the 
corresponding region for Test ST_K0. 

The narrow-crested mound deflated during wave action with some transport 
in the shoreward direction, although most of the material moved offshore (Figure 5). 
The model cannot represent such complex transport conditions and, in the model 
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Figure 5.        Comparison between measured and calculated profile from SUPER- 
TANK Test ST JO after 150 min of wave action. 
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predictions, material only moved offshore. Thus, the profile development on the 
seaward side of the mound is reproduced by the model, whereas the model predicts 
no change on the shoreward side. The model was able to predict the profile response 
somewhat better for the broad-crested mound (Test ST_K0), because little material 
was pushed onshore by the waves on the shoreward side of the mound (Figure 6). 
The seaward shape of the mound is well predicted by the model; however, the 
measurements show a pronounced trough close to the seaward end of the mound that 
is absent in the calculations. This trough is most likely caused by the complex wave 
transformation occurring locally at the mound and which the random wave model is 
unable to represent. 

CONCLUDING REMARKS 

The model discussed in this paper represents one of the first attempts to 
consistently treat random waves in all components of a beach profile change 
numerical model. Previous approaches to model the profile evolution under random 
waves have typically involved using statistical wave measures in equations primarily 
developed for monochromatic waves; these models have not considered the random 
properties of the waves at the outset of deriving the predictive equations. The new 
model eliminates the problem related to selecting an equivalent monochromatic wave 
that reproduces a specific cross-shore phenomenon. The root-mean-square wave 
height is identified as the characteristic wave to be used in calculating the profile 
evolution under random waves with the present model. 

Comparison with measured profile change under random waves from the 
SUPERTANK Laboratory Data Collection Project supported the technique of linearly 
superimposing the transport from individual waves to derive transport rate formulas 
for random waves. The model validation included such profile evolution events as 
equilibrium erosion with bar formation, berm flooding, and the impact of breaking 
waves on an offshore mound. In the mound tests the agreement between the model 
predictions and the measurements was less good compared to the other tests; this is 
mainly attributed to the difficulties of accurately predicting the across-shore wave 
properties over the mound with the random wave model. Also, the effect of the 
velocity asymmetry in shoaling, non-breaking waves on the mound is not described 
by the profile model. 

After being generalized to random waves, the equation to predict the net sand 
transport rate in the swash zone derived by Larson and Kraus (1994) modeled profile 
change on the foreshore satisfactorily during erosional conditions. The model 
faithfully reproduced the rapid flattening of a foreshore dune indicating that the 
complex net transport rate distribution, where onshore transport on the shoreward 
side of the foredune prevailed, was well predicted. However, the model was not 
evaluated for accretionary conditions, and some modification might be needed 
regarding the local slope term to obtain a realistic description of berm build-up on 
the foreshore. 
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The net transport rate distribution under random waves was derived without 
specific assumptions about the properties of the random wave field; thus, wave 
statistics representative for longer time periods could be used as input to the model 
and long-term predictions of the transport rate and profile evolution may be possible. 
The characteristic time scale of the profile response discussed in this paper implied 
that a Rayleigh pdf was a good description of the variation in wave height for the 
time step employed. For long-term simulations the wave statistics would have to be 
described by other distributions, but the calculations of the net transport rate and 
profile evolution could be handled within the framework of the present model. 
However, because the present model mainly predicts the profile response to breaking 
waves, additional terms that describe the transport due to non-breaking waves may 
have to be included to achieve a realistic profile evolution. 
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CHAPTER 164 

A QUASI-3D SURF ZONE MODEL 

Jung Lyul Lee1 and Hsiang Wang2 

ABSTRACT 

This paper presents theoretical circulation patterns in both cross-shore and 
longshore directions on the plane beach slope. In the model an amended form of 
radiation stress which is consistent with the wave energy flux in the wave-current 
coexisting field is presented. Comparison of theoretical surf zone properties with 
laboratory experiments showed good agreements. Finally, a quasi-three dimen- 
sional model suitable for the entire nearshore zone is presented by linking the 
depth-integrated properties with vertical profiles. 

1. INTRODUCTION 
A prominent feature in the nearshore zone is the wave-induced current. It 

is commonly accepted that the primary driving force is the wave-induced /adi- 
ation stress first introduced by Longuet-Higgins and Stewart (1961). Modeling 
this circulation has advanced considerably since the earlier development by Noda 
et al. (1974) and Ebersole and Dalrymple (1979). Both of these earlier mod- 
els were driven by a wave refraction model with no current feedback. In recent 
years, coupled wave-induced circulation models have also been developed (Yoo 
and O'Connor, 1986; Yan, 1987; and Winer, 1988). All these models depth- 
uniform circulation patterns and can, therefore, be classified as two-dimensional. 
They are not suitable for surf zone where current is vertically non-uniform. This 
feature is particularly prominent in the cross-shore direction because the onshore 
mass transport produced by the depth-varying momentum flux has to be com- 
pensated by the return flow due to the depth-uniform set-up force. This driving 
mechanism was first suggested by Dyhr-Nielsen and Sorensen (1970) and treated 

'Ocean Engineering Division, Korea Ocean Research and Development Institute, P.O. Box 
29, Ansan 425-600, Korea 

2Coastal and Oceanographic Engineering Department, University of Florida, Gainesville, Fl 
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analytically by Dally (1980). Effort has since been made to produce cross-shore 
circulation patterns inside the surf zone such as the undertow model developed 
by Svendsen (1984), Buhr-Hansen and Svendsen (1984) and more recently, by 
Okayasu et al. (1988) and Yamashita and Tsuchiya (1990). It is only natural 
to attempt to develop circulation models that can address both horizontal and 
vertical variations in the nearshore zone. So far the effort is still few. De Vriend 
and Stive (1987) recently formulated a nearshore circulation model by employing 
a quasi-3D approach. At present, this approach is attractive from both theoritcal 
and computational point of view. 

One of the handicaps of all the existing depth-varying models whether cross- 
shore models or three-dimensional models is the pre-requisite on the large number 
of empirical coefficients that have to be assigned. This severely limits their appli- 
cation as one must be confident on the behavior of these coefficients under various 
natural conditions. Recently, Lee (1993) presented a formulation on current-wave 
interaction problems. In there, the radiation stress term in the momentum equa- 
tion is amended, and two new conservation equations governing intrinic wave 
frequency and wave action are introduced. In this paper, this new formulation 
is utilized to develop a depth-varying circulation model. The difference between 
the new model and the existing models is quite significant. First of all, since 
radiation stress is the primary driving force for circulations an amended formula 
alters this force. Secondly, the new model has stronger theoretical basis and re- 
quires fewer empirical coefficients owing to the fact the model must satisfy the 
additional governing equations. An analytical model for a straight shoreline of 
uniform slope is introduced first to explore the nature of the model and to facili- 
tate comparisons. A general version suitable for the entire nearshore zone is then 
developed by linking the depth-integrated properties with depth-varying models. 
The numerical technique is briefly addressed and examples are given. 

2. HORIZONTAL CIRCULATION MODEL 
The governing equations for the horizontal circulation model are obtained af- 

ter depth integration and wave-averaging. In order to protect from losing the 
Eulerian mean quantities at the mean water level, the depth integration is taken 
prior to wave-averaging them. The strong presence of turbulence is a prominent 
feature in surf zone. Consequently, the fundamental equations governing the fluid 
motion should also include the turbulent effects. This is usually accomplished 
with the introduction of Reynolds stresses by time averaging over the turbulent 
fluctuations. 

2.1 Depth-Integrated and Time-Averaged Equation of Mass 
Integrating the continuity equation for incompressible fluid over depth and 

employing the kinematic boundary conditions on the free surface and on the 
bottom, we get 

-£+TxL
udz+d-yLvd^° (1) 
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Now let the turbulence-averaged velocity vector, U(w,u, w), and the surface ele- 
vation, rj, be decomposed into mean current and wave fluctuation, which will be 
distinguished by the subscript c and w, respectively; thus, 

U = Uc + U„„       r\ = T]c + T/U (2) 

where \5m and rjw are the residual wave fluctuation which can be removed through 
the process of wave-averaging, and Uc and TJC are the time-averaged value of 
velocity. The velocity at a particular water level with a mean position of (xi, Zi) 
is U(xi, «i + £), where £ is a location of the vertical trajectory being up and down 
with the residual wave fluctuation at Xi. 

Then, we obtain the wave-averaged value of velocity, Uc, as 

1   rT 

Uc(x1,21) = - /   U{xuz1+()dt 
I Jo 

Substituting Eq.   (2) and taking the wave-average after expanding in a Taylor 
series at rj = r/c, Eq.(l) can be simplified as 

dnc      dp*,       d . ,        d   /•"« d , , 

The wave components are given by linear progressive wave theory as follow: 

dt      dx P J-h 

d   pi* 
cdz + —        vc 

ay J-h 
dz + 

dMx     dM„ 
di -h p 

where the x and y components of mass flux are defined as 

dy 
0 

Mx = M„ 

(3) 

(4) 

(5) 

and E1 is defined as pgH2/8. The mass flux terms are considered the mass trans- 
port above the mean water level. 

2.2 Depth-Integrated and Time-Averaged Equations of Momentum 
Assuming that no horizontal viscous stress exist, the horizontal momentum 

equation in the x direction is integrated over depth to yield 

dt 
[i    ,       d   [*      ,       8   f 
/    adz + — /    uudz + — /    uvdz 
J-h ox J-h av J-h 

dh op,        , ori       .Oh 
—-   /      pdz+p\v—+p\-h-5- +TWx - TB. 
ox J-h Ox ox (6) 

where TWX — ^iltj is a wind stress in the x direction and TBX = Tzx\^h is the 
bottom friction.   Substituting U and r\ defined in Eq.   (2), the time-averaged 
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quantities is also obtained by expanding rj in Taylor series at the mean water 
level, yct 

.*Ucdz+TX L Ujz+^L u^dz+yx L <dz+d~y L u^dz 
at. 
+g:(Vwivw)\nc + g-(2r}wucuw)\ric + g-[T]w(ucvw + vcuw)]n 

dh Of,        .    Oh            
-YxLpdz + fUYx

+TWx~TBx (7) 

where the pressure at the free surface was assumed to be zero and then the total 
pressure is given as 

p - P + Pw = -pu>l(z) -f pg{r)c -z) + pgriwKp(z) 

where Kp is the pressure response factor given by linear wave theory, 

cosh k(h + z) 
p     cosh k(h + rjc) 

(8) 

(9) 

Substituting Eq (8), finally, the depth-integrated and time-averaged momentum 
equation in the x direction is obtained; 

d   fie d   ric  2 ,       8   rvc 

aiLUedz+d^Lu'dz+diLUeVed- 
+ 

dy . 
1 dSxx :  1 dSyx t    n  t     ^di]c     f^z , TB. 

p Ox      p Oy ox 
+ — = 0 

P        P 
(10) 

The momentum equation in the y direction can be similarly obtained, 

artl-HVjz + TxLU^dz + ¥yl-h
VjZ 

1 8SXV  .  1 <9SVI 

p ox      p ay ay 
%        TWy       Tfly = Q (ID 

For the case of linear progressive wave and mild slope, the radiation stress terms 
can be expressed in terms of wave charateristics as 

Sxx   =   E'{n(cos26 + l)-^ + 2cos8^} 

Sxy   =   Syx = £'[sin 6(n cos 9 -f -£) + cos 0-£\ 

Syy   =   E'[n(Sm
26+l)-± + 2sm0^} 

(12) 

(13) 

(14) 

where n = Cg/C and us and vs are the time-averaged current velocity at mean 
water level. It is noted here that the definition of the radiation stress differs from 
that given by Longuet-Higgins and Stewart (1961) with the additional advective 
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terms.  The amended form of radiation stress has been proven to be consistent 
with the wave energy flux in the wave-current coexisting field by Lee (1993). 

3. VERTICAL CIRCULATION MODEL FOR STRAIGHT SHORE- 
LINE 

For the case of straight shoreline and parallel offshore contours the cross- 
shore and longshore components are decoupled. This simplifies the mathematical 
manupulation considerably. 

3.1 Theoretical Undertow Model 
The vertical ciculation in the x-z plane is treated as quasi-steady. Since 

there is no y-direction (longshore) variation, the turbulence-averaged momentum 
equation in the z-direction (onshore) integrated from any level z to the mean 
water level can be written as 

9 r A     i   l 
— /   uuaz — itw\z •= - 
ax Jz p 

where the shear stress is assumed to be expressed in the form 

du 
Tzx = PVt dz 

(15) 

(16) 

with vt defined as the total kinematic viscosity, which is composed of both eddy 
and molecular viscosities in the vertical direction. The shear stress at free surface, 
r|,, is assumed only due to wind stress Tw- Separating the velocity into the 
current and wave components and taking time-average, Eq. (15) becomes 

"« 
du, d 
IT"- = -h f ra - <)dz ~ ^+£(w^ - *(* - ^ +TWx 

2 dx dx 

(17) 

The convective term of the mean current was assumed to be small enough com- 
pared to the rest. In shallow water, the first term on the right hand side becomes 

d   ric       
I   i<-<)dz dx 

and the second term reduces to, 

(ijc + h)dx 
(cos2 e + 1 

H 2" 

2 dx 

g OH2 

(18) 

(19) 
16 dx 

The fourth term can be determined by the depth-integrated equation of momen- 
tum, Eq. (10), under the following assumptions; 1) the flow is in steady state, 
and 2) the effect of squared mean current are negligible. Then, Eq.(10) becomes 

di]c 

dx 

1 

pg{h + tjc) 

\dSx, 
- TWx + TBx (20) 
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Substituting Eqs.  (18-20) into Eq.   (17) and introducing non-dimensional vari- 
able, z' = (T)C — z)/(r)c + h), results in, 

v%    duc ,    g dH2 d        Qu3H
2      Wi 

p ] 

-r6-d^+29^cosecT)+—    (21) 

According to the above equation, we can estimate the shear stress at the mean 
water level, 

vt    duc, g dH2     „   d ,      „u, H2.     TwZ .„„. 

-nrnn>?]*= - w&-+2^(cos ' <JT>
+~f       ^ 

and the shear stress at the bottom, 

"«    duc Tgz 
\-h = ,  .  o ,.-» (23) r)c + h oz' p 

Now we assume that the turbulent motions originating from the surface wave 
breaking is governed by an constant eddy viscosity, and that the boundary layer 
remains thin. Then, the above equation can be solved explicitly to give the 
following solution, 

uc{z') = u, -f Cxlz
a + Cx2z' (24) 

w here 

r)c + h( gdH2 d        nu,H2       TWX     rBx<tb\ 
Cxi   =   — \— -r. 2g7r(cos0——- + •-}      (25) 

2ez    {16 ox ox C  8 p p   } 

r]c + h(    g dH2 d u,H2      w^\ ,OR, 
Cx2   =   -_|-__ + 2ff_(coBfl-T) + —-j (26) 

where ez implies the constant eddy viscosity which will be estimated in Section 
3.3. According to this equation, the mean flow pattern inside the surf zone in the 
main region is essentially parabolic. The analytical solution for a plane beach is 
presented to simplify mathematical operation and to facilitate comparisions with 
data. 

The profile given by Eq. (24) contains 3 physical parameters, the surface cur- 
rent, the eddy viscosity and the bottom friction. One of them can be eliminated 
by constraint that, in the cross-shore direction, the net flow has to be equal to 
zero for a steady case, or 

ucdz + —- = 0 (27) 
-h p 

where Mx is wave-induced mass flux. Eliminating T& from Eqs.(24-26) and (27), 
the coefficients can be rewritten as 

Cxl=3(u^us)-
3-^±Jlp,        Cx2 = ^±P (28) 

I. 
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where 

_      gdE2     „   d U.IP _ Mx g cos 6H2 

F^T6-^-2gd-x
{cosecT)'     U = -^TI) = -8C(^TI)   (29) 

3.2 Theoretical Longshore Current Model 
The longshore current profile can be obtained in a similar manner. For a 

straight shoreline, the surface gradient as well as the radiation stress gradient in 
the y-direction can be neglected. Again, neglecting the convective term of the 
mean current, the momentum equation in the y direction yields, 

d  n< 
dx 

n?c  d    d     1 
/     vwuwdz + -K-(r]wVcuw)\nc + -g-{VwUcvw)\Vc = - 

  dvc (30) 

Since the second and third terms become zero (Lee, 1983), Eq.  (36) is reduced 
to 

d   fi°  Twy~        dvc. ,    . 
— /    vwuwdz = vt-—- \z (31) 
ox Jz p oz 

In shallow water, the LHS becomes 

d   r* ,       (tic - z) d , H2 

dx-l v^dz=(^eTh)dibco8esm0T] (32) 

by linear wave theory. Substituting Eq. (32) into Eq. (31) gives the following: 

vt     dvci , d H2       r^ 
-z'—[g cos 6 sin 0—-] + —y- (33) 

ric + h dz' ' dx 8 p 

Integrating Eq.(33) with respect to z' with introduction of depth-independent ez 

we obtain, 

v{z') = vs + Cylz'2 + Cy2z' (34) 

where 

cyi = -z -T-igcosBsmO-—- ],       Cy2 =  (35) 
lez   ox b ez      p 

Or, alternatively, Cy\ can be expressed in terms of radiation stress as 

T) + h 1 dSrx 

^ = ^Tp-^x- (36) 

For steady longshore current, the depth-integrated radiation stress is balanced by 
the bottom friction under no wind. The depth-averaged mean longshore current 
is given by, 
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3.3 Estimation of Surface Velocity and Eddy Viscosity 
The solutions for cross-shore and longshore current profiles will be complete 

if the surface velocity and eddy viscosity are determined. Lee (1993) has shown 
that the surface current can be determined semi-analytically by virtue of wave 
action and intrinsic frequency conservation equations; both of them are surface 
conditions. The solutions briefly summarized here. 

The surf zone is assumed to be coherent in that the essential wave-like periodic 
motion is retained and is quasi-steady when time-averaged over wave period. 
In this case, the wave action and wave frequency conservation equations are, 
respectively, 

Vfc-(U.—) = 0,        VA • (U,crs) = 0 (38) 

Here a, denotes a inside the surf zone. The wave energy equation is modified to 
reflect dissipation, 

VA-[(Cg + CgD + Us)— ] = 0 (39) 
a, 

with CgD representing a disspation velocity. Eliminating a Us term of Eq. (39) 
based on the first equation of Eqs.(38), the cross shore component of Eq. (39) 
provides 

H=(Ca   PH Co) (40) 

and also the surface currents are obtained, 

w. = Pc{CgDx - Cgx),       vs = /3L(CgDy - Cgy) (41) 

with /?'s the constants of proportionality. They further assume on two-dimensional 
beaches of uniform slope that the dissipation inside the surf zone is dominated by 
the influence of the initial condition at the breaking point and Cgp to be equal 
to — /?Cg6. The above equations can then be written as 

cosO(f3Cgb-Cg) 

us = fa cos 6{l3Cgh -C„),       vs = fa sin 6(/3Cgb - Cg) (42) 

Thus, the wave height and surface currents are determined explicitly.   Figure 
1 shows the comparison of wave height variation in the surf zone between the 
present theory and the laboratory data by Horikawa and Kuo (1966).   Figure 
2 compares the theory with the laboratory longshore current data measured by 
Visser (1991). 
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The vertical eddy viscosity for both cross-shore and longshore components is 
treated as the same and is estimated from the longshore mean current strength. 
From Section 3.2 we can obtain, 

P V + h. 

In a flow field where the turbulent-induced stress dominanates the bottom fric- 
tion, the bottom stress can be approximated by, 

l£H^ ~ EH^D (44) 
p       ca 

where C0 = u/k and D is the local rate of energy dissipation. Based on Eq.(39), 
D can be expressed as 

D = -V-lpCg£-E'} 

Eliminating the bottom stress term from Eqs.(43) and (44), an expression for the 
eddy viscosity is obtained, 

e,. sin0D 
(45) 

i] + h      6Cap(v - v„) 

which relates the eddy viscosity to the the mean longshore current strength. 
In the following computation we simply assume that mean longshore current 
strength is proportional to the surface current strength, that is, 

v = fvs ' (46) 

with 7 the ratio of mean current to the surface current. Therefore, the eddy 
viscosity can be simplified as the following explicit expression, 

1 |Uort| a
:(cos*10 (47) 

r,c + h 2A{l-1)$L{\-Cgl{pCgb))dx" 

3.4 Data Comparisons 
In this subsection, each theoretical solution is compared with data measured 

on the plane beach of uniform slope. Wind stress effect is omitted in the solutions. 

Undertow Model 
The velocity profile is calculated by Eq. (24). Four parameters are to be 

designated; they are, 7: the ratio of mean current to surface current; /?: the dis- 
sipation coefficient; Pc'- the cross-shore current coefficient; and /?£,: the longshore 
current coeffcient. 

Figure 3 shows the comparisions of the computed vertical profiles of the cross- 
shore current with those measured by Buhr-Hansen and Svendsen (1984).  The 
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test conditions were: slope =1:34.25; H0 = 0.12m and T=l sec. The parameters 
used in the computations are: /3 = 1.17; /?c=0.07; 0L=5.O and 7=0.982. The 
limiting wave height at breaking point is determined by the Miche's criterion with 
K=0.78. Figure 4 plots the profile changes across the untire surf zone using the 
same paramters as given above. In order to examine the effect of the advection 
term, the results when the term is neglected are also represented as dotted lines 
in Figure 5. The effect seems to show the significant deviation from the measure- 
ments as it is close to the shoreline under the same input condition. However, 
the difference also seems to show the overall agreement with the experiments by 
small reduction of the 7 value as shown in Figure 5. 

Longshore Current Model 
Figure 6 shows the comparasions between computed profiles and the labora- 

tory data measured by Visser (1991). The test conditions were: slope=l : 10, 
H0 = 9.6cm, T = Isec and 0O = 16.4°. The values of parameters are as follows; 
/3=1.2, /?£=5.0, and 7=0.96. It is seen that 7 plays an important role. A maxi- 
mum value 1 results in a uniform longshore current profile whereas a value 2/3 
results in a no-slip bottom velocity. From the comparisons with experimental 
data, a value near 0.95 is suggested. Figure 7 plots the longshore current profile 
variations across the surf zone. 

Figure 8 illustrates the three-dimensional current profiles inside the surf zone 
using the same conditions as Figure 5 with the exception that the input wave 
is oblique at 10° in deep water clockwise to the shoreline normal. The three- 
dimensional current forms a clockwise spiral from top to bottom. 

3.5 Model Adoption for General 3-D Tophography 
The theoretical models so far developed are for parallel contours. For irregu- 

lar bathymetries, getting the surface velocity as the surface boundary condition 
might be ineffective for modelling, so the bottom shear stress in terms of depth- 
averaged current is considered as the boundary condition instead of the surface 
velocity. For the prediction of a longshore current this alternative way gives the 
exactly same result. For that of the undertow, however, this will give the differ- 
ent result. The bottom shear stress suggested by Longuet-Higgins (1970) is now 
modified for both cross-shore and longshore directions by 

r£j[ = pFw\uorb\fiJ (48) 

where Fw can be estimated in terms of wave characteristics as 

P     V-(KH/k) 
47& (/? - Cg/Cgb) 

(49) 

When the bottom shear stress given in Eq. (49) is applied as a boundary condition 
instead of the surface velocity, three coefficients of the undertow model, Cxi, Gxi 
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and u„ are written by 

fti   =   -"^—-{P + T^) (50) 

ft,   =   ^P (51) 
£z 

w*   =   « - -g 2~ (52) 

The result is shown in Figures 9-10 for the same experimental conditions as 
used by Buhr-Hansen ans Svendsen (1984) given in Section 3.4. The 'S.B.C 
indicates the full theory obtained by the surface boundary condition, and the 
'B.B.C indicates the approximate theory obtained by the bottom shear stress 
with neglecting the advection term. The full theory was obtained by 7=0.982, 
the approximate theory by 7=0.978. The comparison with experiments is still in 
agreement. Therefore, instead of the boundary condition given by surface cur- 
rents, the bottom shear stress is used in the practical model for the complicated 
bathymetry, and the advection terms are omitted. 

4. QUASI THREE-DIMENSIONAL MODEL 
The depth-integrated horizontal model is now combined with the vertical 

theoretical model to a quasi-3D model. This quasi-3D model looks promising 
since it provides three-dimensional information at almost the same cost of a two- 
dimensional horizontal model although it produces the relatively simple variation 
of vertical profile. 

Even for the general tophography, velocity variation with respect to depth 
may be approximated as the function of parabola of 2nd order. 

uc   =   Cxlz'2 + Cx2z'+ Cx3 (53) 

VC        =        CylZ'      +Cy2z'  +   Cy3 (54) 

where ft, ft and ft are expressed in terms of wave characteristics and current 
quantities such as H, h + r)c, Q(depth integration of velocity vector), and Tw- 

T)c + h [gdlP 
2ez \16 dx 

T]c + h f   gdH2 

£z {   16 dx 

rjc + h 
ftl         ft2 

3   ~~2~ 

r]c + h f g dH2 

2ez 116 dy 

r)c + h (    gdH* 

Cx2  =  -^{-h^r + ^f] (56) 
c-3   =   -^r-~-^ (57) 

^   =   -^if^-T^1^} (58) 

C,   =   -^\-^ + m (59) 
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Qy _   Cyl    _   Cy2 
r]c + h       3 2 

(60) 

Substituting Eqs. (53) and (54) into the convective acceleration terms yields 

"   Ql i: 
/    v.cvc 
j-h 

j-h 

Idz   = 
[(h + rjcY 

dz 

dz   = 

+   TX; 

(h + Vc)2 

Ql 
{h + Tjc 

+ Tm 

(h + 7]c) 

(h + Tic) 

(h + Vc) 

where 

T      = •* XT. 
4Cii  , Cx2 r CX\CX2 

45        12 6 

T      =   T •*• xy ^yx 
4CXlCyl CX2Cy2 Cxi Cy2 CrfCyl 

~J$ 12 12 12 

T     = 
45        12 

-,yl(-/S/2 

(61) 

(62) 

(63) 

(64) 

(65) 

(66) 

Substituting into Eq. (10) leads to the following rr-directional modified momen- 
tum equation: 

9Qx      d     Ql .      d   QxQy 

~w + rJhT^c 
+ (h+^)Txx] + Ty

[h^c 
+ {h+*>r-J 

155M     195VI      ,,        .%     TWX     TBX 
+ 7T~ + 7f-+g{h+T)c)-Z "  +   

p ox       p  ay ox        p p 
0 (67) 

The modified momentum equation of y direction from Eq. (11) 

+ - ldSx. IdS, yy , „n. ,     \^r>c     Twy . Is» 
p  dx p ay dy        p p 

(68) 

As noted below, the bottom friction consists of turbulent shear stress and bottom 
frictions due to viscous and streaming flows, which can be expressed as 

TB = Fw\uorb\XJ + Fc\uorb\(UB,tb + Us(rm) (69) 

where UB^ represents the bottom velocity induced by turbulent flow and Us 

is the streaming velocity in the oscillatory boundary. 
The continuity equation results in the same equation as before. 

f + £;(Qx + Mx) + ly(Qy + My) = 0 (70) 
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5. CONCLUSION 
The surface advective terms were added to the conventional radiation stress 

by taking Taylor series expansion at the mean water level. The resulting radiation 
stress was proven by Lee (1993) to be consistent with the wave energy flux in the 
wave-current coexisting field. 

The surface properties obtained from the surf zone model enabled us to de- 
velop the theory for the vertical circulation model which had suffered obscurity 
of boundary conditions. In addition, the friction coefficient and eddy viscosity 
applicable to the turbulent flow in a surf zone have been estimated in terms of en- 
ergy dissipation. The developed model yielded the theoretical results comparable 
with laboratory experiments. 

Based on the examination of the theoretical model for vertical profiles of cur- 
rents in steady state, a quasi-three dimensional circulation model suitable for 
the entire nearshore zone is developed by linking the depth-integrated properties 
with the vertical profiles. 
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CHAPTER 165 

QUANTIFICATION OF LONGSHORE TRANSPORT IN THE SURF ZONE 
ON MACROTIDAL BEACHES 

Field experiments along the western coast of Cotentin (Normandy, France) 

Franck Levoy1, Olivier Monfort1, Helene Rousset1 and Claude Larsonneur1 

ABSTRACT : Many in situ measurements of hydrodynamic parameters and sediment 
transport in the surf zone have been carried out on the beaches of the western coast of 
Normandy. The vertical and cross-shore distributions of the sediment transport 
induced by breaking waves have been identified in a set of various hydrodynamic 
conditions. Several longshore sediment transport formulas have been devised. The 
comparison between measured and computed transport rates enables choice of the 
best formulation according to the hydrodynamic context. This formulation 
emphasizes the indirect effect of tidal fluctuations on the wave characteristics and the 
sediment transport processes. 

INTRODUCTION 

For engineering purposes, the prediction of long term evolution of a sandy 
coastline requires insight into sediment circulation on beaches, specially sand 
movement along coasts where oblique waves induce longshore currents. 

Many formulas exist to calculate the longshore sediment transport in the surf 
zone, but they have been defined for microtidal environments from experimental 
research. The goal of this paper is to present field results in a very specific tide 
dominated environment and to evaluate the performance of some empirical formulas 
in these hydrodynamic conditions. 

(1) University of CAEN, Centre Regional d'Etudes Cotieres, Laboratoire de 
Geologie Marine, 54 Rue Charcot, 14530 LUC-SUR-MER, FRANCE 

2282 
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PROJECT SITE 

In order to prevent erosion that was affecting the west coast of Cotentin 
Peninsula, the local government authorities decided to implement in 1989 a research 
programme aimed at elaborating a global coastal defence policy (Levoy F., Avoine J., 
1991). 

Field studies, carried out in the framework of this project constitute the 
R.O.M.I.S. program, a French acronym for Reseau d'Observations et de Mesures In 
Situ (field observations and measurements system). The main goals of this program 
were to understand how sediments respondes to various hydrodynamic conditions. It 
was applied from the Cape Carteret to Mont-Saint-Michel Bay, in a macrotidal area, 
where the tidal range decreases from 15 m in the South to 12 m in the North during 
high spring tides (Fig. 1). 

Figure 1. Location map of the study site 

Open to the west offshore area, the western coast of Cotentin is exposed to 
long waves coming from North Atlantic Ocean. The propagation of these waves is 
affected by a complex bathymetry with numerous shoals and islands. The annual 
significant wave height in the north of the study area is about 4.2 metres. The 
attenuation coefficient of waves crossing the Channel island barrier reaches 0.7. The 
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modal breaker height varies from 0.7 to 0.9 m and Dean's parameter, Q (Hb/Ws.T) 
from 4 to 1.5. 

This coast is characterized by a wide tidal flat with a steeper high tidal zone. 
At high tide, the upper foreshore behaves like a microtidal beach and long waves or, 
frequently, wind-waves induce opposite residual longshore movements, materialized 
by opposite spits near small inlets. In the surf zone, plunging breakers are often 
observed on a steeper beach slope. At mid-tide, spilling breakers take place on a 
smooth slope. 

MEASUREMENT TECHNICS 

To quantify the longshore sediment transports, 19 field experiments were 
carried out under the R.O.M.I.S program. Several parameters were recorded at 
different locations (table 1): 

(1) dynamic parameters: 

- tidal variations, 
- tidal and wave induced currents with EMC and dye injections, 
- on the lower part of the beach, wave characteristics (Hs, Tp, Ts, direction of 

propagation...) with S4DW from Interocean Corporation, 
- breaker height with a graduated rod, 
- wind conditions. 

(2) morphological parameters and sediment characteristics: 

-beach slopes with surveys at low tide using an electronic theodolite and 
infrared-ray distance meter, 

- grain-size. 

CAMPAIGN date time Nb Tp Lp Gamma beach slope a rain size grain size Alpha Q measured 
(m) <S) (m) parameter tan beta of the beach in the trap degree kg/m/mrt 

Md(m) Md(m) 
POBSL010 26.2.91 17:45 1.25 9.9 75.37 0.95 0.04 0.0002555 0-000166 14 3.20 
PORSLOIE 27.2.91 17:12 1.35 13.7 95.65 0.99 0.026 0.0002555 0.000175 24 16.00 

GOUCOU1B 17.4.91 11:00 0.5 4.6 29.82 0.96 0.0618 0.00051 0.0002 67 0.13 
GOUCOU1C 16.4.91 8:40 0.75 3.4 17.93 0.78 0.1016 0.000652 0.00035 22 3.35 
COUHAU1 15.5.91 19:40 0.65 3.4 17.77 0.78 0.0636 0.000243 0.000175 22 0.13 
GERCRE1A 10.6.91 19:45 1,2 4.5 25.35 0.68 0.0185 0.000243 0.000163 19 0.32 
GERCRE1B 11.6.91 17:00 0.6 9.6 42.81 0.56 0.0164 0.000243 0.000175 1 0.05 
GERCRE1C 11.6.91 16:25 0.7 10.4 71.88 0.67 0.0195 0.000243 0.000161 3 0.06 

GERCRE 13.6.91 20:00 1.1 10.8 76.68 0.78 0.0195 0.000243 0.000187 6 0.14 
GERCREIF 13.6.91 21:00 1.25 13 101.35 0.57 0.0613 0.OO0243 0.000187 12 1.30 
GERCRE2 5.11.91 17:30 0.7 10 63.35 0.5 0.0175 0.000213 0.000181 9 0.40 

GOUCOU2A 11.3.92 13:00 1.02 14.5 69.23 0.77 0.055 0.00035 0.000186 6 2.30 
BARCAR2A 1.4.92 16:35 0.94 9.6 56.45 0.65 0.O21 0.00036 0.000164 27 2.10 
COUHAU2 29.4.92 20:30 0.87 4.1 20.9 0.78 0.0737 0.00038 0.000194 21 2.10 
PORSLD2 23.9.92 17:15 0.79 3.8 20.38 0.64 0.0373 0.000316 0.000223 12 0.27 
SPMJUL2 22.10.92 16:05 0.66 4 22.11 0.62 0,0262 0.000465 O.0O0268 7 1.70 
UNSMB2 16.11.92 17:15 0.91 6 .29.08 0.81 0.0524 0.00037 0.000296 42 37.60 

SJTDRA2A 12.1.93 11:14 0.79 16.4 ¥16.92 0.99 0.0539 0.00035 0.000535 40 35.80 
SJTDRA2B 14.1.93 12:06 1.07 9.6 65.73 1.08 0.0539 0.OO035 0.000235 25 10.60 

Table 1. Characteristics of the field experimentation conditions 
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Sediment transport was measured in the breaker zone with streamer traps 
(Rosati J.D & al., 1990). Cross-shore distribution, with 3 or 4 traps perpendicular to 
the shoreline, and vertical distribution of sand fluxes, with 4 streamers on a single 
trap permit to calculate an integrated rate across the breaker zone. The duration of the 
runs varies from about 5 to 15 minutes on the mid tidal or high tidal zone, with 
typically one person carrying one trap. The sediment transport rates (Fig. 2) were 
calculated using the numerical method defined by Kraus and al (1989). 

I    * 

Distance from the shoreline (m) 

Figure 2. Example of results obtained from runs using sand traps in the surf zone 

Various hydrodynamic and morphosedimentary conditions were observed 
during the experiments. The breaker height varied from 0.5 m to 1.35 m, the peak 
period, from 3.4 to 16.4 seconds, the y parameter, from 0.5 to 1.08 and the beach 
slope from 0.016 to 0.1. The grain size on the beaches increased from the mid-tide 
beach to the upper foreshore, between 0.210 to 0.510 mm. 

RESULTS 

The   first   part   of  the   field   experiments   consisted   in   measuring   the 
hydrodynamics conditions. 

Breaker and longshore current characteristics: 

The breaker height, measured about 4 metres above the mean sea water level 
was always greater that the significant wave height on the lower foreshore, about 2 
metres under the MSWL. The factor between these parameters varied from 2 to 1.15 
when offshore wave conditions increased. During a typical semi-diurnal tidal cycle, 
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the large variability of wave height induced a large variability of breaker wave 
characteristics (Fig. 3). 

field measurements 
••linear fit 
-Non linear fit 

(m) 

Figure 3. Significant wave height versus breaker height 

The measurements confirmed the relationship between the y parameter 
(breaker height to water depth ratio) and the beach slope (tan P). The modification of 
the slope along the beach profiles induced a temporal evolution of the y parameter 
during a tidal cycle with a constant modification of the breakers characteristics 
(Fig.4). 

0.03 0.04 

tang. Beta 

Figure 4. y parameter versus beach slope 

Some LST formulas use the longshore current velocity. The comparison 
between the calculated and the measured longshore velocities with some classical 
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formulations did not give satisfactory results (Fig. 5). Most of the results were 
overpredicted. The best agreement between measured and calculed longshore currents 
was obtained with the Van Rijn formula (1990), derived from the Longuet-Higgins 
formula (1970). The empirical coefficient of this formulation was found to be equal to 
5 in the field experiments (Fig. 6). 
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Figure 5. Comparison between measured and calculated longshore velocities with 
various formulations 
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Figure 6. Measured and calculated velocities of longshore currents with modified Van 
Rijn formula (empirical coefficient=5) 



2288 COASTAL ENGINEERING 1994 

Vertical and cross-shore distributions: 

The vertical distributions of sand fluxes were best fitted with an exponential 
relationship, like the one described by Rosati and al (1991). The correlation 
coefficient, 0.67, was smaller than those obtained in American programs (0.9 during 
SUPERDUCK, 0.79 at Ludington), but the hydrodynamics and beach conditions 
observed along the western coast of the Normandy vary a lot, with specially long and 
wind-wave conditions (Fig. 7). 
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Figure 7. Vertical distribution of longshore sediment transport in the surf zone 

In fact, there were two types of vertical sediment distributions in the surf zone: 

- with long wave periods, suspended sediment transport dominated (Fig.8a), 

location or the trap 
rrom the shoreline 

-20 m 

-27 m 

•34m 

0.8 1 1.2 

normalized elevation 

Figure 8a. Vertical distribution of longshore sediment transport during long wave 
conditions 
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- with short wave conditions, the bed-load transport became higher (Fig. 8b). 

The bi-modal wave climate in the English Channel explains the dispersion of 
vertical distribution of sediment transport rates in the surf zone. 

location ol the trap 
from the shoreline 

peak perlod=3,5 s  •— 10 m 

 D— 20m 

 • 30 m 

—=—-40m 

-i        < i r 1 1-« 1 
0.8 1 1.2 1.4 1.6 1.8 2 

normalized elevation 

Figure 8b.Vertical distribution of longshore sediment transport during wind-wave 
conditions 

For the cross-shore sediment transport distribution in the surf zone, two kinds 
of peak locations were observed (Fig. 9): 

- first, in the swash zone (0.15<X/Xb<0.35), the normalized sediment 
transport rate sometimes attained 3 or 4 times the mean longshore sediment transport 
rate integrated over the width of the breaker zone. These movements were measured 
during wind-wave conditions, acting on steep beaches with small or medium breaker 
height. 

-the second peak, more classical, was observed near the breakerline 
(0.6<X/Xb<0.7). The sediment transport rate was lower than in the swash zone and 
more homogeneous over the entire surf zone. These circulations were observed during 
long wave conditions at mid-beach level. 

However, as opposed to Kamphuis' experimental investigations (1991), these 
two kinds of distributions were recorded independently, showing the narrow 
relationship between the hydrodynamic conditions and the transport processes. 
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o 
Shoreline 

0.9 1 
Breakers 

Figure 9. Cross-shore distribution of the longshore sediment transport in the surf zone 

Grain size gradients in the surf zone 

The traps used to calculate the sediment transport rate allowed collection of 
sand grains at several locations in the surf zone. Grain sizes of the bed were used to 
compare the ground sedimentary stock and the moving materials (Fig. 10). 

During long wave conditions and large breaker height, with a well-sorted 
sediment on the beach, the moving sand grain size was lower than the beach grain 
size. The vertical and transversal distributions of the grain size were very close. Good 
mixing of the sediment was observed. 

With wind-wave conditions, vertical and transversal grain size gradients 
appeared. The gradients were more important with a badly sorted sediment on the 
beach than with a well-sorted material. With bed-load processes prevailing during 
short wave conditions, only fine sediments were trapped in the upper layer of water. 
Between the bed and the water surface, the grain size was noted to vary from 1 to 2. 

Even with a well-sorted sediment on the beach floor, a transversal gradient 
was identified. The coarser sediments were located in the swash zone, according to 
the cross-shore distribution of the sediment transport rate. The finer grain sizes, with a 
median diameter lower than that of the beach sand, were observed in suspension near 
the breakerline. 
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PORTBAIL beach 
Long wave conditions: Hb=1.35 m, Tp= 13,7 s 

Well sorted sediment; D60=215pm 'TT"^ 

Elevation of streamers: 
= upper level: 0.68 m 
=» mid-level: 0.30 m 

Om D lower level: 0.02 m 

COUTAINVILLE beach 
Wind wave conditions: Hb=0.75 m, Tp=3.4 s 

Bad sorted sediment; D50=226 um ; 
(Three modes: 180, 250, 500 um) 

COUTAINVILLE beach 
Wind wave conditions: Hb=0.87 m, Tp= 4.1 a 

Well sorted sediment; D50=193 um 

/=V+ 

-y=v* 

Figure 10. Grain sizes in the surf zone in various hydrosedimentary conditions 

Comparison between measured and calculated rates 

Several L.S.T. formulas were compared with results coming from in situ 
measurements. Two methods of calculation were used: 

- Integral method: 

(1) 1986' Kamphuis formula: 

Hb3'5 

Q = l,28. .tanB.sin2ab 
D50        P 

with: Q= sediment transport rate (kg/s), 
Hb= breaker height (m) 
D50= median grain size (m), 
tan(3= beach slope 
otb = incident wave angle. 
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(2) 1990' Kamphuis formula: 

Q = 0,0013/^TU5.tanp0-75/i^f25.sin0'62ab.P^ 
LPJ \D50J TP 

with: 
Q= sediment transport rate (kg/s), 
Lp= peak wave lengh according to the peak period Tp (m), 

(3) 1982'Kraus formula 

Q = Yb.tanP 
with: 
Q= sediment transport rate (m3/s), 
7b= Hb/Ht, Ht is the mean water depth, 
Vl= longshore current velocity (m/s), 
A= empirical coefficient equal to 0.00038 

-.Hb2.Vl 

• Local method: 

(4) 1989' Van Rijn Formula 

In most cases, all these formulas overpredicted the sediment transport rates, 
especially when the transport was weak. The ratios between computed and measured 
rates were very high with the Kamphuis formulas, even though the second 
formulation improved the result (Fig. 11). 

(kg/m/mn) 
1000.0000 

„     100,0000 

• Kamphuis (1984) 

* Kraus (1982) 

• Kamphuis (1990) 

measured transport rate 

100.00 
(kg/m/mn) 

Figure 11. Comparison between measured longshore sediment transport rate and 
calculated rate with the Kamphuis and Kraus formulas. 
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Best agreement (factor of 1 to 3) was obtained in high energy condition, when 
the measured rate was greater than about 35 kg/m/mn. But under 5 kg/m/mn, the 
1990' Kamphuis formula overpredicted with a factor of 10 and sometimes more for 
small sediment movements. 

Kraus and Van Rijn formulas gave the best prediction of L.S.T. (Fig. 12). But 
it was necessary to adapt the formulation to the hydrodynamical context (Fig. 13): 

- on the upper part of beaches, when y parameter was higher than 0.78 and 
incidence angle between the wave crests and the shoreline direction was greater than 
25 degrees, a factor of about 2 was found between calculated and measured rates. In 
these cases, LST rates were greater than 10 kg/m/mn. 
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 °—- factor 1/1 

!'5' 

5 - a 

0 •) 
• 

o ^—' 

 r—  1 1—  1 1 1 1 1 

15 20 25 

measured sediment transport rate 

35 40 
(kg/m/mn) 

Figure 12. Comparison between longshore sediment transport rate and calculated rate 
with Van Rijn and Kraus formulas. 

- when wave crest incidence angle was lower than 25 degrees and y parameter 
lower than 0.78, the LST rate, in our experiments, was smaller than 5 kg/m/mn. In 
these cases, formulas overpredicted sediment movements (factor of 5). 

A new formulation is proposed to calculate LST rates, taking into account the 
important variability of the wave approach incidence to the coast and the modification 
of "/parameter during the tidal cycle. 



2294 COASTAL ENGINEERING 1994 

(kg/m/mn) 
20 - 

• ^^ factor 1/1 18 • / |oc>5.14xam[ 

16 - 

tj 14 • • 

lie 
| a • 

« «• 

• / 

• ^r                   •                  . 

4 • 
Oc = 0,45 X Qm[ 

2 • 

0 •  1 1  H 1  —i 1 :— —i 1 

measured sediment transport rate (kg/m/mn) 

Figure 13. Comparison between measured longshore sediment transport rate and 
calculated rate with Kraus formula (the longshore velocities were deduced from field 

measurements) 

Table 2 sumarizes the results obtained along the western coast of Normandy. 
It is necessary to underline the relationship between the tidal level, the beach slope 
and the breaker type. For each beach state, a new empirical coefficient derived from 
the Kraus formula can be calculated. But the factor between these two coefficients is 
about 10. As a result of this, in calculating a global longshore sediment transport, 
there is an important discripancy between the upper and the midforeshore rate. This 
dicripancy is not realistic. 

Tidal level Beach state Breaker type Empirical 
coefficient 

high tide reflective plunging 8.36. lO-4 

mid-tide dissipative spilling 0.73 . 10 "4 

Table 2 

CONCLUSIONS 

(1) Several longshore sediment transport formulas have been tested and compared to 
our field experiment results. The Kraus formula gives the best agreement between the 
rates computed and the calculated values, during a large set of hydrodynamic 
conditions. But, it will be necessary to test other formulations in this kind of 
environment (S.P.M...). 

(2) A local adaptation of the empirical coefficient is necessary to adapt the Kraus 
formulation to the regional hydrodynamic conditions. On macrotidal beaches, the 
tidal fluctuations, firstiy, and the wave climate, secondly, induce a great temporal 
variability of several parameters in the surf zone. The breaker type, at different levels 
of the tidal cycle, connected to the beach slope and the water depth, is a parameter 
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which controls the sediment transport rate. The bi-modality of the wave frequency 
also induces two kinds of vertical and cross-shore sediment transport distributions, 
modifying the global sediment movement. 

(3) Lots of field data will be necessary to reduce the factor between the new empirical 
coefficients. Their values should be defined taking into account, quantitatively, 
parameters that include the breaker type and the tidal fluctuation. The use of a 
combination between the RTR parameter defined by Masselink and Short (1994) and 
the Q parameter should be a new way improving modelling of LST on a concave and 
wide beach profile such as that of macrotidal beaches. 
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CHAPTER 166 

A THREE DIMENSIONAL MODEL FOR WAVE INDUCED CURRENTS 

BIN LI and ROOER J MADDRELL 

SIR WILLIAM BALCROW & PARTNERS LTD, BURDEROP PARK, 
SWINDON, WILTSHIRE, SN4 OQD, UK 

1 Introduction 

In this paper, a three-dimensional model which is based on the Navier-stokes 
equations is developed. The finite volume method and a time-splitting 
technique are used to solve the equations. Longshore and crossshore currents 
induced by waves are reproduced by the model and the results are compared with 
existing experimental data. 

2 Governing Equations 

If, apart from the wave-induced orbital motion, the current involves no strong 
vertical accelerations, the time-mean pressure can be approximated by: 

, (1) 
p = Ph - p<"i> 

in which p  is pressure;   Ph is  hydrostatic pressure 

Ph - Pff(l-z) 

C is mass density of the fluid; wH vertical component of the wave orbital 
velocity; <..> averaged over one wave cycle. 

If, in addition, the Boussinesq-hypothesis is adopted to model the Reynolds 
stress terms, the wave-and turbulence-averaged horizontal momentum equations 
can be written as: 
Momentum equations: 

3t dx     dy     dz p dy   dx    * dx     dy    "By     dz      dz       y 

Continuity equation: 

dx ' dy   dz 

(3) 

(4) 

(5) 

where u, v and w are the velocities in the x, y and z directions, 
respectively; P is pressure; Wx and Wy are the radiation stress terms in the 
x and y directions, respectively. These radiation stress components will be 
discussed in the next section. 

3 Radiation Stresses 

2297 
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The radiation stress  formulae are: 

JL«U*>-<^>)-|;<<1VV» JV„ 

W*~ -^(<u»V)-|;«v3>-<^>) 

and it should be noted that 

— (<tW) - 0     and JL (<vvv„>) =0 

(6) 

(7) 

(8) 

due to the phase shift between (uw,wu) and (vu,wH), where <..> means time 
average. 
Formulae for the depth averaged radiation stresses are also given here because 
they will be used later on when the time splitting technique is applied. 

<.p <9> 

sx* •   / P(<u»>-<J^>)dz+-|psr<(za-<zs>)2> =  tW(cos26+l)-l]£ 

S„~   f p(<v»>-<*'l
2.>)dz+-|psr<(za-<zs>)2> =  [W(sin28+l)-l]B 

(10) 

3xy " Syx =    / <Purv»>   = . Wsin8cOs8] & 

where N is the ratio of the wave group velocity to the wave phase speed. 

The water surface roller induced by wave breaking has not been taken into 
account in the above expressions. If the surface roller due to wave breaking 
is taken into account, the corresponding stresses can be explicitly expressed 
as (Svendsen/ 1984): 

i a h (12) 

h 3x     L 

where L is the wave length at wave breaking and it is assumed that the roller 
induced stress is in the cross-shore direction. 

4 Numerical Modelling 

The three dimensional model for wave induced currents is governed by the 
equations given in section 2. Due to the complicated nature of the model, 
efficient numerical schemes are definitely required to reduce run times as 
much as possible. In this section, we will use the time splitting technique 
and the finite volume method to solve the equations. 

4.1 Application Of The Time Splitting Method 
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From the governing equation for wave induced currents it is understood that 
the surface variation is a function of x and y, but not z. The radiation 
stresses below wave trough level are hardly varying with z. 
First, we introduce depth averaged velocities, 

(13) 

u . ±{udz and v = 1/ vdz 

Then the original governing equations can be split into two main parts. The 
first part corresponds to water surface set-up and set-down and the mean 
movement of the wave-induced current: 

Defining 

yields 

$--/<3HS>* 

du  _  _ 3TI 1 dS«x 1 3Sxy   t 
3t    dx    ph   dx     ph   dy 

dv  = . 3ri_ 1 3sxy 1 dSyy 
dt dy    ph   dx     ph   dy. 

(u',v') = (u, v)-(u, v) 

dr\    duh    3vh      n 

3t dx      dy   ~ 

J!H = -g^1.- 1 9S«»- 1 dS*r   T 
3t    3x ph 3x  p.h 3y 

JE .    3H   1 3Sxy.. 1 dSyy 
dt dy    ph   dx     ph   dy 

The second part involves solving for the velocity field 

du      du      du      du        d ,     du\     3 ,  3u\  3 , du*   ,T „.-, igi + ti^p + v^+w^-  = -^-(vh-^ +-f-(vB-5=)+-^-(v-^H)+Kf+RS, 3t dx      dy      dz      dx    " dx     dy    " dy      dz      dz       *      " 

|r+u|!:+v|r+w|r = a (  |v)+3 (  |v)+3 (v3v, 
dt      dx      dy      dz       dx       dx      dy     * dy      dz      dz 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

"--/<H dx   dy 
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where RSx and RSy are depth averaged radiation stresses 

1 3S„  i dS„ <24) 

*   ph   ox     ph   ay 

*sr •-+•%*-±*2* <2S> y
        ph  ox     ph  ay 

The first set of the equations is used to obtain the mean velocity field and 
the water surface elevation, while the second one to obtain the depth-varying 
velocities u, v and w. Both sets of equations can be expressed based on time 
splitting as follows (from ndt to (n+l)dt ): 
At the first step 

and 

then 

u' - 1 fu"dz 

v* = 1 [V"dz 

u' = u"-ua 

v1 = v°-v" 

n""-n°| Bu"2h.v3v"2h  _ 0 
At    dx dy 

°''-u" .   an"*1  1 33**_  1 3s*r_.x 
At       dx     ph   dx     ph   dy 

*»*-*. 
3ir     n h       Mis nfo      WT, At    *   dy     ph   dx    ph   dy 

(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 
"••*  -"*•? 
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(34) 

At the second step, we have 

^-^ - fr^H^'-h^*"""' 

V^ - #jv^)4.(v^)4^)*w At *        dXt dx    h   dx        dy     h   dy        dz dz 

""1--/<is-V,dg 

(35) 

(36) 

(37) 

-ft 

The two sets of equations given above will be solved by different methods. The 
depth averaged equations will be treated by the alternating direction implicit 
method (MI) and governing equations for the depth-varying velocities will be 
solved by the finite volume technique. 

4.2 ABI Solver 

It is well known that the Alternative Direction Implicit method,  or ADI,  has 
been widely used  in two dimensional   flow problems.   It  is used here to   solve 
the depth  averaged equation set.   Hence,   we have: 
First  step: 

-n"t3u"2J] = _3v"h 
At dx dy 

uJ    an"' i as„_ i asff_t 

Second  step: 

At dx ph   dx     ph   dy 

3v*~'h _     3u*>h 

(38) 

(39) 

(40) 

At dy dx 

At dy ph   dx     ph   dy 

(41) 
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It is clear that the solution process presented here is exactly the same as 
that for a two dimensional flow model like, for example, tidal model. The 
equations above satisfy the continuity equation from which the water surface 
variable is obtained. 

4.3 Coordinate Transformation 

The purpose of the transformation is to restructure the vertical coordinate 
viz: 

<42> 

Using this relationship, the water column at any location between water 
surface and the sea bottom is transformed into a layer of thickness 1. This 
transformation introduces additional terms into the equations of motion. 
However, most of the additional terms introduced by the stretching are 
contained in the horizontal diffusion terms. Since horizontal diffusion is 
generally small compared to the vertical diffusion and horizontal advection, 
only tae leading terms need to be retained in general. The derivatives can be 
obtained as follows: 

3a 
3z 

1 
h 

3 
3z ' 

i a 
h 3o 

3z2 ' 
i  a2 

h2 da2 

3         3    3a   3 
dt       5t 3t da 

(43) 

(44) 

(45) 

(46) 

_3_ _ _3_+ 3a J_ 
dx ~  3x   3x da 

A = A+<>° a 

3y ~ 3y   3y~Sa 

-^-  • -2—  + higher order terms  - -^— 
dx2       dx2 dx2 

(47) 

(48) 

(49) 

(50) 
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-—? = -— + higher order terms - —— 
dy2       dy2 dy2 

-, (51) 
|».     l(„|a+(1-„,^6) 

a (52) 
|z.   i<a|a+(!_„)££>, 
dy i.      dy dy 

In general from the transformation formulae given above one can derive the 
governing equations in the new coordinate system. However, it is convenient 
to define a vertical velocity as 

,  do      do      do      do 
3t dx      dy      dz 

We  can  finally obtain the momentum equations  in x  and y directions: 

|H+U|H+V3U+V,|H .   3 (    |u)+ 3 ,    |u)+  1    3 {vp)+w^RS; <54) 

3t      3x      3y        da       dx    "dx     dy    "ay     h2 da      da 

(55) 

dt      dx      dy        do       dx     " dx      dy     a dy      h2 da      do &»&*&"'% - iz^^^^-ss^****'* 
where the radiation stress terms with a star mark use values of the new 
coordinate. In the time-splitting scheme, the equations are 

± (56) 

1 3y 3v       "      Av Air       «      Air u2   An An x x At z dX, dx    h   dx        dy     h   dy h2 da da 

(57) 

c,;-*^ - 4 <v_^>-£<v_^>*^<vi& •*+*_; At J 3*Y &'  '   Sx   '    Jylh   3/        i!3<r da 

where U   is the vector velocity in the new coordinate system and 

„. a        a     a    . a 
dXt dx      dy        da 

It should be noted that the vertical velocity in the old coordinate system is 
calculated by 

(58) 
3U"*1  3vn>l 

J. ax  ay 
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where no transformation is required. 

4.4 Application Of The Finite Volume Method 

After transforming the momentum equations into a new coordinate system where 
the calculation domain is in regular form, the finite volume method is a 
suitable numerical solver due to its excellent conservation characteristics. 
The details of this method have been very well described by Patankar in his 
book (Patankar 1977). The discretization equation for velocity u is: 

(59) 
apup = aeus+a^iK+a„uu*asus*aTiiT+aBuB*b 

where indexes E,W,N,S,T and B mean the east,west, north, south, top and bottom 
neighbours respectively, P means central point, and 

a„= D^A(\Pu\)*lfw,Ql 

au' O^(\pJ)*i-Fn,0i 

a3- D,A{\P,\)->iF„0i 

aT = DcAllP^A-F^Oi 

as = ^(iPjl+liVOj 

AxAyAo 
At 

b = S^xAyAa+a/up 

as*a«*as*as*aT*ae*aP 

(60) 

(61) 

(62) 

(63) 

(64) 

(65) 

(66) 

(67) 

(68) 

where Sc is the source term including contributions  from radiation  stresses. 
The flow rates  and conductances are defined as 

(69) 

u„AyAo D. -K- 

.    . „        v^yAo 

vb,AyAo 

(70) 

(71) 
(72) 
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F„ = v„AoAx D„ = -0S-; ' ji       "n" 

F- =  V-AoAx £>„ 

Ay 

vhoAoAx 
Ay 

(73) 
..    . vfAxAy 

Fe = wtAxAy flt = -f—— 
.ft AO 

^AxAy (74) 

h Ao 

The Peolet number P is to be taken as the ratio of P and D; thus, Pe=Fe/De, and 
so on. The power-law formulation is used here, that is 

A(\P\)  -lo, (1-0.1|F|)51 <7 ' 

which means taking the largest of the values in the brackets. 
More details can be found in Patankar's book. 

5 Boundary Conditions 

Wave breaking on the water surface produces extra momentum. Svendsen (1984) 
introduced the concept of the surface roller which actually takes into account 
the effect of wave breaking. The formulae derived by him have been used by 
many researchers. The essential point of Svendsen's idea is that the surface 
roller contains a certain amount of shoreward directed momentum, which causes 
a return flow below the wave trough in the offshore direction. According to 
his work, the flux induced by the water surface roller can be related to the 
wave energy. If linear wave theory is used, the wave induced mass flux 
including the water surface roller contribution can be written as 

(76) 
M=  (i + l2)_£. 

L      pc 

where h is the water depth, L is the wave length, c is the wave celerity, E 
is the wave energy density. Actually this formula has already been given in 
section 3 when discussing radiation stresses. However, in the calculation 
domain, we need to define a boundary at the water surface, and assumptions are 
required to tackle this requirement. Here it is assumed that: 
1. The thickness of the surface layer is approximately equal to the wave 
height. 
2. The time-averaged velocity in the layer is uniform and it is 

3. The mean water surface is located halfway between the wave crest and the 
wave trough. 

The momentum equations solved by the finite volume method are actually oniy 
applied to the area below the wave trough. The velocity at the wave trough is 
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then known from assumption (2) made above, which can be used as the boundary 
condition at the water surface. 

The boundary condition at the sea bottom should include the effects of the 
wave oscillatory velocities. Liu and Dalrymple (1977) derived a formula for 
the bottom shear stress under the condition of a weak current and large 
incident wave angle. Their formula is used here. 

6 Model Tests And Discussions 

Aspects of model stability are considered first before verification tests are 
carried out. The model is a combination of two sub-models: the first is the 
ADI model and the second is the finite volume based model for the advection 
terms. It is well known that the ADI model is stable and accurate if the 
Courant number is not very large (usually less than 4). On the other hand, the 
finite volume method used in this paper is also a stable numerical solver. The 
power-law formula proposed by Fatankar (1972) can ensure unconditional 
stability. It can therefore be concluded that the wave-induced current model 
is stable. 

The model proposed in this paper is tested against available experimental 
data. The model includes the time variable, and a steady state solution can 
be obtained if the model is run for a sufficiently long period. Of course for 
a problem like the simulations of tidal flow, the model can quickly reach a 
three-dimensional velocity field. Before the model performance was compared 
against experimental data, a series of numerical tests were undertaken for 
some simple cases in order to ascertain the capabilities of the model. The 
cases include horizontal channel flow and a plane beach with a constant slope. 
As a rough criterion for accessing the model performance, continuity of the 
flow must be satisfied. After these numerical experiments had been done 
successfully, the experimental data presented by Stive and Wind (1982,1986) 
were used to test whether the model could predict cross-shore circulation and 
water surface set-up. 

The experiments were conducted in a wave flume 55m long, lm wide and lm deep. 
A plane, concrete beach with a 1:40 slope was installed. Two experiments have 
been reported by Stive and Wind in 1982 and in 1986. In the first experiment, 
two test conditions were used. The first of these was also used for the 
experiment carried out in 1986. The experimental results from the first test 
of the first experiment and of the second experiment are used for testing the 
model. For more details for these experiments the interested reader can 
consult the original papers. 

Comparisons of the results of the model presented in this paper against Stive 
and Wind's experimental data for water level set-up and cross-shore 
circulation are shown in figures 1 to 4. In the case of the water surface set- 
up, it is clear that the agreement between the experimental data and the 
computational results is reasonable. The velocity distribution over the water 
depth obtained from the model is plotted against the experimental data. The 
trend of both experimental and computational results is the same, however, 
there are obvious differences. If the results from other models are 
considered, for example, stive and Wind's model (1986) and Svendsen's model 
(1986), the results from the present model are acceptable. Some reasons for 
such differences between the experimental data and the model results are as 
follows. 
1). Wave breaking is a nonlinear process. Although Svendsen (1984) presented 
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a formula dealing with the surface roller and the results from this formula 
is reasonable, a much more detailed description is really required. 

2). The eddy viscosity formula used in the present model can be improved if 
the turbulence in the surf zone is better described. It is well known that the 
turbulent processes in the surf zone are far from understood. Bottom friction 
is another subject which many researchers are still studying. The bottom 
friction formula used in the present model is only one of the many available 
formulae. 

3). Wave-current interaction is ignored in the present model and it is ignored 
in all existing wave-induced current models. How to incorporate wave-breaking 
into wave-current interaction is a problem which has yet to be tackled. 

4). The calculated velocities at water surface are smaller than the values of 
the experimental data which is probably caused by the inaccurate simulation 
of the air-water mixture at the surface. Improvement is under way. 

From the above statements it can therefore be concluded that the wave-induced 
current problem is so complicated that numerical results are only rough 
estimates of the true solutions. 
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CHAPTER 167 

INFLUENCE OF OFFSHORE BANKS ON THE ADJACENT COAST 

N.J. MacDonald and B.A. O'Connor1 

Abstract 

A numerical model has been used to study the influence of offshore 
sand banks on the wave climate along a stretch of the Belgian coast.  Results 
of the model have been interpreted to provide predictions of wave height under 
several scenarios, assuming that the banks do not respond quickly to changes 
in the local hydrodynamic environment.   Results show that the sand banks 
afford substantial protection to the coast and that this effect may be reduced as 
a result of rising mean sea level and dredging. 

Introduction 

As part of the EC MAST II Programme, the Circulation and Sediment 
Transport Around Banks (CSTAB) project has brought together coastal 
engineers, oceanographers and geologists from five European countries to 
study of the role of sand banks in the processes and development of the 
nearshore hydrodynamic and littoral environment.  The CSTAB project, 
scheduled to run between 1992 and 1995, is centred around an ambitious field 
programme measuring hydrodynamics and sediment dynamics in a typical 
linear sand bank system off the Belgian coast. 

The field study site, which includes the inter-tidal and surf zones of the 
adjacent beach as well as the offshore sand banks, covers an area of 
approximately 400 km2.   Since this entire region cannot be covered completely 
in a field study, computer models are being used to provide the necessary 
additional information to link together the various field campaigns and to 
provide a valuable predictive capability.  This paper describes the application 
of a wave climate computer model to quantify the influence of offshore sand 

1 Dept. of Civil Eng., Univ. of Liverpool, PO Box 147, Liverpool L69 3BX, UK 
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banks on the adjacent coast. 

Sand banks and the coast 

Large linear sand banks are a feature of many continental shelves 
throughout the world (Off, 1963).  These sand banks occur in both tide and 
wave-dominated coastal seas, and in most instances, do not appear as lone 
features but as part of a regional group.  The sand banks being investigated in 
the present paper are part of the Flemish Banks, which are situated on the 
Belgian coastal shelf in the southern North Sea.  This bank system can be 
described, broadly, as a group of linear sand banks of the order of 10 to 20 
km in length, 1 km in width and 10 to 20 m in height.   A comprehensive 
review of the Flemish Banks has been presented by de Moor (1989). 

One of the effects of offshore sand bank systems is to shelter the 
adjacent coast.  This is believed to result primarily from the increased 
frictional drag on storm surges and increased friction on, and breaking of, the 
larger short-period storm waves.   This latter feature has also been investigated 
by Tucker et al. (1983) who studied wave attenuation over a sand bank on the 
East Anglian coast of the UK.  Using measurements taken by two wave rider 
buoys, they found negligible attenuation for small waves and a saturation level 
for larger waves determined by the breaking conditions over the bank. 

If existing sand banks were reduced in size, or removed altogether from 
a system, the coast would experience a significant increase in the amount of 
wave energy reaching it.  This would result in intensified erosion of the 
shoreline and the possible necessity to reinforce existing coastal defences. 
Sand banks also significantly modify the regional distribution of wave energy 
impacting on the coast.  The local wave height field is determined by 
interaction with the local currents and the shoaling, refraction and diffraction 
which results from the reaction of the propagating waves to changes in bottom 
bathymetry.  Changes in the offshore depths, either actual morphological 
changes or as a result of water level variation, could have serious implications 
for individual locations along the coast far beyond that expected for the coast 
in general. 

The size and orientation of the sand banks may also change with long- 
term changes in mean sea level providing sufficient material is available. 
However, the time scale at which the banks can react may be very long.  A 
number of linear sand bank systems, such as the Celtic Banks, were at one 
time active but are now moribund, having been unable to respond to rapid 
changes in sea level.  De Vriend (1990) and van de Meene (1994) have both 
noted that, while the smaller-scale features on the sand banks (such as sand 
waves or smaller) can react quite rapidly, the morphological time scale of sand 
bank development is on the order of decades to centuries.   In the present work 
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the bathymetric features are assumed to be unaffected by any change in mean 
sea level which may result due to climate change. 

Climate Change 

Recently, studies have indicated that the growth in the level of 
greenhouse gases in the atmosphere can lead to a gradual increase in mean 
global temperature.   One consequence of a gradual increase in mean global 
temperature is a rise in mean sea level (MSL).   Pirazzoli (1989) found the rate 
of increase of MSL for the North Sea to be 1.0 to 1.5 mm/year.  This was 
confirmed for the southern North Sea by Jensen et al. (1990) who calculated an 
average MSL rise of 1.2 mm/year across 12 tidal recording stations over a 100 
year period.  Jensen et al. (1990) also found some evidence to suggest that 
MSL increases may be accelerating. 

Warrick and Oerlemans (1990) have presented sea level predictions 
based on a compilation of existing results and new computations.  Their High, 
Best and Low predictions, for the Business-as-Usual scenario are given in Fig. 
1.  There is considerable spread in the three estimates given - a 20 cm rise in 
MSL could be realized anytime from 2020 to 2070 - but, all do show a 
gradually accelerating rise in MSL.   For the purpose of the present paper, this 
Best Estimate will be used to relate simulation water levels to future dates. 

Increased MSL will have serious consequences for coastal regions.   A 
higher MSL will result in a general retreat of the shoreline and will allow 
larger waves to penetrate further inshore.   An increase in MSL will also lead 
to larger tidal ranges because of the decreased frictional losses.   This increase 
in tidal range will result in higher high water levels which will permit even 
larger waves to penetrate inshore than would be expected from increases in 
MSL alone. 

Another possible consequence of climate change is increased storminess 
for some locations.    Mitchell et al. (1990) have indicated that, while tropical 
disturbances may increase in frequency, the mid-latitudes may experience 
reduced storminess as a result of a decrease in the polar to equatorial mean 
temperature gradient. 

The Bathymetric Grid 

Surveys from the Belgian Service of Coastal Harbours, were collected 
to model the region from the banks to the shore in very fine detail.  Over 100 
000 bathymetric values, with an average separation distance of 5 m, were used 
to generate the finite difference grid of the area.  A contour plot of depths for 
this grid at the present-day MSL is shown in Fig. 2.  The grid is 201 x 181 
with a grid spacing of 100 m in both dimensions.  The grid has its origin at 
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(51°07'30"N, 2°40'00"E) and its positive y-axis is aligned at 327" so that the 
alongshore side, or x-axis, is roughly parallel to the coast. 

The Numerical Model 

Due to the size of the area being modelled it was decided to employ a 
wave-period averaged computer model since this type of model is not restricted 
to a limiting number of solution points per wavelength.  The model selected 
was a simplified version of the WC2D model which is based on the work Yoo 
and O'Connor (1986) but which has been substantially improved since its 
initial development.  The model has been validated against numerous 
laboratory and field results (Yoo and O'Connor, 1986; Yoo and O'Connor, 
1988) as well as against wave rider measurements at Flemish Banks taken 
during the CSTAB field programme (O'Connor, 1993) where computed wave 
heights were within 5% of measured. 

Wave kinematics are obtained through solution of a combined 
refraction-diffraction kinematic conservation equation for linear surface waves: 

dK, oG dh —'. +c -±—- 
dt       8 k   dx,     2h etc,    2kA 

= 0   (1) 

where Kt is the wave number vector, i={x,y], k is the wave separation factor, 
h is the depth, A is the wave amplitude, a is the wave frequency, Cg is the 
group velocity and G = 2kh/sinh Ikh.  The second term of Eq. (1) describes 
the advection of wave number, the third describes the effects bottom slope and 
the final term permits diffraction of the wave field.  Since the forcing, and 
consequently the solution, of the model is steady, the first term in Eq. (1) is 
retained only as a iteration parameter.   An approximate non-linear solution is 
achieved through use of the non-linear dispersion relation of Hedges (1976). 

The wave dynamics are obtained from the combined refraction- 
diffraction wave energy conservation equation for linear surface waves: 

dt     2Adxt\      g k ) 
+ FbA> (2) 

The final term in Eq. (2) has been introduced to include the effects of 
frictional dissipation.   The calculation of Fb using an improved Bijker approach 
is described in O'Connor and Yoo (1988). 

The numerical  scheme is a simple explicit formulation with upwinding 
methods employed for the advection terms.    The solution is obtained on a 
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staggered grid in an iterative approach until a steady-state solution is achieved. 
Boundary conditions of wave amplitude and wave direction must be supplied at 
the offshore boundary.  At the side boundaries a radiation boundary condition 
is applied and at the shoreline all energy must be dissipated through breaking. 

Application to the study site 

Three MSLs were selected: the present-day; +0.25 m; +0.50 m. 
According to Warrick and Oerlemans (1990), the latter two MSLs relate to the 
years 2040 and 2075.  These levels were used in tests with four wave climates 
and five wave directions (see Tables 1 and 2).  Analyses of a wave hindcast 
performed for this location by the UK Meterological Office (pers. comm.) 
show that wave climates A through D have rates of occurrence of 1.36%, 
0.72%, 0.24% and <.01% for the sectors between directions 1 to 5, 
respectively.   No account was made of any tidal effects in the present work. 

A ks value of 10 cm was used for the roughness height for the area. 
This value was used to take into account the sub-grid scale bed features, such 
as the sand waves, mega-ripples, and ripples, that are known to occur on the 
sand banks in this area. 

Results 

A simple illustration of the effectiveness of the sand banks in protecting 
the coast can be seen from the cross-shore transformation characteristics of the 
model for the present-day bathymetry and for the case where the sand banks do 
not exist.   This is most easily done in a one-dimensional test, so as to 
eliminate any influence of longshore variability in the bathymetry.   For the 
present-day situation, the wave height field produced by the model for normal 
wave approach on the two-dimensional bathymetry was averaged between 5 km 
and 15 km in the alongshore direction from a line 2 km from the coast to the 
offshore boundary.  These were compared with the results of the model for an 
equivalent plane slope (see Fig. 3).   Figure 4 shows the ratios of present-day 
wave height with banks to plane slope wave height for wave climates A 
through D.  The sheltering effect of the sand bank system is clearly visible in 
each of the four wave climates.  The results also indicate that the sand banks 
have a greater influence on the larger wave climates, with reductions in wave 
height approaching 30% a distance 2 km offshore.   Clearly, the longer waves 
are influenced by the bottom bathymetry over a much larger fetch. 

When examining the effects of sea level rise on the entire system it is 
more informative to examine the full two-dimensional results.   A typical result 
of the simulation is shown in Fig. 5.  Here a contour plot of wave height is 
presented for the present-day MSL and an increase of 0.5 m for condition D3 
(H=5.0 m, T=9.0 s, 0=327°).   Although both patterns of contour lines are 
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complex, it is evident from their rhythmic pattern that the sand banks have a 
significant effect on the wave climate in the region.  While there are 
substantial losses in energy over the domain, especially in the shallower 
regions, there are areas of increased wave height due to the focusing.  The 
sheltering effects of the sand banks are discernible by the decrease of wave 
height over each successive bank.  The increase in MSL has the effect of 
permitting larger waves to progress further shoreward, as is most evident in 
the nearshore zone. 

Substantial alongshore variation in the change in wave height due to 
increased MSL was found in most tests.   Figure 6 shows the percentage change 
in wave height for condition 4B along a line 1 km offshore for the two 
increased MSLs.   Under an assumption of a 0.5 m rise in MSL, the resulting 
increase in wave height varies from 8 % to 25 %.  This alongshore non- 
uniformity in wave height is reduced to 8% to 10% when the results for all 
tests are averaged together, as is shown in Fig. 7.  The results for the entire 
domain, see Fig. 8, shows a general pattern of increasing wave height towards 
the shoreline.   Individual wave climates also exhibited some variation, as 
shown in Fig. 9, where the results for the line 1 km offshore are plotted 
against projected dates. 

In order to illustrate some possible consequences of the effects of 
offshore dredging on the adjacent coast, a hypothetical dredged region was 
constructed within the bathymetric grid.  This area is delineated by the dashed 
line in Fig. 10.  The depth was reduced to a constant 10.25 m below present 
MSL over this region, corresponding to approximately 1.5 xlO6 m3 of material 
removed. 

A typical contour plot of the change in wave height is shown in Fig. 11 
for condition C5.  The influence of the increase of depth is apparent almost 
immediately and extends over a large area, although the differences away from 
the direct shadow zone are minute.  The effect towards the shore is again 
dependent upon the wave climate.  Figures 12a and 12b show the alongshore 
distribution of the change in wave height for each of the wave climates from 
directions 1 and 5 , respectively.   In both cases the wave height immediately 
behind the dredging site has decreased, while it has increased to either side.  In 
both cases the larger wave climates are affected for a greater distance along the 
coast. 

Conclusions 

Nearshore sand bank systems protect the coast by dissipating wave 
energy offshore.   Rising sea levels, however, will lessen their effectiveness and 
permit larger waves to reach the coast.  For the sea level rise scenario used in 
the present work, wave heights at a line 1 km off the Belgian coast was 
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predicted to increase by the order of 10% by 2075.  The effects closer to the 
surf zone may be greater, as increases in wave energy were generally found to 
get larger towards the shore. 

Substantial variation in the change in wave climate along the coast was 
noted in all tests, although this effect was modulated when tests from several 
directions were combined.  The situation with regards to the sediment 
dynamics in these locations will more extreme, however, due to the highly 
non-linear relationship of sediment transport with wave height. 

The illustration of possible consequences from the extraction of 
sediment from the top of an offshore bank showed that in each case the wave 
height immediately behind the dredging site was decreased while it increased to 
either side. 
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Table 1  Test wave climates Table 2 Test wave directions 

Climate H(m) T(s) Direction °N 

A 1.0 4.0 1 347° 

B 2.0 6.0 2 332° 

C 3.0 7.0 3 327° 

D 5.0 9.0 4 

5 

322° 

307° 
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Figure 1    Predicted MSL Rises (after Warrick and Oerlemans (1990)). 
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CHAPTER 168 

WAVE RUNUP ON COMPOSITE-SLOPE AND CONCAVE BEACHES 

R. H. Mayer1 and D. L. Kriebel1 

ABSTRACT 

Laboratory experiments were carried out for regular and irregular wave runup 
over non-uniform beach profiles, including both bi-linear and concave "equilibrium" 
beach profiles. Measured runup is shown to be substantially less than that predicted 
by the Hunt Formula if the exposed beach-face slope is used to define the typical 
beach slope. More accurate runup estimates are obtained using Saville's hypothetical 
slope concept; and, Saville's method is integrated with the Hunt Formula to provide 
simple analytical estimates of wave runup over complex beach topography. 

INTRODUCTION 

One problem encountered when predicting wave runup on open-coast beaches 
is the dilemma of how to define the beach slope for use in runup predictive formulas. 
Most runup design methods have been developed from laboratory tests conducted on 
uniform beach slopes. For field application, however, where beaches are generally 
concave in shape, and where offshore sand bars or complex beach berms may exist, 
the appropriate slope for use in runup calculations is never clear. On natural beaches, 
different definitions of beach slope can typically differ by a factor of two or three 
such that runup estimates can vary by a similar amount. 

The purpose of this paper is to present a computationally-simple method for 
calculating wave runup on beaches with composite-slopes or concave shapes. This 
study consists of two main parts: (1) development of an analytical method for 
predicting runup on composite-slope or concave beaches and (2) an experimental 
evaluation of this methodology based on small-scale laboratory tests of wave runup 
for both regular and random waves. 

1 Ocean Engineering Program, U.S. Naval Academy, Annapolis, MD 21402 

2325 
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The analytical approach used in this paper integrates two widely-used methods 
of predicting wave runup: (1) the Hunt Formula, developed by Hunt (1959) for 
predicting runup of regular waves on coastal structures with a uniform slope and, (2) 
the "effective" slope method of Saville (1958), which defines an appropriate average 
slope for use in predicting runup on composite-slope structures. By combining these 
analytically, a simple quadratic equation is obtained for wave runup that can be 
solved in closed form for simplified geometries. This solution is then verified by 
comparison to wave runup measured in over 340 small scale laboratory tests 
conducted at the U.S. Naval Academy in both regular and irregular waves. 

BACKGROUND 

Most methods of predicting wave runup on open-coast beaches are variations 
of the Hunt Formula, proposed by Hunt (1959), and rewritten by Battjes (1974) as 

where H0 is the deep water wave height, L0 is the deep water wave length, tan/? is the 
tangent of the beach slope, and where £ is the surf-similarity parameter which is 
defined by tanf}/(HJLJm. Battjes (1974) showed that the dimensionless runup is 
generally equal to f over the range from 0.1<|<2.3 for regular waves acting on 
uniform, smooth, and impermeable laboratory beaches with slopes typical of many 
natural beach slopes. 

For irregular waves, Battjes (1971) also obtained reasonable predictions of the 
median runup by using the Hunt Formula expressed in terms of the median wave 
height. Mase (1989) defined the surf similarity parameter in terms of the deep water 
significant wave height and, based on analysis of laboratory tests on uniform 
impermeable slopes, developed empirical correlations between £ and the mean runup, 
the significant runup, as well as other runup parameters. Holman (1986) developed 
graphical correlations between runup and the surf similarity parameter, again defined 
by the significant wave height, based on field measurements over complex barred 
beach profiles. 

A discrepancy can be found, however, between the field results of Holman 
and the laboratory results of Mase. Mase (1989) found that the significant runup 
measured in his small-scale laboratory tests on smooth plane slopes was 
approximately twice as large as values measured in the field by Holman (1986). Mase 
speculates that his expression provides an upper bound to the scattered field data and 
further attributes the overprediction to the use of smooth impermeable slopes in the 
laboratory tests. It is our belief, however, that there is a more fundamental cause of 
this discrepancy related to the effect of beach profile geometry. 
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This contradiction between laboratory and field values for runup may be 
partly explained by considering the bi-linear profile in Figure la. As pointed out by 
Hunt (1959), the Hunt Formula will not accurately predict the runup of regular waves 
on this profile if either the beach-face slope m or the submerged surf zone slope s is 
used. Predictions based on the beach-face slope dramatically over-estimate runup 
while predictions based on the surf zone slope under-estimate the runup. Hunt (1959) 
suggested an empirical weighted average of the two slopes m and 5 for bi-linear 
geometries, but a more general method is required for more complex beach 
geometries, such as the concave beach profile in Figure lb. 

The most widely-used method for predicting runup over complex geometries 
was proposed by Saville (1957). Saville suggested that runup predictions over 
arbitrary geometries should use a hypothetical average or "effective" slope of the 
entire active surf zone, extending between the wave break point and the runup limit. 
This approach, however, is cumbersome to apply. It requires a time-consuming 
iterative solution in which: (1) a runup limit is assumed, (2) an average slope is 
calculated from the breakpoint to the assumed runup limit, (3) the runup is estimated 
using this average slope in empirical design curves, (4) the calculated runup is 
compared to the assumed value. If necessary, the new runup limit is then used to 
define a new effective slope and the process is repeated until the runup converges on 
a stable value. 

(a) Bi-Linear Profile 

Figure 1. Illustration of idealized beach profiles: (a) bi-linear composite-slope profile 
and (b) concave equilibrium beach profile. 
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INTEGRATED RUNUP METHOD 

In this study, the Hunt Formula and the Saville effective slope concept are 
integrated into one general runup equation for application to open-coast beaches. 
Because the Hunt Formula is known to describe runup for linear beach slopes, the 
numerous design curves which are traditionally used with Saville's effective slope 
method are not required. As a result, the iterative solution procedure recommended 
by Saville can be avoided, and a single expression for runup on composite-slope and 
concave beaches is found that can be solved analytically or numerically. 

Beach geometries considered in both the analytical and experimental phases 
of this study are depicted in Figure 1. These include: (1) a bi-linear profile and (2) 
a concave profile given by the "equilibrium" profile form of Dean (1977). In each 
case, the exposed beach-face slope is assumed to be linear and the tangent of this 
slope is denoted by m. The surf zone is then either represented by a linear slope, s, 
or by a concave equilibrium profile form following the theory of Dean (1977) where 
the depth h is related to the distance offshore by the relationship h—Ajf3 in which A 
is a parameter relating the general slope of the beach to sediment characteristics. 

It is assumed that the physical mechanisms of wave runup are represented by 
the Hunt Formula in equation (1) which, in dimensional form is given by 

R =  tanp  JEJT0 (2) 

Following Saville's hypothetical slope concept, tan/3 is then defined as the average 
slope between the incipient breakpoint and the runup limit. As illustrated in Figure 
2, this may be quantified numerically as 

where hb is the incipient breaking depth, Xb is the horizontal distance from the 
shoreline to the breakpoint, and XR is the horizontal distance to the runup limit. By 
combining the expression for average slope in equation (3) into the Hunt Formula in 
equation (2), a single equation for the wave runup is found in the form 

R + hb     ,r ... 

* = T-^F iTO (4) 

Note that the runup appears on both sides of equation (4) and, in fact, it appears in 
both the numerator and denominator on the right-hand-side since the horizontal runup 
limit XR is related to the vertical runup limit R by the slope of the beach face as 
XR=R/m. As a result, equation (4) can be solved for the runup R in two ways. 
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For general application over arbitrary beach geometries, equation (4) can be 
solved iteratively in the form 

Ri+i *Ri 
+ xb 

^7^o (5) 

where the subscripts i and i+1 denote old and new values in the iteration process. In 
this approach, the distances XR and Xb are determined directly from the known 
(measured) beach geometry at each step in the iterative solution. Although perhaps 
not apparent, equation (5) is much simpler to apply than the traditional effective slope 
method of Saville (1958) because there is no need to look up runup values from 
design curves. As a result, this method has the advantage that it could be added to 
any existing numerical model for surf zone hydrodynamics or sediment transport. 

BREAKPOINT 

Figure 2. Definition of effective slope for idealized beach profiles. 

For idealized open-coast conditions, one way to simplify equation (4) is to 
assume a uniform beach-face slope, m, as depicted in Figure 1. The horizontal runup 
excursion is then related to the vertical runup by XR=R/m and equation (4) gives 

R + hh R = 
mXh 

4"o- «5) 

This suggests that the runup over a concave beach profile will always be less than 
runup over a uniform planar beach. For concave beach profiles, the breaking depth 
hb is always smaller than the depth of a uniform slope projected out to the breakpoint, 
mXb. The ratio (R+hb)/(R+Xb) is then always less than unity and the runup is less 
than that predicted by the Hunt Formula using the beach-face slope, m. 
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Further interpretation indicates that if the breakpoint is near the still water 
shoreline (shore-break conditions), then as expected 

m sPU^o • 

In contrast, if the breakpoint is far offshore so that the surf zone is very wide, then 
equation (6) simplifies to the Hunt Formula based on the surf zone slope as 

R =  h ^ro (8) 

For most other conditions however, the solution will lie in between these 
limits and is may be determined by first rewriting equation (6) as a quadratic equation 

R2   +  R m ( Xb~JII370 )  - hb m JH^T0  =  0 (9) 

An analytical solution for wave runup over non-uniform beach profiles is then found 
to be given by the solution of the quadratic equation 

=== (10) | ( *WTO ) -1 + 

^ 

!   +          4   hb JH0L0 

m   (  Xb-JH0L0 )' 

Interpretation of equation (10) is somewhat difficult but approximate solutions can be 
found by applying series expansions or by solving equation (9) subject to assumptions 
regarding the magnitude of each term. Space limitations prevent a full presentation 
of these results but, in general, results show that the runup is between the limits 
suggested in equation (7) and (8). For storm conditions, it can be shown that runup 
is actually given more closely by equation (8) than equation (7), suggesting that the 
average surf zone slope, not the average beach-face slope, is most appropriate for 
runup predictions when the wave conditions are energetic. 

EXPERIMENTAL EVALUATION OF INTEGRATED RUNUP METHOD 

Over 340 wave tank tests have been conducted in order to verify the integrated 
approach of combining the Hunt Formula with the Saville effective slope concept in 
equation (10). Laboratory tests were conducted in the wave basin at the U.S. Naval 
Academy which is 13 meters long and 5.4 meters wide. Model beach profiles, having 
shapes depicted in Figure 1, were constructed of smooth impermeable PVC plastic 
sheets placed on top of an aluminum frame mounted inside a 7.5 meter long and 0.6 
meter wide test channel installed in the wave basin. Water depths in the basin were 
generally kept at 24 centimeters. 
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Regular and irregular wave tests were conducted on uniform plane slopes and 
on bi-linear profiles as depicted in Figure la. Seven combinations of slopes m and s 
were tested for regular waves while two combinations were tested for irregular 
waves. Tests were next conducted on equilibrium profiles, depicted in Figure lb, for 
regular waves only. In these tests, water levels were varied since, according to the 
hypothetical slope concept, runup for given wave conditions should be greater when 
the water level is elevated due to the steeper average slope of the surf zone. 

Waves were generated by a piston-type wavemaker and, because of the lack 
of reflection compensation in the short wave basin, test durations were kept relatively 
short. In regular wave tests, typically 10 to 20 waves were generated for each 
combination of wave height and period. For each beach configuration, 20 
combinations of H and T were tested producing 20 values of wave steepness. For 
irregular waves, tests were conducted in short "bursts" of about 30 waves. Ten such 
30-wave sets were used for each combination of significant wave height and peak 
period tested so that about 300 waves were obtained for each wave spectrum tested. 
For each structure geometry, ten values of Hs and Tp were used producing 10 values 
of spectral wave steepness. All random wave tests used JONSWAP wave spectra with 
a peak enhancement factor of 3.3 

Because the goal of this study was to evaluate the integrated runup solution 
in equation (10), measurements in each laboratory experiment included: (1) incident 
wave height and period, (2) breaking depth hb, (3) surf zone width Xb, and (4) wave 
runup. Input to equation (10) consisted of the first three, with incident waves 
converted to equivalent deep water values. For irregular waves, measurement of input 
parameters was rather complicated since the breakpoint changes from one random 
wave to the next. Both the wave runup and the location of each breaking wave were 
recorded on video tape. Breaker depth was then determined from the observed surf 
zone width based on the known geometry. 

Regular Waves on Bi-Linear Profile 

Results of tests conducted with regular waves on bi-linear beach profiles are 
shown in Figure 3. Each figure shows the normalized runup plotted as a function of 
the deep water wave steepness on a log-log scale so that the theoretical solutions plot 
as a straight line. In each figure, three theoretical predictions are shown: (1) the Hunt 
Formula based on the beach face slope m from equation (7), (2) the Hunt Formula 
based on the surf zone slope s from equation (8), and (3) the integrated runup method 
using the effective slope concept from equation (10). Though not shown, tests 
conducted on a uniform beach profile confirmed that both equation (10) and the Hunt 
Formula gave identical results in good agreement with the measured runup values for 
plane slopes. 
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Figure 3. Comparison of measured and predicted runup for bi-linear beach profiles. 
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Figure 3a shows results for a bi-linear profile with a surf zone slope of 1-on- 
15 and a beach-face slope of l-on-7.5. Figures 3b and 3c then show similar results 
where the surf zone slope was equal to l-on-20, and where the beach-face slope was 
l-on-6 and l-on-10 respectively. In almost all cases, the measured runup (shown by 
solid squares) falls between the two limiting predictions based on the Hunt Formula 
using slopes m and s. It can be seen that the integrated method based on the effective 
slope concept provides a much better prediction in good agreement with the data. 

These results suggest that the proposed method - integrating the Hunt Formula 
with Saville's effective slope concept - is capable of providing a simple unified 
description of regular wave runup on bi-linear beach profiles. For all 140 tests 
conducted on bi-linear profiles in this study, the Hunt Formula, based on the 
traditional use of the exposed beach-face slope m, over-estimates the runup by an 
average of 92%. Use of the surf zone slope, s, gives improved predictions but 
consistently underestimates the runup with an average error of 20%. The integrated 
method was found to predict runup to within an average error of 13.5%, although it 
also was somewhat biased toward under-estimating the runup. 

Regular Waves on Equilibrium Profiles 

Results of tests conducted with regular waves on equilibrium profiles are 
shown in Figure 4. In these tests, a single equilibrium profile slope parameter was 
used with A = 0.088 m1/3. As depicted in Figure 2b, a linear beach-face slope was 
then joined to this concave equilibrium profile at a depth where the slopes matched. 
Two linear beach-face slopes were tested, but results in this paper are only shown for 
one slope, m = l/8. In Figure 4, three tests results are then shown, corresponding to 
three different water levels. Figure 4a shows results for a "mean" water level based 
on a 24.1 cm water depth in the wave basin. Figure 4b then shows a "high" water 
level condition based on a water depth of 30.4 cm, while Figure 4c shows a "low" 
water level condition based on a depth of 18.7 cm. 

Each figure again shows the normalized runup plotted as a function of the 
deep water wave steepness on a log-log scale so that the Hunt Formula plots as a 
straight line. For equilibrium profiles, it is found however that neither the measured 
runup (solid squares) nor the predicted runup (open squares) based on the integrated 
method plots as a straight line with the same slope as the Hunt Formula. The reason 
for this is that, for any given value of wave steepness, the runup depends on the exact 
values of breaking depth and surf zone width. Because these vary nonlinearly on the 
concave beach profile based on the equilibrium profile shape h=Ax2'3, the solution 
is then a unique function of hb and Xb. 
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For the mean water level condition, in Figure 4a, predictions based on 
equation (10) are in excellent agreement with measured values. Both are significantly 
below predictions from the Hunt Formula using the exposed beach-face slope. The 
difference is most pronounced for high steepness conditions where, in these 
experiments, the waves are relatively large and break far offshore yet produce 
relatively small runup so that the effective slope across the surf zone is fairly small. 

In Figure 4b, for "high" water level conditions, measured and predicted runup 
agree much more closely with values predicted by the Hunt Formula using the beach- 
face slope. With the elevated water level, most waves now break on, or close to, the 
uniform beach-face slope so that the entire surf and swash zones are confined to the 
linear beach-face slope. Only in a few cases, with large waves having higher 
steepness, did waves break offshore on the concave portion of the profile so that 
runup was less much than expected from the Hunt Formula. 

In contrast, Figure 4c for "low" water levels shows a large reduction in runup 
for essentially the same wave conditions used in the previous two tests. This is the 
result of the incipient break point being located far offshore over the concave portion 
of the profile. Measured runup is far below that predicted by the Hunt Formula using 
the beach-face slope of l-on-8. Predictions based on the integrated method are in 
much better agreement but are somewhat higher than measured values. Figures 4b 
and 4c illustrate a strong dependence of runup on the profile geometry and water 
level that is rarely discussed in the literature. This should not be overlooked, 
however, as the measured values in this study show that runup may differ by about 
a factor of two over the range of water levels tested. 

Irregular Waves on Bi-Linear Profiles 

The integrated runup method in equation (10) was evaluated for irregular wave 
runup using statistical wave and runup parameters. Since most previous expressions 
for random wave runup have correlated statistical runup parameters to the incident 
significant wave height, a similar approach was used in this study. Incident wave 
conditions were described by both the mean and significant values for wave height 
and period. The mean and significant values for breaking depth and surf zone width 
were also determined from the video tape data of breaking waves. With these values 
as input, equation (10) was then used to predict the mean and significant runup values 
for comparison to the measured runup statistics. 

Results of this analysis confirmed the results of Battjes (1971) that the mean 
runup could be predicted quite well using the mean wave conditions. Equation (10) 
gave quite good results when mean wave height, mean breaking depth, and mean surf 
zone width were used without use of any empirical coefficients. Use of the significant 
wave height in equation (10) produced runup estimates that were substantially below 
the measured significant runup. These results seem to indicate that the mean wave 
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conditions describe the best average slope across the surf zone for use in runup 
predictions according to the Saville hypothetical slope method. Use of significant 
wave conditions produced a flatter average slope since the significant breakpoint is 
located much farther offshore. In the integrated runup method, this smaller effective 
slope produces smaller runup estimates that do not agree with the measured values. 

Examples of runup predictions using the integrated method in equation (10) 
based on mean wave statistics are shown in Figure 5. Dimensionless mean runup, 
defined as mean runup normalized by mean deep water wave height, is plotted against 
the mean wave steepness, defined as the mean wave height divided by deep water 
wavelength calculated by linear wave theory using the mean wave period of the 
random sea. In Figure 5a, results are shown for a baseline test on a planar beach 
profile having a l-on-15 slope. These results confirm the ability of the Hunt Formula, 
and the integrated method which is identical to the Hunt Formula for a planar slope, 
to predict the mean random wave runup on uniform plane slopes. The results are in 
contrast to the findings of Mase (1989), however, who found that the Hunt Formula 
did not describe runup on plane slopes. 

Figures 5b and 5c then show results for irregular wave runup on bi-linear 
profiles. It is evident that use of the Hunt Formula based on the exposed beach-face 
slope gives large over-estimates in the mean wave runup. Use of the integrated 
method, with the average slope defined by the mean breakpoint and the mean runup 
limit, then gives much better results. When the results in Figure 5 are analyzed, it 
is found that the Hunt Formula based on the linear beach-face slope gives an average 
error of 93% while the use of the Hunt Formula coupled with the Saville effective 
slope concept gives an average error of just 12%. As with regular waves, the 
integrated method tends to be slightly biased toward under-estimating the runup. 

Additional subjects of concern for design are the distribution of runup about 
the mean value and the extreme runup statistics. In this study, it has been found that, 
while incident waves and breaking depths are described quite well by the Rayleigh 
distribution, the runup distribution is wider than the Rayleigh distribution with both 
more small runup events and more very large runup events. As a result, the 
assumption of a Rayleigh distribution for runup is not valid over composite-slope 
beaches. 

Results of this study indicate that the ratio between the significant runup and 
the mean runup is between 1.5 and 2.0, with an average of about 1.8. In contrast, 
the Rayleigh distribution would suggest a ratio of 1.6. Similarly, the ratio between 
the average of the largest ten-percent of the measured runup events to the mean runup 
varied between about 1.8 and 2.7 with an average of about 2.25. The Rayleigh 
distribution would suggest a ratio of 2.0. In general, no specific functional 
dependence was found between these ratios and either wave steepness or the surf 
similarity parameter, although there was a general trend toward greater ratios for the 
higher-steepness, more energetic waves.. 
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Figure 5. Comparison of measured and predicted runup of irregular waves on (a) 
linear profile and (b) bi-linear profiles. All wave heights are mean values. 
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Alternative Integrated Runup Method 

The integrated runup method presented above works well but is complicated 
by the requirements that: (1) the breakpoint of incident waves must be determined a 
priori and (2) the runup limit is initially unknown and enters the description of the 
effective beach slope. An alternate effective slope concept of de Waal and van der 
Meer (1992) overcomes these difficulties by defining the effective slope between 
points on the profile that are a distance of H0 above and below the still-water level. 
For a bi-linear beach profile, the effective slope according to de Waal and van der 
Meer is given by tanfi=2ms/(m+s) and the runup based on the Hunt Formula is then 

2ms (ID 

Results of equation (11) for the mean runup are shown in Figure 6. Also shown are 
the predictions from the integrated method in equation (10) and from the empirical 
equations of Mase (1989). As shown, the method of de Waal and van der Meer 
produces results that have approximately the same average error as obtained using the 
Saville effective slope concept. The method of Mase over-estimates the runup 
severely primarily since it is based on planar uniform slopes. 
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Figure 6. Comparison of measured and predicted mean runup in random waves from 
various prediction methods. 

CONCLUSIONS 

This paper has included two main parts: (1) the development of a simple 
integrated method for predicting runup on composite-slope beaches and (2) the 
experimental verification of this integrated approach in both regular and irregular 
waves. It has been shown that by combining the Hunt runup formula with the Saville 
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effective slope concept, an analytical solution is obtained for runup over idealized bi- 
linear and equilibrium beach profiles. The solution can also be obtained by iterative 
methods for use in existing numerical models for surf zone hydrodynamics or beach 
profile change to estimate the runup over more complicated beach geometries. 

The integrated method demonstrates that runup over concave and bi-linear 
beach profiles is less than would be expected from the Hunt Formula based on use 
of the exposed beach-face slope. Laboratory tests conducted on impermeable smooth 
slopes tend to verify the analytical solution for both bi-linear beaches and concave 
equilibrium beaches in both regular and random waves. While additional work on 
extreme runup statistics in random waves is needed, preliminary results indicate that 
the integrated method can be applied directly using the mean incident wave height to 
estimate the mean runup. 
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CHAPTER 169 

Simulation of nearshore wave current interaction by coupling 

a Boussinesq wave model with a 3d hydrodynamic model 

ROBERTO MAYERLE, ANDREAS SCHROTER and WERNER ZIELKE 
1 

ABSTRACT 

This paper describes a deterministic modelling system under develop- 
ment at the Institute of Fluid Mechanics in Hannover to simulate three dimen- 
sional wave induced currents and the morphological evolution in the nearshore 
region. It is basically a coupling of a 2d Boussinesq wave model which predicts 
the wave motion along the horizontal direction with a 3d hydrodynamic, sedi- 
ment transport and morphodynamic models that simulate the time averaged 
wave induced currents and the associated changes in the bathymetry due to 
sediment transport. It is intended to improve the understanding of morpholo- 
gical processes, investigate the impact of sea level rises due to climate change, 
study extreme events and assess in the selection of cost effective measures for 
coastal protection. Results of a demonstration of the simulation of the wave 
induced currents along a nearshore region in the Baltic Sea are shown. 

1. INTRODUCTION 

Along the coast it is possible to distinguish between the erosion processes 
due to mean hydraulic conditions, that has an impact on large time scales 
(seasons, years), and due to extreme hydraulic conditions, that are restricted to 
small time scales (hours to days). Beach and dune erosion at large time scales 
are usually due to net positive, longshore sediment transport gradients. Short 
term erosion takes place occasionally during less frequent extreme events such 
as storms and hurricanes and the significant profile changes are restricted to 
the upper part of the coastal profile. 

On the other hand, the morphological evolution in the nearshore region 
is the result of highly complicated three dimensional processes that combine tur- 

1 Institute of Fluid Mechanics and Computer Applications in Civil Engineering, University 
of Hannover, Appelstr. 9 A, D-30167 Hannover, Germany 
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bulent, oscillatory (wave) and current motion. In particular within the breaker 
zone the turbulence generated by wave-breaking is intensive. A number of hy- 
potheses have been formulated to decribe the process of bar formation within 
the surf zone. Although it may involve several mechanisms, the most reasonable 
explanation relates to the wave driven circulation currents in the vertical plane 
known as undertow. If a movable bed with constant slope is exposed to waves, 
a bar will develop close to the point of wave breaking. This is due to the sedi- 
ment transport within the breaker zone being directed away from the coast due 
to the undertow. Besides, intensive wave breaking generates high turbulence 
levels causing large amounts of sediment to suspend, thus being the transport 
of this suspended sediment the predominant transport mechanism under such 
conditions. 

Until recently most of the numerical model simulations in the nearshore 
region have been carried out using 2d models. Although in some cases it is pos- 
sible to capture the main patterns with depth or laterally averaged models, only 
part of the sediment transport is taken into account, i. e. either the longshore 
or the cross-shore sediment transport is captured. In other words the models 
describe either the transport along with time and depth averaged currents, or 
the transport due to waves and vertical circulations in a more or less cross-shore 
profile. In more complex situations, it makes little sense and neither transport 
should be neglected. 

Nowadays, there are a number of numerical models under development 
for short term coastal profile evolution for direct incoming waves. An intercom- 
parison among six models developed with different degrees of refinement and 
empirism was carried out by Hedegaard et al., 1992. The models were tested 
against experimental results obtained at the large wave flume in Hannover in a 
pure 2d depth vertical case. The results showed that it is relevant to go to full 
or quasi 3d modelling of currents and suspended sediment to be able to judge 
where the major research efforts should be spent in the years to come (Roelvik' 
and Br0ker, 1993). 

The 3d modelling system under development is intended to handle short 
term events in the nearshore region and to reproduce wave induced currents and 
the associated changes in the bathymetry adequately. It is also to improve the 
understanding of morphological processes, investigate the impact of sea level 
rises due to climate changes, study extreme events and assess in the selection 
of cost effective measures for coastal protection. With the improvements in 
computer efficiency and algorithm performance, process-based or deterministic: 
wave modelling in the time domain are within reach. However, unless the wave! 
phenomena in the horizontal direction is properly simulated there is little gain 
in going to three dimensional modelling. As linear wave models do not apply, 
well in the nearshore region, the proposed modelling system is a coupling of a 
2d nonlinear time discrete Boussinesq wave model with a 3d hydrodynamic and- 
sediment transport models. The wave model computes the wave field along the 
horizontal direction whereas the 3d model is responsible for the time averaged' 
wave induced currents and the associated changes in the bathymetry due to 
sediment transport. The suggestions proposed by Svendson and Lorenz (1989) 
in solving a modified set of the Navier-Stokes equations for three dimensional 
wave induced currents were followed. The radiation stresses, wave set-up and 
wave trough level needed for the solution of these equations result from the 
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application of the wave model. A description of the approach adopted and a 
demonstration of the simulation of the wave induced currents along a small 
stretch on the German coast in the Baltic Sea are presented. 

2. APPROACH 

The three dimensional wave induced currents are described by a set of modified 
Navier-Stokes and the continuity equations that are solved respectively for the 
velocities along the horizontal plane and vertical. The velocities along each 
direction (x, y and z) are replaced by three contributions respectively: the mean 
(current) component (U, V and W); a purely periodic component correspondent 
to the wave motion (uw, vw and ww) and a turbulent velocity fluctuation (V, v' 
and to') as follows: 

u — U + uw + u' 

v = V + vw + v' 

w   =   W + ww + w' 

(1) 

The resulting set of modified Navier Stokes equations (Svendson and Lorenz, 
1989) are: 

dU_     dlP_     dl/V     dUW     d(uj - v>l)     du^v^    du^w^ _ 

dt       dx        dy dz dx dy dz 

db     d(ii'2 — wn)     du'v'     du': 

dx dx dy (2) 

dv t dv2 ^ duv | dvw | d(vi - wj) | du^;   dv^i 
dt       dy        dx dz dy dx dz 

db     d(v'2 — w'2)     du'v'     dv'w' 

dy dy dx dz 

In the equations t is the time, g is the acceleration due to gravity and b is 
the wave set-up. The superscripts ~ and "have been used to denote respectively 
ensemble-averaging and averaging over a wave period. The terms dU /dx and 
dV2/dy represent the momentum flux from the cross-shore and long-shore cur- 
rents whereas the UV-teim represents the coupling between the two current 
components. The u2,—w^ and v^—w^ are the wave radiation stress components. 
The <9/<9a:-component is one of the key elements in the driving mechanism for 
the undertow although it is generally small in comparison to other components 
such as the pressure term dbjdx. The uwvw is the tangential radiation stress 
term reponsible for creating the longshore flow duwvw/dx and the crossshore 
flow duwvw/dy. The terms duwww/dz and dvwwwjdz represent the horizontal 
stresses created by the oscillatory wave components. The remaining terms are 
the Reynolds' stresses. 

The vertical velocity is obtained by solving the continuity equation similarly to 
the approach used by Pechon, 1992: 

8U_     dV_     dW_ 

dx      dy      dz 
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The equations are applied only within the central layer, from the bottom bounda- 
ry layer to the wave trough level. Above the wave trough level, where there is 
water only part of the time, a current velocity component cannot be defined. 
Their solution assumes knowledge of the oscillatory wave motion to determine 
the radiation stresses and to define the wave set-up elevation and the wave 
trough level. An eddy viscosity model based on the mixing length is used for 
computing the Reynolds stresses. At the bottom, a partial slip boundary con- 
dition related to the logarithmic law is used. At the wave trough level, the wave 
induced currents are computed similarly to the other nodes located within the 
central layer, since it is also within the water body. The pressure distribution 
is assumed uniform along the vertical and the radiation stresses come from the 
application of the wave model. 

3. MODELLING SYSTEM 

The modelling system includes a wave module that computes the wave 
related quantities (wave trough level, wave set-up and radiation stress) and 3d 
hydrodynamic, sediment transport and morphodynamic modules responsible 
respectively for the three dimensional wave induced currents, sediment transport 
(bed plus suspended loads) and bed evolution. 

The wave module is based on an extended form of the Boussinesq wave 
equations with improved dispersion and shoaling properties in deeper water 
(Schroter et al., 1994). Refraction, diffraction, reflection and interaction of the 
different directions of incoming waves and components are included (Priiser 
and Zielke, 1990). Short and long water waves of arbitrary shape with high 
resolution up to depth to wave length ratio of about 1.5 can be handled ade- 
quately. It should be stressed that although the equations are solved for the 
depth averaged wave induced currents along the horizontal directions, a vertical 
velocity distribution is implicit in the derivation of the Boussinesq equations. 
A parabolic and linear distribution along the vertical apply respectively for the 
horizontal and vertical velocities. Besides, since the resulting velocities are al- 
ready wave induced components, the current component contribution needs to 
be subtracted in order to determine the oscillatory wave motion and thus the 
radiation stress distribution along the vertical. 

The hydrodynamic module uses a numerical model originally developed 
at the Center for Computational Hydroscience and Engineering in Oxford, USA. 
The first author participated in the development, improvement and verification 
of the model. It was originally developed to solve two Navier-Stokes for the 
velocities along horizontal directions, the kinematic condition on free surface for 
the surface elevation and the flow continuity equation for the vertical velocity 
component (Wang et al., 1992). The model was changed to solve the modified 
set of Navier-Stokes and continuity equations from the bottom to the wave 
trough level. It uses quadrilateral structured grids with constant number of 
nodes along the vertical. Along the horizontal the grid system is kept troughout 
the simulation wheareas along the vertical it adjusts itself to the changes in the 
wave trough level and bathymetry. 

In the sediment transport module, the total load is obtained by adding 
bed to suspended loads. The bed load is based on empirical equations and the 
suspended load results from the solution of the covection-diffusion equation. 
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The influence of the waves on the sediment transport is included. The morpho- 
dynamic module or the bed evolution module is assumed to be governed by the 
sediment continuity equation. 

The wave induced currents and the associated changes in the bathymetry 
are obtained in sucessive steps using alternatively the wave, hydrodynamic and 
morphodynamic modules (Figure 1). Along the horizontal directions the grid 
system is kept the same. A constant number of nodes throghout the domain is 
defined along the vertical direction for the three dimensional simulations. The 
simulations for a given bathymetry begin with the wave module and are carried 
out until the changes in the time integrated wave related quantities are no longer 
significant. Then the time averaged radiation stressess (at every node within 
the three dimensional domain), wave set-up elevation and wave trough level 
are determined. Next, a nearly steady state three dimensional wave induced 
current is computed below the wave trough, for the same bathymetry, by the 
hydrodynamic module. In the sediment transport module the total sediment 
transport is evaluated. Finally, the resulting wave induced currents are used to 
compute the bed elevation changes by the morphodynamic module. Once the 
bed evolution anywhere in the domain is significant, the wave module is recalled 
and updated wave related quantities are determined for the new conditions. 
This sequence is carried out repeatedly advancing the solution in time. 

• 

WAVES             BATHYMETRY 
i                                  i 

2d modelling wave module 
•"     —      "        •-         •"        "         "               T     '"        - 

3d modelling 

hydrodynamic module 
1 

sediment transport module 
I 

morphodynamic module 

Figure 1. Modelling system. 

4. DEMONSTRATION 

Results of a demonstration of the modelling system to the simulation 
of three dimensional wave induced currents without sediment transport along a 
nearshore stretch were carried out to show its applicability. The domain simu- 
lated (300m longshore by 120m cross-shore) is a small stretch on the German 
coast in the Baltic Sea (Figure 2) with two lines of groynes (150m apart) normal 
to the coastal line. The bathymetry was defined from five cross-shore profiles. 
Wave conditions measured in June 1992 at three gauges located in the center, 
just upstream of the simulated domain were considered in the simulations. The 
estimated wave spectrum used in the simulations is shown in Figure 3.  Wave 
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lengths from 15m to 70m and mean water depths from 0.2m to 2.9m were ob- 
served. The simulations were carried out for the conditions described above. 
Only wave induced currents without sediment transport were considered. 

'""»'»<«,«, 
'""'••n, 

Figure 2. Bathymetry of the simulated domain. 
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Figure 3. Measured spectrum of the incoming waves. 
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The simulations with the wave module (Boussinesq model) were carried 
out for 500s. Results at this time level are shown in Figure 4. Experience shows 
that at least 10 nodes are required per wave length in order to capture the main 
wave phenomena properly. Therefore, a highly refined finite difference grid with 
152 by 292 nodes (Ax = Ay = lm) in conjunction with time steps equal to 0.1s 
were used. The information needed to define the three dimensional domain and 
to solve Eqns. 2 to 4 were obtained by averaging the results obtained in the 
application of the wave module from the time levels 250s to 500s. 

Figure 4. Simulated waves with the Boussinesq wave model. 

The three dimensional simulations used a slightly coarser grid along the 
horizontal directions. The domain was defined by 73 x 38 nodes respectively 
along the longshore and cross-shore directions. A 4m grid spacing was consi- 
dered along the horizontal directions. Along the vertical, 10 nodes were placed 
from the bottom to the elevation of the wave trough level. On the sides of the 
domain, total slip boundary conditions were used. Results of a quasi-steady 
state wave induced current field are shown in Figures 5 to 7. In Figures 5 and 
6 the resulting three dimensional wave induced currents respectively at the bo- 
ttom and at the elevation of the wave trough level are shown. Although the 
circulations are mainly along the horizontal directions, vertical circulations are 
also present. Notice that in the vicinity of the sand bank the velocities are 
directed seawards especially near to the bottom. 

The tracks of several particles released from two different velocity pro- 
files (see Figures 5 and 6) are shown in Figure 7 to illustrate the highly three 
dimensional conditions in the vicinity of the sand bank. Although it is difficult 
to judge without direct comparisons with measurements whether the resulting 
wave induced currents were adequately captured, it can be seen that they are 
highly three dimensional. 
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Figure 5. Three dimensional wave induced currents at the bottom. 
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Figure 6. Three dimensional wave induced currents at the wave trough level. 
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Figure 7. Particle tracks. 

5. CONCLUSIONS 

This paper shows the results of a simulation of a stretch on the Ger- 
man coast using a 3d deterministic wave modelling system under development. 
The results show the models ability in describing highly complicated condi- 
tions within the surf zone. The coupling of a Boussinesq wave model with a 3d 
model implemented with a set of modified Navier-Stokes equations enables the 
most important wave phenomena of interest to the coastal engineer to be cap- 
tured. Further improvements and verifications of individual models, treatment 
of boundary conditions and of the layer between wave trough and wave crest, 
incorporation of hydrodynamic pressure, improvements to the sediment trans- 
port module as well verifications of the modelling system with three dimensional 
measurements are envisaged. 
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CHAPTER 170 

EXPERIMENTAL RESULTS OF WAVE TRANSFORMATION 
ACROSS A SLOPING BEACH 

Constantine D. Memos1, Member ASCE 

Abstract 

Experiments have been conducted to investigate the transformations of 
the wave characteristics induced by a uniformly decreasing sea bed. These 
transformations were recorded on both the frequency and the time domain 
representations of random wave trains. The coastal zone upwind of severe 
breaking was studied. Among the findings it is noted the tendency of the 
spectrum width parameter to decrease at a slowing rate as the waves 
propagate on shoaling waters. Also, the correlation coefficient between wave 
heights and periods seems to inversely follow the variations of a measure of 
the wave heights. A mathematical model has been developed based on 
existing results for shoaling, wave breaking and decay. This model applicable 
to a wide area of the surf zone predicts adequately the evolution of the joint 
probability between wave heights and periods provided by the experimental 
results. 

Introduction 

Wind wave modeling in the surf zone and the transitional waters is of 
central importance to coastal engineering. Albeit, shallow water waves in 
coastal areas are much more complex to model compared to waves in deep 
water. The transformations of random waves propagating into shallow water 
are governed by various processes, that are usually described by the source 
terms in an energy-balance equation. Apart from the wind action on the sea 
surface, the dissipation due to "white capping" and the nonlinear wave-wave 
interactions, factors that influence wave propagation in deep water, 
shallow water waves are additionally affected by processes such as shoaling, 
refraction, diffraction, reflection, bottom friction and wave breaking due to 
depth limitation. 

1 Civil Engineering Department, National Technical University of Athens, Greece. 
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Depth-controlled shoaling and wave breaking play a dominant role in 
modifying the waves as they travel across the beach. The depth-induced 
wave breaking affects the whole frequency band in a way similar to the 
shoaling process. In fact, breaking can be regarded as the final stage in a 
combined shoaling/breaking transformation. This transformation can be 
tracked either on the frequency spectrum of the incoming waves or on the 
relevant statistics of wave heights and periods based on the representation of 
the wave train in the time domain. 

The latter representation contains more information on the statistical 
structure of the sea state and seems to suit better the probabilistic approach 
to the design of coastal defences. 

Existing Results 

Various approaches have been used in the past to investigate and 
model the transformations to the probability density function (pdf) of the wave 
heights induced by wave shoaling/breaking due to depth limitation. The earlier 
models (Collins, 1970; Battjes, 1972; Kuo, 1974; Goda 1975) describe shoaling 
as only dependant on the local water depth. The common idea of all local- 
depth models is to cut off the portion of the wave height pdf beyond a 
breaker height controlled by water depth. 

Collins and Battjes used a sharp cut-off of the Rayleigh pdf with all 
broken waves having heights equal to the breaker height 1%. Kuo and Kuo 
assumed the broken waves to have some height smaller than HD after 
breaking and produced a sharply truncated Rayleigh pdf renormalized to unity. 
Goda's approach constitutes a refined version of the previous methods in that 
wave breaking occurs with linearly varying probability over a range of wave 
heights Hbi to Hk2, resulting in a distribution with a gradual cut-off around Hb. 
Figure 1 illustrates the above assumptions as regards the modification of the 
wave height pdf due to wave breaking. 

Rayleigh 

x 
a. 

X 
a. 

Rayleigh 

rwrKz 
Rayleigh 

H    0 Hb HO Hbi     Hb2       H 

COLLINS  1970 
BATTJES  1972 KUO  &c  KUO  1974 GODA  1975 

Fig.1 Modification of wave height pdf due to wave breaking 
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A second type of models (Battjes & Janssen, 1978; Thornton & Guza, 
1983; Battjes and Beji, 1992) are based on integrating the energy-flux 
balance equation with wave height as it is transformed by the shoaling 
process along a path starting in deep water. Models applying the energy-flux 
balance calculate wave heights by employing the energy dissipation due to a 
bore, to model the shallow-water wave breaking. This involves a bore 
dissipation function adjusted through a variable parameter to each individual 
breaker type. 

To simplify the analysis both types of models assume that the waves 
are narrow-banded in frequency, so that all wave heights of the distribution 
are associated with the same average frequency. Therefore, starting in 
deep water, the wave heights are described by the single parameter Rayleigh 
pdf, which is modified accordingly as the waves propagate over the shoaling 
beach. 

A further method to tackle the problem of random wave shoaling is the 
wave-by-wave analysis, that permits more realistic inclusion of the physics 
of the process. This approach selects randomly offshore waves from a 
known joint distribution between heights and periods, transforms individual 
waves and then reassembles the wave heights into probability distributions 
across the surf zone. In fact recent studies indicate that much of the 
behavior of random waves in the surf zone can be represented by the 
behavior of a set of individual regular waves (Dally and Dean, 1986; Ebersole 
1987; Dally 1990; etc). Dally (1992) presented such a method by using 
as input the joint pdf of wave heights and periods proposed by Longuet- 
Higgins (1983). However, this density function is limited mainly to narrow 
banded spectra. It is noted that a simpler technique employing only the 
characteristic wave height and the wave period at peak has been suggested 
by Kamphuis (1994), avoiding the computations for many regular waves as 
originally proposed. However, this approach is suited rather for the spectral 
representation than for the joint pdf of the waves. 

Scope of Present Research 

Motivation for the present investigation was provided by recent results 
regarding the joint pdf of wave heights and periods applicable to the more 
realistic broad banded power spectrum (Memos & Tzanis, 1994). The scope 
of this research is to study experimentally the transformations on the time 
and frequency domain incurred during the initial phases of shoaling in the 
tranzitional water depths prior to intense breaking. Also, a synthetic model on 
the joint pdf of shoaling/breaking waves in a wider zone of a uniformly sloping 
bed is presented along with some initial results. 

The experiments have been conducted in the 50 m-long random wave 
flume of Imperial College, London and the data analysis was performed at the 
Technical University of Athens. 
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Experimental Set-up 

The experiments aimed at studying the behavior of random 
unidirectional waves propagating over a beach of decreasing depth and they 
were carried out in a 50m-long random wave flume. The set-up allowed data 
collection at probes placed over a flat beach sloping at 5.5%, while 
the water depth was kept around 1m over the horizontal bed of the flume 
(Fig. 2). 

wave  machine 
probe  0 

30.8m 

[v.      to 

+—\' k H 

1H9}>fTr 

5.5% slope 

Fig.2 Experimental set- up 

The random wave machine spanned the 2.78 m wide flume and was 
fed with signals of prescribed spectral characteristics. The data were 
collected from twin wire probes through an analog-to-digital converter. In all 
27 runs were carried out, each one having a different input signal. 

The transitional waters and outer surf zone was mainly investigated, 
where wave breaking and set-up occured at low percentages, thus excluding 
the significant effect of wave reforming, which could otherwise "contaminate" 
the results of the present study of the shoaling process. Also, in this region 
the bed friction effect was rather reduced and could easily be ignored. 

The investigation of the transformations referred to both the frequency 
and the time domain representations of the wave train. 

Main Findings and Discussion 

The main results related to the transformation 
across the outer surf zone are based on results 
perimental runs. These findings are the following: 

of the power spectrum 
of 4 representative ex- 

(a) In general the peak frequency of the input spectrum did not change 
significantly after the waves have travelled for 31m from the wave 
machine to the first probe. 
Also, the peak energy density and the frequency at peak tend to be 
stable as the waves propagate over the beach. This happened in all 
27 runs. The shape of the spectrum around the peak was found to be 
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stable, too. It is noted that since we are studying the outer surf zone, 
with little wave breaking the spectrum tends to increase slightly in 
energy prior to major dissipation due to intense wave breaking. 
The above stability of the shape of the spectrum and of the 
frequency at peak have been reported also by other researchers (Cai 
et al., 1992; Resio, 1987; etc). 

(b) A systematic modification of the rear face of the spectrum was taking 
place as the   waves propagated into shallower waters.  This is due 
to conservative   non-linear effects in accordance with 
Kitaigorodskii's modification of the tail of the spectrum in shallow 
water behaving there like f"3 rather than f-5,  where f the frequency 
(Bouwes and Komen, 1983). 

(c) A transfer of energy to the forward face of the spectrum was also 
noticed. This, has again been verified by other investigators (Mase & 
Kirby, 1992; Resio, 1987). 

(d) A second peak is usually being developed at twice the peak 
frequency of the spectrum, presumably due to bound waves 
(Bendykowska and Werner, 1989; Memos, 1990; etc.). 

All points mentioned previously can be observed in Fig. 3. 

T3 -a 

Up (at wavemaker)=4 rad/sec     o     uip(at wavemaker)=5 rad/sec 

RUN   25 

u(rad/sec) u(rad/sec) 

Fig. 3 Modification of wave energy spectrum 
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(e) A systematic narrowing of the spectrum established by the 
decrease of spectral width e as the waves propagate from deep 
water toward the surf zone was detected (Fig. 4). It appears that a 
lower limit of e around 0.4 is reached at the most innershore probe, 
regardless of the initial width of the input spectrum (with e>0.4). 
This seems to be a new result. 

0.7 

0.6- 

0.5- 

0.4- 

0.3 

0.2- 

0.1- 

0.0 
0.1 

_   RUN  22 
RUN  25 

0.2 °-3  H      /h nrms/n 

Fig. 4 Variation of bandwidth parameter e across the beach 

Referring to the variation of wave heights and periods across the slope, the 
following points can be made for the time domain representation of the 
waves: 

(f) No major deviation of the wave heights pdf from the Rayleigh 
distribution occurs within the considered zone. Only a small 
redistribution of energy seems to take place around the peak of the 
pdf of wave heights (Fig. 5). This has been reported, also, by 
Thornton & Guza (1983). 

(g) A mild increase of the mean wave period with wave propagation was 
also detected (Fig.6). 

(h) The joint pdf of wave heights H and periods T showed an overall 
stability in line with the stability displayed by the energy spectrum. 
This can be seen in Fig. 7, where the corresponding joint pdfs for the 4 
locations have been plotted for one run. 
However, a trend of more H-T pairs accumulating close to the modal 
values was uncovered by estimating the double integral 11 pdHdT for, 
say, p>1.0. The results for 2 runs shown in Fig. 8 exhibit this ten- 
dency. 
This accumulation can also be verified in the marginal distribution of 
wave heights along the mean period, as shown in Fig. 9. 
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RUN  25         probe (0) — 
probe  (1) — 
probe (2) — 
probe  (3) — 

"" r 
0        0.2 0.4 H/HM 

Fig. 5 Evolution of wave height distribution 

12- 

^  4 o 
V 
A  3- 

2- 

RUN  22 
RUN  25 

Distance 

0) (2) 
~T- 

(3) probe (0) 

Fig.6 Variation of wave height and period across the beach 
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Fig. 7 Joint pdf of H-T at 4 gauges 
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+ RUN   21 

RUN  23 

probe  (0) (1) (2) (3) 

Fig. 8 Higher probabilities for higher waves 

RUN  25 

1.0- 

probe (0) 
probe (1) 
probe (2) 
probe (3) 

1.0 2.0 H/HM 

Fig. 9 Marginal distribution of H along the mean period 

(i)       The variation of the correlation coefficient r between wave heights 
and periods can be seen in Fig. 10. A similar trend with that of the 
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spectrum bandwidth parameter e can be observed, the difference 
lying in that r reaches a minimum value within the outer surf zone 
under examination. This seems to correspond to the variation of the 
wave heights over the slope. For decreasing H we obtain increasing r 
and vice versa (cf Figs 6 and 10). 

r A 

0.7- 

0.6- 

0.5- 

0.4- 

0.3- 

0.2- 

0.1- 

0.0-- 
0.1 0.2 °-3   H      /h nrms/" 

Fig. 10 Variation of r(H,T) across the beach 

This relation can be said that is generally valid in wind waves: for large 
enough wave heights the inherent correlation between heights and 
periods becomes looser and the extreme wind waves are in general 
associated with a narrow band of periods. The same phenomenon is also 
demonstrated in the scatter diagrams of short term wave heights and 
periods, which are nearly symmetrical for large wave heights with respect to 
a vertical axis, implying little correlation between H and T. 

Based on the experimental data the relationship between the variation 
of r and wave height is depicted in Fig. 11, which clearly shows that indeed 
there exists a kind of law between the two variables. 

The horizontal axis denotes the relative increase of the wave height 
in terms of AHlH, H mean value, and the vertical gives the variation Ar. A 
main feature of the graph is that for an increase in H we have a 
corresponding decrease in r, and vice versa, as already noted previously. 

A Simple Wave Shoalind/Breaking Model 

A mathematical model based on existing results for depth-induced 
shoaling, wave breaking and decay has been developed to check the 
experimental data. The wave-by-wave approach, referred to previously, has 
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been applied. It is noted that this technique is better suited for the surf zone 
rather than the transitional waters where our experiments were confined. 
However, its performance in such depths was quite acceptable, as it will be 
shown later. 

• Ar 

Fig.11 Relation between AH and Ar. 

Cnoidal wave theory has been assumed to apply for the shoaling 
process and as a good first approximation the record at probe (0) was 
assumed to represent deep water conditions. Following Shuto (1974) as 
modified by Goda (1975), the shoaling transformations given below were taken 
into account. 

H = H0 K(h),   h > hi 

H = H0 K(h1)(h1 /h)2/7      h2 < h £ hi 

(1) 

(2) 

where   H0, L0 deep-water wave height and wavelength 
H, L wave height and wavelength at depth h 
K(x) = 1/{ [1+(4nx)/Lsinh(4nx/L)] tanh (2nx/L) }1/2 (3) 
^2 = 0.209 H0LoK(hi) (4) 
h2 = 0.8 hi (5) 

When h<h2, then solution of the following equation provides the shoaling 
coefficient Ki=H/H0 

K^VKi-B) - C = 0 (6) 
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where   B = 1.382h/h0 (HQ/LQ)1^ (7) 
C = C2 (Lo/h)3/2 / (2nHo/L0)1/2 (8) 
C2 = 3.693 K(hi) (h2/L0)3/2 [(0.558 HQ/LQ)!/2 - h2/L0 ]       (9) 

The breaking criterion proposed by Weggel (1972) has been assumed. 
This reads as follows 

Hb 7hb b 
— = (1/7) tanh [ ] (10) 
L L     1+Q(hb/gT2) 

where   Hb wave height at breaking 
T wave period 
a = 43.75 [1-exp(-19m) ] (11) 
b = 1.56 / [1+exp(-19.5 m) ] (12) 
m bed slope 
hb still water depth at incipient breaking. 

Finally, wave decay after breaking has been included in the model after 
Dally et al. (1985) as follows. 

H (G/m)-0.5 
— =[(1+c)(h/hb) -c(hVh'b)2]1/2 (13) 
Hb 

where H    the height of the decaying wave 

GI-2 
c =  (h/H)b2 (U) 

m[(2.5)-(G/m)] 

G    decay coefficient ( ~0.2 or lower) 
T~ 0.35+ 0.40 

Applying the above synthetic model to the experimental conditions 
mentioned earlier and taking as deep water conditions those recorded at 
probe (0), joint pdfs at locations (1), (2) and (3) can be produced for direct 
comparison with the experimental data. Figure 12 contains the model results 
for run 22 which are comparable with the experimental results shown in Fig. 
7. 
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2.0 0 

Fig. 12   Model results for run 22 
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The model results verifies the observed only slight variability of the joint 
probability structure, as the waves propagate over the sloping bed. 

Agreement between the two sets of results is quite acceptable, despite 
the fact that the wave-by-wave technique is better suited for the surf zone 
inshore of probe (3), as noted above. Results for other runs indicate the same 
trend and agree similarly well with experimental data. 

Conclusions 

Focusing on the new findings of the present research, we can 
conclude that the variations of both the bandwidth parameter e and the 
correlation coefficient r between wave heights and periods across the 
outer surf zone, follow a trend resulting from a general law governing the 
correlation between wave heights and periods for large heights. The 
correlation coefficient r(H,T) is closely related to the variations of a measure 
of the wave height across the beach, while the decrease of e seems to flatten 
out within the surf zone. 

Also, that a synthetic model developed on existing results can 
adequately predict the variation of the joint probability density function 
between waveheights and periods in the outer surf zone of a sloping beach. 
Improvement of the model is currently underway by abolishing the assumption 
that the deep water conditions occur at probe (0) and, also, by assuming 
Stokian waves of the 3rd order rather than cnoidal waves for the shoaling part 
of the process. This description of the waves may suit better a transitional 
zone of deeper waters as those present in the experiments. 
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CHAPTER 171 

A RELATIVE INTERCOMPARISON BETWEEN VARIABLE WAVE 
SHOALING, BREAKING AND TRANSITION ZONE FORMULATIONS 

G P Mocke, F Smit1 

Abstract 
The description of nearshore structural and sedimentary dynamics is highly dependant 
on a quantification of the nearshore wave regime, which is subject to bathymetry 
induced transformation effects. Assuming straight and parallel bottom contours, 
computed wave heights and water levels using variable wave shoaling, incipient 
breaking, wave decay and transition zone formulations are compared with 
measurements. 

1 Introduction 
Waves approaching the shoreline undergo transformations due to shoaling and 
refraction effects. The most significant such transformation, however, occurs 
coincident with the breaking process, where a dramatic change in wave form occurs. 
Associated with wave height decay is an internal transition from predominately 
oscillatory, irrotational motion to a highly rotational state where breaker generated 
turbulent kinetic energy (TKE) is strongly dissipated. 

As reviewed by Ham et al (1993), complex numerical methods have been relatively 
successfully applied to the highly non-linear shoaling region. However, in order to 
have more efficient tools for engineering application a number of analytical 
formulations have been proposed. In the present study a comparison is made between 
linear theory and two of the simplest such formulations, namely first order cnoidal 
and parametrized solutions proposed by Isobe (1985) and Swart (1978) respectively. 
For defining the onset of wave breaking, the earlier criteria of Weggel (1972) is 
compared with formulations of Moore (1982) and Larson and Kraus (1989). 

Energy dissipation in a breaking wave is often formulated (Battjes and Janssen, 1978) 
as being equivalent to that across an hydraulic jump. An alternative approach 
proposed by Dally et al (1984) relates the rate of energy dissipation to the excess of 
energy beween the actual and a stable wave energy flux. Despite generally 
favourable wave height comparisons with measured values, a consistent lag between 
the maximum gradient of wave energy and that of setup and return flows has been 

1 Research Engineers, CSIR, P O Box 320, Stellenbosch 7599, South Africa 
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observed (Roelvink and Stive, 1989). 

Such findings relate primarily to the manifestation of a transition zone immediately 
after breaking across which waves undergo transformation into turbulent bores. 
Svendsen (1984) defined the extent of this zone to be equivalent to the area of near 
constant mean water level. It was proposed by Basco and Yamashita (1986) that the 
width of this zone would vary in relation to the surf similarity parameter. 

Svendsen (1984) incorporated the effect of the transition zone in the energy 
conservation formulation by including a storage term representing an initial 
conversion of organized wave motion into forward momentem flux in the roller. A 
similar term proposed by Roelvink and Stive (1989) considers a local imbalance of 
production and dissipation of TKE. Drawing on the concept (Svendsen, 1984) of a 
surface roller "riding" on a wave front, Nairn et al (1990) incorporate a relation 
proposed by Deigaard and Fredsoe (1989) whereby dissipation is modelled as the 
work performed by a shear stress at the interface between the roller and the organized 
wave motion. In a fundamentally different approach Okayasu et al (1990) 
incorporate a term representing the initial transfer of kinetic energy to organized large 
vortices before subsequent conversion to dissipative TKE for an evaluation of the 
various transition zone relations. 

Lacking explicit measurements of energy dissipation rates in the surfzone, the present 
study deduces the cross-shore distribution of this parameter through an inverse 
modelling approach that draws on measurement of surfzone TKE. 

2 Experimental Data 
The experimental cases discussed are primarily confined to measurements of regular 
waves over planar bottom slopes. Test conditions for these cases are summarized in 
Table 1. The set of measurements constitutes a total of 14 test cases with breaking 
conditions ranging from weakly spilling to strongly plunging. 

For each of the data parameters considered, a root mean square error e denoting the 
deviation of predictions from measurements is computed. This statistical parameter, 
along with a computed bias b are defined as follows: 

N 

N 

'pred/ 0) 

1     N 

(2) 
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Table 1 Beach   slopes   and  deepwater  wave  characteristics   of  various 
laboratory experiments used in model simulations 

Test slope H„(m) T(s) HA. breaker 
type 

Hansen & Svendsen B 1:34 0.103 1.00 0.0710 spilling 

Hansen & Svendsen E 1:34 0.098 1.25 0.0440 spilling 

Hansen & Svendsen H 1:34 0.099 1.67 0.0240 spilling 

Hansen & Svendsen I 1:34 0.091 1.67 0.0220 plunging 

Hansen & Svendsen K 1:34 0.080 1.67 0.0190 plunging 

Hansen & Svendsen L 1:34 0.070 1.67 0.0170 plunging 

Hansen & Svendsen N 1:34 0.066 2.00 0.0110 plunging 

Hansen & Svendsen P 1:34 0.071 2.50 0.0080 plunging 

Hattori & Aono 1 1:20 0.030 1.00 0.0210 plunging 

Hattori & Aono 3 1:20 0.029 1.60 0.0080 plunging 

Nadaoka & Kondoh 1 1:20 0.216 1.32 0.0792 spilling 

Nadaoka & Kondoh 5 1:20 0.219 2.34 0.0257 plunging 

Stive 1 1:40 0.159 1.79 0.0320 spilling 

Stive 2 1:40 0.142 2.99 0.0100 plunging 

3 Wave Shoaling 
Transformed wave heights and water levels  (r|)    are defined by the 1-D depth- 
averaged energy and momentum conservation equations: 

~ (ECg) 
dX 

dSxX 
ex 

-99 d 
dX 

(3) 

(4) 

where E is the wave energy, Cg the group velocity, D the energy dissipation and Sxx 
the radiation stress. In addition to linear wave theory, an adaptation (Isobe, 1985) of 
the first order cnoidal theory is considered: 

ECg . pgH2(gd)2f2 

with f2 = func(Us) - - 32 

and Ur = gHT2 

15(3US)
2 

15 

(3U.) 

20) 
U. 

for 1/  » 1 
(5) 
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as well as the vocoidal theory of Swart (1978): 

ECg = (ep*ek) pgH2 nC ,     with ep and ek = funcl — ,- (6) 

Computed wave height and mean water level variations were compared for several 
laboratory experiments. An example of such a comparison against the measurements 
of Stive (1980) is shown in Figure 1. Figure 2 presents a comparative summary of 
statistical errors for both wave height and water levels in the shoaling region. Results 
of the error and bias calculations for wave heights and mean water levels for the 
experimental data simulated are summarized in Figure 3. 

No pre-breaking measurements for either the Hattari and Aono(1985) or Nadaoka and 
Kondoh (1982) cases were available and comparisons could thus not be made. For 
the rest of the test cases the cnoidal technique provided the best overall estimates of 
both wave height and mean water levels in most cases. The vocoidal theory, on the 
other hand, seemed to fare the worst of the three theories tested. However even 
though the deviation is highest across the shoaling region, the vocoidal theory 
provided the closest estimation of both wave height and mean water level at the 
breaking point for most of the test cases. The bias calculations indicated that the 
linear theory both estimates wave height and overpredicts setdown. The cnoidal 
theory performs slightly better in estimating both wave height and mean water levels, 
whilst the vocoidal theory tends to overestimate both these parameters slightly. 
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Figure 1 Comparison between different shoaling techniques for Stive Test 1 
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Figure 2   Normalized root mean square errors for wave heights and mean water levels in 
the shoaling region 
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Figure 3   Bias statistics for wave heights and mean water levels in the shoaling region 

4 Wave Breaking 
Incipient Breaking 
Three relatively well-established breaking criteria were assessed, namely the criterion 
ofWeggel(1972), 

H* 
b   - a 

9T2 (7) 
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where   Hb = wave height at breaking,      db = water depth at breaking 

am = 43.8 ( 1.0 - e-19m), 

m - bottom slope 

1.56 

1.0 • e 

Moore (1982), 

£ . bm - am • 0.083 !± 

and Larson and Kraus (1989): 

H„ 
1.14 ?' 

(8) 

(10) 

with   Z, - surf similarity parameter = m 
VLoy 

An example of a comparison for a case of Hansen and Svendsen (1979) is presented 
in Figure 4. The results for all the test cases indicate that there is very little difference 
between the 3 breaking criteria. The Larson-Kraus (1989) criterion tends to predict 
the breaking point in slightly deeper water than either the Moore (1982) or 
Weggel (1972) criteria. For all intents and purposes the oldest and probably most 
established of the criteria, namely that of Weggel, seems perfectly adequate to use. 
The Weggel criterion has the advantage of using only local information in 
determining the breaking position as the deep water wave steepness does not have to 
be known. This implies that a wave transformation model using the Weggel criterion 
can be run using input conditions at any point seaward of the breaker zone. 

measurements 

Weggel breaking criterion 

Moore breaking criterion 

Larson-Kraus breaking criterion 

'53    0.10 

distance (m) 

Figure 4   Comparison between breaking criteria for Hansen and Svendsen Case N 
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Wave Decay 
With the steady state conservation of wave energy flux described by equation (3) it 
is necessary to quantify the rate of energy dissipation Db due to breaking, which is the 
dominant energy dissipation mechanism in the surfzone. Considering an equivalence 
to a hydraulic jump the average breaking wave dissipation per unit area has been 
expressed for random waves by Battjes and Janssen (1978). 

In the event of regular waves the above formulation reduces to the bore dissipation 
expression of Stive (1984): 

°. - *. T T (10) 

where Ab should ideally be greater than unity so as to compensate for the tendency 
of the hydraulic jump formulation to underestimate wave breaker dissipation. 

Dally et al (1984) propose a simple algorithm that models waves as undergoing 
energy dissipation at a rate equivalent to the excess of energy above some stable 
limit. This approach, which has been referred to as the excess-energy (EE) concept, 
has been formulated as follows: 

Db-!i{ECg-Fs] (11) 

where K = decay coefficient -0.15 -0.2 
Fs        = stable wave energy flux =   — pg H* Cg 
Hs       = Td, (with T ~ 0,35 - 0,40) 8 

Both approaches were applied over the whole surfzone using standard coefficients 
(Ab = 1, K = 0,15, r = 0,4). The possible reformation of waves was incorporated in 
the model using a stable wave definition, as proposed by Horikawa and Kuo (1966). 
An example of results obtained from the two formulations is presented in Figure 5. 
Relative wave height and water level error and bias statistics are charted in Figures 
6 and 7 respectively. 

The results indicate that using standard parameters the bore model generally describes 
the wave height change through the surfzone slightly better than the EE model, with 
the bias calculations howing the latter tends to underestimate breaker dissipation. An 
exception to this is in the case of plunging breakers (H&S Case P, H&A Case 3, Stive 
Case 2) where the bore expression tends to underestimate dissipation rates. 
However, either of the models can be made to fit the plane slope measurements well 
using slight parameter adjustments. In the event of a highly irregular bathymetry, 
particularly under random waves, a limited sensitivity analysis shows neither method 
to be entirely adequate. As has been previously observed the problem in this regard 
relates primarily to the effect of wave reformation over trough features.   This is 
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measurements 

EE model 

bore model 
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distance (m) 
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12 3 4 
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reflected in an incorrect estimate 
of the percentage of broken 
waves, as found by Mocke et al 
(1994) in an inverse modelling 
exercise using undertow and 
suspended sediment measurements. 

The comparison of calculated 
mean water levels with 
measurements indicated quite 
clearly that the use of the 
momentum equation as defined 
in equation (4) is not able to 
describe the setup in the surfzone 
adequately at all. This serves to 
underline the importance of 
including the transition zone and 
the "lag" effect on the setup in 
the formulation. 

5 The Transition Zone 
Transition zone length 
Defining the transition zone 
length (0e) as the distance from 
the breakpoint to a point of 

abrupt change in mean water level slope Nairn et al (1990) (hereafter NRS) use a data 
set of laboratory experiments to define the following empirical relation: 

Figure 5 Comparison between wave heights and 
mean water levels with the EE and bore breaker 
decay models (H&S, Case K) 

!, - 0.556mbLb^ 

- 0 

for ^0.05 
for ?6 < 0.05 

(12) 

Zhang and Sunamura (1990) (hereafter ZS) use visual laboratory observations for 
assessing the process described by Nadaoka et al (1989) of a progressive transition 
from strongly two-dimensional vortices at breaking to oblique vortices. Adapting a 
temporal relation proposed by the authors, an equivalent expression in terms of 
distance results: 

0.02 
Hh 

gT2m \  vT 

H„Lb 
\ 1 

• 0.12 Tc (13) 

Also using visual laboratory observations Okayasu et al (1990) (hereafter OWI) 
define the transition point as the position of roller establishment: 
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Figure 6 Normalized root mean square errors for (a) wave height and (b) mean water levels 
using the EE and bore breaker decay models 

|    0.6 

Figure 7 Bias in a) wave heights and b) water levels for breaker decay models 

'••(H (14) 

Quantifying the transition zone length as the area of depressed setdown the above 
relations are compared to our experimental data set in Figure 8. Being the only 
formulation based on a simular definition of the transition zone the NRS (1990) 
expression not surprisingly provides the closest correspondence to measurements. 
The ZS definition, however, also provides a relatively close comparison. The more 
qualitatively determined OWI scale, however, tends to consistently predict a 
transition zone distance that extends beyond the point of change in setup slope. 
Lacking a more explicit definition of the transition zone, it is impossible at this 
juncture to make a relative judgement on the proposed relations. So as to assure a 
certain level of consistency between the comparisons that follow, the empirical NRS 
relation is considered to define the transition zone length within each formulation. 
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Figure 8        Comparison between measured transition zone lengths and predicted 
lengths using different empirical transition zone length formulations 

Analytical formulations 
In recent years attention has been focussed on obtaining an analytical formulation to 
describe the contribution of the transition zone after the onset of breaking. These 
formulations all include the inclusion of a lag/storage term in the energy conservation 
equation. Our previous equations (3) and (4) are therefore adapted to the form below: 

Sx {E«Ce 

,dr\ 
dx **       ' dx 
where fx - lag/storage term 

M. = additional momentum flux term 

(15) 

(16) 

Where the additional energy and momentum equation terms have been formulated 
as follows by the various investigators: 

Svendsen (1984) 

3 
dx 

E.c and    M, 
dx (

2Er) 

.Ac 
where Er = roller energy = p— , and A » roller area - 0.9H2 

(17) 
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Roelvink and Stive (1989): 

rx=-PrJrdc,   Db-pVdk
2,   and Mr - j-Vspkd 

with   p, = pd « 1   and Ps = 0.22   and k = turbulent kinetic energy 
(18) 

NRS: 

ax 
Erc ,     Db - -2pg-^ and   Mr * — (0.22E,) 

C dXK ' 
with P - 0.1     (19) 

OWI: 

r«-*E^-  D'--sE»°--  andM'-» 
where E„ =. energy of organized vortices ,   E, tote/ wave energy 

(20) 

OWI proposed that the energy transferred to the vortices is dissipated over a 
"dissipation distance' proportional to the water depth. Comparisons between the 
analytical formulations of Svendsen, NRS and OWI were carried out on Stive (1980) 
case 1. Figure 9 depicts the calculated energy dissipation (Db) and gradient in energy 
flux (dECJdx) across the surfzone using the three formulations. It may be remarked 
that both terms are non-zero prior to the breakpoint for the OWI case. This is 
because energy transfer in the OWI model starts at a position slightly seaward of the 
breaking point primarilly as a means of avoiding an abrupt energy step, and 
associated numerical instabilities, across this point. 

c      40.00 • 

Q.     20.00 • 

40.00 - 

20.00 - 

0.00 - 

NRS 

OWI 
ib energy dissipation 

Svendsen 

i 
2.00 

Figure 9 Calculated gradient in energy flux and energy dissipation for Stive Case 1 
using the Svendsen, Nairn era/and Okayasu era/ analytical transition zone formulations 
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In Figure 10 is shown the 
computed setup 
distributions for the same 
test case. As may be seen 
from a comparison with 
the      setup      computed 
without   transition   zone 
effects,     the     Svendsen 
relation shows negligeable 
improvements.   Although 
the   other   relations   are 
found   to   be   somewhat 
more satisfactory, 
comparisons with 
measurements are found to 
be generally inadequate. It 
is difficult to pursue the 
analysis in terms of setup measurements as inadequacies may exist in both the 
adapted energy and momentum relations.   Lacking explicit energy dissipation 
measurements reference is made to available TKE measurements. 

Figure 10 
Stive Case 1 
formulations 

Comparison between setup calculated for 
using different analytical transition zone 

Depth-dependant TKE 
In employing a two equation (k,e) turbulence model as described in Mocke (1991), 
Db rates as determined by the various methods are imposed as a near surface 
production source of TKE. Considering a dominant diffusion/dissipation balance, 
computed turbulent intensities for the formulations of OWI and NRS are compared 
with computations lacking a transition effect. Comparisons with measurements from 
Stive 1 are shown in Figure 11. 

With the breakpoint at approximately X = 9 m, limited transition effects appear to be 
necessary for the three inner measurement stations. At X = 7.5m, however, 
turbulence intensities tend to be overpredicted with the OWI relation showing the 
most favourable lag effects. Although no measurements were made at X = 8.5m, the 
significant discrepancy between predictions at this point immediately following 
breaking is apparent, with the OWI relation once again showing the most lag effects. 
Simular findings were observed comparisons against for case 2 of Stive (1980) as 
well as for the eddy viscosity estimates of OWI. 

Depth averaged TKE 
Further comparitive analyses have been made using depth average/equation (k-t) and 
two equation (k,e) turbulence closure modelling. The details pertaining to this 
approach are comprehensively described in Mocke et al (1993). Referring once again 
to Stive case 1 measurements, depicted in Figure 12 are comparisons between 
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Figure 11 Comparison between TKE profiles through the surfzone using the NRS and 
OWI transition zone formulations 

simulations and estimates of depth averaged TKE. 

Note the discernible lag after breaking in the increase in TKE, an effect not reflected 
in simulations made without consideration of transition zone effects. Although the 
OWI relation provides for more lag influence than the NRS expression, neither 
approach satisfactorily represents the measurements. 

Examining the NRS expression we note that a fundamental assumption is that the 
effective roller slope used for determining the dissipation rate remains constant 
throughout the full extent of the surfzone. This assumption inherently assumes no 
roller development area nor any changes in the form of this feature throughout the 
surf zone. In an effort to more closely reflect the physical reality, transformation 
effects are incorporated by artificially varying the roller slope factor (J in the cross- 
shore direction. A limited sensitivity analysis shows a variation of p from 0.01 to 
0,07 within the NRS relation provides an improved estimate of the measurements 
under consideration. 

Conclusions 
The comparison between the different shoaling techniques indicates that the first 
order cnoidal technique provides the closest approximation of wave heights and mean 
water levels in most of the test cases. However the vocoidal theory provides the 
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Figure 12 Calculated depth averaged TKE using the Nairn etal and Okayasu transition 
zone formulations compared to measurements 

closest estimate of wave height and setdown at the breaking point itself. The 
comparison between the different incipient breaking criteria indicated that there is 
little to choose between them, and the Weggel criterion, which has the advantage of 
requiring only local information, is adequate for most applications. 

The EE and bore models were found to provide reliable wave decay predictions for 
regular waves over simple geometries. Simulations not discussed here however 
reflect previous findings of inadequate predictions for more complex cases. Many 
of the integral surfzone processes associated with breaking are furthermore not 
satisfactorily predicted without incorporation of transition zone effects following 
initiation of breaking. The formulation of Okayasu et al (1990), which attempts to 
quantify an initial transfer of energy to organized large vortices, appears to be 
physically and empircally the most appropriate approach. An adaptation of the Nairn 
et al (1990) formulation to reflect a changing bore configuration, however provides 
the best correspondence with measured turbulence intensities. 

References 
Basco, D R and Yamashita, T (1986). Toward a Simple Model of breaking Transition Region in 

Surfzones. Proceedings of the 20th International Conference on Coastal Engineering. 
Battjes, J A and Janssen J P F M (1978). Energy Loss and Set-up due to Breaking of Random 

Breaking Waves. Journal of Geophysical Research, Vol.90, pp. 9159-9167. 
Dally, W R, Dean, R G and Dalrymple, R A (1984). A Model for Breaker Decay on Beaches. 

Proceedings of the 19th Conference on Coastal Engineering, ASCE. 
Deigaard, H J and Fredsoe, J (1989). Shear Stress Distributions in Dissipative Water Waves. Coastal 



RELATIVE INTERCOMPARISON 2379 

Engineering, Vol.13, pp. 357-378. 
Ham, L, Madsen P A and Peregrine, H (1993).  Wave Transformation in the Nearshore Zone: A 

Review. Coastal Engineering, Vol. 21, pp. 5-39. 
Hansen, J B and Svendsen, I A (1979).  Regular Waves in Shoaling Water - Experimental Data. 

Series Paper No. 21, University of Denmark. 
Hattori, M and Aono, T (1985).   Experimental Study on Turbulence Structures Under Breaking 

Waves. Coastal Engineering in Japan, Vol. 28, pp. 97 - 116. 
Horikawa, K and Kuo, C T (1966).   A Study of Wave Transformation Inside the Surf Zone. 

Proceedings of the 10th International Conference on Coastal Engineering, Vol. 1, ASCE. 
Isobe, M (1985).   Calculation and Application of First-order Conoidal Wave Theory.   Coastal 

Engineering, Vol. 9, pp. 309-325. 
Kajima R, Takao, S, Kohki, M and Saito, S (1983). Experiments on Beach Profile Change with a 

Large Wave Flume. Proceedings of 18th Coastal Engineering Conference, ASCE. 
Larson, M and Kraus, N C (1989). SBEACH: Numerical Model for Simulating Storm-induced Beach 

Change, Report 1: Empirical Foundation and Model Development. Technical Report CERC- 
89-9, US Army Engineer Waterways Experiment Station, CERC. 

Mocke, G P (1991).   Turbulence Modelling of Suspended Sediment in the Surf Zone.   Coastal 
Sediments '91, ASCE, Seattle. 

Mocke, G P, Smit, F and Engelbrecht, L (1993). Wave Breaker Turbulence in the Modelling of 
Coastal Hydrodynamics and Sediment Transport.  5th Intl. Symposium on Refined Flow 
Modelling and Turbulence Measurements, IAHR, Paris. 

Mocke, G P, Reniers, A and Smith, G (1994). A Surfzone Parameter Analysis on LIP ID Suspended 
Sediment and Return Flow Measurements. Coastal Dynamics '94, Barcelona, ASCE. 

Moore, B D (1982).  Beach Profile Evolution in Response to Changes in Water Level and Wave 
Height. M.Sc. Thesis. University of Delaware. 

Nadaoka, K, Hino, M and Koyano, Y (1989).  Structure of Turbulent Flow Field under Breaking 
Waves in the Surf Zone.   Journal of Fluid Mechanics. 

Nadaoka, K and Kondoh, T (1982). Laboratory Measurements of Velocity Field Structure in the Surf 
Zone by LDV. Coastal Engineering in Japan, Vol. 25, pp. 125 - 145. 

Nairn, R B, Roelvink, J A and Southgate, H N (1990). Transition Zone Width and Implications for 
Modelling Surfzone Hydrodynamics, 22nd Intl Confon Coastal Engineering, ASCE. 

Okayasu, A, Watanabe, A and Isobe, M (1990). Modelling of Energy Transfer and Undertow in the 
Surf Zone, Proc 22nd Intl Confon Coastal Engineering, ASCE, pp. 123-135. 

Roelvink, J A and Stive, M J F (1989). Bar-generating Cross-shore Flow Mechanisms on a Beach. 
Journal of Geophysical Research, Vol.94, pp. 4785-4800. 

Stive, M J F (1980).  Two Dimensional Breaking of Waves on a Beach.  Report on Laboratory 
Investigations, parts I - III, Delft Hydraulics Laboratory. 

Stive, M J F (1984). Energy Dissipation in Breaking Waves on Gentle Slopes. Coastal Engineering, 
Vol. 8, pp. 99-127. 

Svendsen, I A (1984).  Wave Heights and Set-up in a Surf Zone.   Coastal Engineering, Vol. 8, 
pp. 303-329. 

Swart, D H (1978). Vocoidal Water Wave Theory, Volume 1: Derivation. CSIR Report No 357, 
National Research Institute for Oceanology. 

Weggel, J R (1972). Maximum Breaker Height. Journal of the Waterways, Harbours and Coastal 
Engineering Division, ASCE, Vol.98, WW4. 

Zhang, D and Sunamura, T (1990). Conditions for the Occurrence of Vortices Induced by Breaking 
Waves. Coastal Engineering in Japan, Vol. 33, No. 2, pp. 145-155. 



CHAPTER 172 

Analysis of Coastal Processes at Toronto Islands 

R.B. Nairn, R.D. Scott, CD. Anglin and P.J. Zuzek1 

Abstract 

The paper summarizes the analysis of the coastal processes which have been 
responsible for the evolution of the Toronto Islands sand spit feature. Both natural 
and artificial influences have created a situation of a rapidly evolving landform. The 
purpose of the study was to evaluate the feasibility of rebuilding a school near the 
shoreline of this rapidly evolving feature. Several different techniques were employed 
to evaluate the changes including: shoreline recession rate estimates, lake bed surface 
change comparisons, sediment budget calculations and alongshore and cross-shore 
sediment transport calculations. These techniques were combined to develop a 
descriptive model of the changes in order to forecast future changes to the landform 
over the next 100 years. 

Introduction 

This paper summarizes the findings of an investigation of erosion processes at 
Gibraltar Point on the Toronto Islands situated along the northwest shore of Lake 
Ontario in Canada. The Toronto Islands Nature School is located at Gibraltar Point 
and the future safety of this location with respect to erosion and flooding hazards is 
dependent on the future evolution of the Gibraltar Point landform. The Toronto Board 
of Education has plans to construct a new school on and just west of the location of the 
existing school. The purpose of the study was to investigate the potential future 
erosion hazards at Gibraltar Point and the implications for constructing a new school at 
the existing location. 

The following sections of the paper provide: an overview of the 
geomorphology of the Toronto Islands feature including the background of the 
problem; a description of the analyses used to prepare a representative nearshore wave 
climate; a review of the historic changes in the shoreline position; an interpretation of 
changes to the lake bed; an explanation of the descriptive model of the changing 
landform including future projections; and study findings. 

1 - Baird & Associates, 221 Lakeshore Rd E, Oakville, ON, Canada  L6J 1H7 
tel: 905 845 5385, fax: 905 845 0998, Internet: Oakville@Baird.com 
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Study Background and Regional Coastal Geomorphology 

The City of Toronto is located on the north shore of Lake Ontario and was 
founded at this location in 1793 because of the presence of a 9 km long sand spit that 
provided excellent natural protection for a large harbour (see Figure 1). 

A geomorphologic review found that the Toronto Islands feature is a complex 
(compound) recurved sand spit that has formed and developed over the last 3500 to 
5000 years as a result of the following factors: stabilization of the existing lake level 
(+/- 2 m) over the last 3500 years; a dominant northeast to southwest directed sediment 
transport; a continuous supply of sediment from the erosion of the Scarborough Bluffs 
to the east (estimated to be 30,000 m3/yr on average); the presence of an underlying 
shallow and gently sloping bedrock shoreface platform; and the presence of a 
significant re-entrant angle in the shoreline orientation (i.e. an embayment). This type 
of feature is characterized by a progressive extension in the direction of the dominant 
sediment transport (i.e. to the southwest at this site). The ability of the spit to continue 
its southwestward growth depended on a continued supply of sediment, both to build 
the subaerial part of the feature, and essentially, to extend the offshore shelf 
southwestwards. 

The continued extension of the spit to the southwest combined with a severe 
storm event in 1852 resulted in a breach near the location of the present day Eastern 
Channel. The breach in the spit expanded between 1852 and 1882 to an extent that 
threatened the future potential for harbour development at Toronto and the associated 
economic development. In response to this situation, the Toronto Harbour 
Commissioners embarked on an ambitious plan to stabilize the naturally formed 
Eastern Gap to create a navigation channel of controlled width and depth. These plans 
resulted in the construction of the Eastern Channel jetties which were completed in 
1892. In order to protect the shore of the islands from future erosion and potential 
breaching, a seawall and breakwater were constructed over a length of 2.5 km 
extending westward from the west jetty. 

Figure   1      Toronto   Islands 

IAKE ONTARIO 

Sand which continued to move along the shore from east to west was 
deposited in the Eastern Channel. Records show that on average 25,000 cubic metres 
of sand was dredged from the channel and dumped offshore on an annual basis 



2382 COASTAL ENGINEERING 1994 

between 1896 and 1965. This suggests that most of the annual supply volume of 
30,000 cubic metres was prevented from reaching the shore and lake bed of the 
Islands feature to the west of the Eastern Channel. This situation has resulted in 
erosion with 1 to 2 m of lake bed lowering offshore of the seawall immediately to the 
west of the channel. Therefore, the supply of sediment to Gibraltar Point, although 
mostly cut off at the Eastern Channel, was probably compensated in part by the 
erosion of the lake bed offshore of the seawall. 

The Eastern Headland (also known as the Leslie Street Spit) is a 5 km long 
artificial spit feature located immediately east of Toronto Islands that has been created 
through lakefilling (see Figure 1). The spit was originally created to form a protected 
outer harbour; however, it has also been used as a dump site for construction refuse 
(mostly concrete rubble from downtown construction projects), and as a confined 
disposal facility for contaminated dredge spoil from the harbour area. The 
construction of the headland was initiated in the early 1960's, and although still 
ongoing today, its greatest offshore extent was reached by 1978. 

The headland has two important impacts on the regional coastal processes. 
First, the historic rate of sediment supply from the east, which had been severely 
reduced by the construction of the Eastern Channel jetties and subsequent dredging, 
was eliminated completely with the construction of the headland. The Eastern Channel 
has only been dredged once since 1965. The second and most important impact of the 
Eastern Headland has been the modification of the nearshore wave climate through 
sheltering the eastern half of the Islands from the easterly storm waves. Detailed wave 
transformation analyses (discussed below) revealed that the zone of influence of 
appreciable sheltering probably extends no further west than the Centre Island pier at 
the east end of the Centre Island seawall (refer to Figure 1). The headland does not 
have a significant impact on the waves which reach Gibraltar Point. 

The Toronto Islands Water Filtration Plant is located just east and inland of the 
Nature School in the Gibraltar Point area. While the intake lines for this facility date 
back to the late 1800's, the two existing intake lines were completed in the early 
1950's. Each line extends almost 1 km offshore and consists of a pipe confined by 
two steel sheet pile walls, which in places extend up to 2 m above the adjacent lake 
bed. The eastern intake line has an associated steel sheet pile groyne structure at the 
shoreline which appears to have been constructed in the late 1940's. These structures 
act to impede the alongshore transport of sediment. 

Development of a Nearshore Wave Climate 

A wind-wave hindcast was performed to develop an estimate of the long term 
offshore wave climate at the Toronto Islands. AID parametric hindcast model based 
on the approach of Donelan (1980) was used. Research by Skafel and Bishop (1993) 
has shown that the available 2D dynamic hindcast models do not give superior results 
to the ID models when estimating wave conditions on the Great Lakes. A 
considerable effort was devoted to assessing wind data input for the hindcast model. 
Overwater wind speeds for a 35 year hindcast period were determined from 
comparison of several land based wind data records to available overwater wind data 
records (Figure 2 shows available wind and wave data for Lake Ontario). 

The use of a combined wave refraction / diffraction model was vital to the 
assessment of the nearshore wave climate at Toronto Islands due to the nature of the 
underwater topography and the influence of the artificial Eastern Headland.   The 
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REF/DIF 1 model developed by Kirby and Dalrymple (1983), which is based on a 
parabolic approximation of the mild slope equations, was utilized. Model runs were 
performed for a range of representative wave directions, heights and periods. 

Due to its position at the west end of Lake Ontario, the most severe storms are 
generated by easterly winds over a 250 km fetch. The maximum significant wave 
height during the 35 year hindcast period was estimated to be 5.6 m with a peak period 
of 12 s and a direction just north of east. The prevailing winds are from the southwest 
and the maximum significant wave height from this direction during the hindcast 
period was 4 m with a period of 10 s. The considerable year to year variability in the 
ratio of east to southwest storm events, as well as variations in overall annual wave 
energy, have an important influence on the pattern of morphologic response. 

The level of Lake Ontario has an average seasonal fluctuation of about 0.6 m. 
There is also considerable long term variability with a 2 m difference between the 
maximum spring high level and the minimum winter low level. 

Change in Shoreline Position 

There is a wealth of information on the position of the Toronto Islands 
shoreline dating back to the initial European settlement in 1793. The accuracy of this 
information varies considerably; however at the very least, each map or aerial photo 
provides a snap shot giving some indication of the evolving nature of the Toronto 
Islands feature at a point in time. 

For those sources of data which have an acceptable degree of accuracy, 
intercomparisons may be made between the different snap shots allowing for the 
calculation of shoreline recession rates for the various periods. Under the Shoreline 
Policy of the Province of Ontario, potential hazard areas must be determined in part 
from an estimate of the shoreline position in 100 years time based on historic shoreline 
recession rates. 

A summary of some of the historic shoreline positions in the Gibraltar Point 
area that have been corrected for lake level variations are shown in Figures 3a and b. 
From the shoreline changes between 1835 and 1915 given in Figure 3a, it is evident 
that between 1835 and 1868 the south facing section of the shoreline moved lakeward 
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(i.e. the Islands deposit was growing). Between 1868 and 1915 the depositional trend 
was reversed, possibly due to the influence of the updrift breach. Figure 3b shows 
that after 1915, erosion was experienced along the south facing shore with deposition 
along the west facing shore. In the vicinity of the School, and to the east, the 
shoreline apparently was stable during the period from 1954 to 1993. However, this 
finding should be considered with caution owing to the highly eroded state of the 1954 
shoreline as caused by the abnormally high lake levels in 1951 and 1952. 

Figure 3o    Historic Shorelines at Gibraltar Point, 
Toronto  Islands     (1835   -   1915) 
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Figure 3b     Historic Shorelines  at Gibraltar Point, 
Toronto Islands    (1915 -   1993) 
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In summary, the trend of shoreline change cannot be described as a linear 
process over the period from 1835 to the present. Prior to 1868, the south facing part 
of the shore was accreting and since at least 1939 the shore has been eroding. 
Furthermore, short term and temporary changes to the shoreline position caused by the 
rapid response of the nearshore profile to storm conditions can obscure long term 
trends that are based on these snap shots. 

Under the Provincial Shoreline Policy, one part of the definition of hazard 
lands (where development is restricted) relates to those areas which will be threatened 
by erosion within 100 years time. As noted above, the Policy requires that the 
position of the 100 year shoreline be established through linear extrapolation of 
historic shoreline recession rates (with a minimum time span of 35 years between snap 
shots of shoreline position). For the purposes of these investigations, the 100 year 
shoreline has been established through extrapolating recession rates for all available 
periods in order to provide a range of results. Two recent surveys were used as a basis 
of comparison against historic shoreline positions: a 1988 aerial survey and a 1993 
ground survey (only the latter set of comparisons are presented in this paper). 

The 100 year shoreline position projections, based on a comparison of historic 
and 1993 shoreline position's, are presented in Figure 4. Generally, these results 
feature three different zones of shoreline change consisting of deposition along the 
north part of the west facing shore, dramatic erosion around the strongly curved point 
and relatively minor changes for the remainder of the south facing shore. As expected, 
for the shortest comparison period (1971 to 1993) the 100 year position features the 
greatest variability while the 100 year projection from the earliest shoreline in the 
comparison (1915) is distinguished by the least alongshore variability. If the process 
of erosion was linear, it would be reasonable to assume that the 100 year projection 
based on the latter comparison was the most reliable. 
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Figure  4 

Projections of the 

shoreline in 2093 
at  Gibraltar  Point 

(993 Shorellr 

However, a close review of the shoreline positions offshore of the School 
reveals a distinct difference between projections based on pre- and post- 1940's data. 
The 1915 and 1939 projections of the 100 year shoreline pass directly through the 
School site, whereas the more recent projections produce a 100 year shoreline offshore 
of the existing School. Here it may be postulated that the groyne and intake lines 
which were constructed for the Filtration Plant in the late 1940's have had an important 
effect on the shoreline in this area. Therefore, since the effect of this change is not 
reflected over the full comparison period with the historic shorelines prior to the 
1940's, these results do not provide realistic projections of future conditions. In 
addition, the 100 year projection based on the comparison of the 1954 and 1993 
shoreline positions may also be misleading. This result suggests that the shoreline 
offshore of the School will remain stable or even accrete over the next 100 years. 
However, it should be recalled that the 1954 shoreline may have been in a temporary 
highly eroded state. Therefore, any recession rates calculated through comparison to 
the 1954 shoreline may underestimate future erosion. 

In summary, there are several problems with 100 year shoreline projections 
which assume linear extrapolation. These include the following issues at this site: the 
erosion process is not linear in time; considerable changes to the regional processes 
have occurred over the last 100 years; the erosion process will not be linear in the 
future, as shoreline and lake bed changes will alter the pattern of future change which 
is related to the transport and redistribution of sediment; existing shoreline protection at 
Gibraltar Point will not last for the 100 year projection period and obscures the future 
predictions; the 100 year projections also assume that other structures such as the 
groyne and the intake lines will be maintained in the future; snap shots of shoreline 
position may reflect temporary and reversible changes to shoreline position which are 
not indicative of long term trends, the questionable 1954 shoreline projection is an 
example of this problem. 

Nevertheless, the 100 year projection results do provide some general findings 
which are pertinent to this investigation. The strongly curved part of Gibraltar Point 
has been and probably will continue to be the focus of greatest erosion. The pattern of 
erosion changed sometime in the 1940's, possibly related to the construction of the 
groyne and intake lines for the Filtration Plant, such that the shoreline east of the 
School became more stable. 
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Changes in Lake Bed Levels and Sediment Budget 

There is extensive information on the water depths offshore of the Toronto 
Islands dating back to 1793. Comparisons of changes in the lake bed levels between 
the various bathymetric snap shots provide a more comprehensive perspective of the 
changing nature of the Toronto Islands feature than does the shoreline change data. 
The interpretation of long term trends in lake bed change are not obscured by 
temporary lake level related changes in shoreline position or the effects of structures. 

The complexity of an investigation of the temporal change in an irregular three 
dimensional surface (i.e. the lake bed) is such that the full value of this information in 
developing an understanding of the problem is seldom realized. Therefore, the 
bathymetric change data was considered in four different ways, providing the greatest 
opportunity of maximizing the value of this information. 

Contours of lake bed elevation change were prepared by subtracting one lake 
bed surface from another. This procedure was completed for five separate time 
periods between 1913 and 1993. Figure 5 provides the results for the full 1913 to 
1993 period, and gives an overview of the findings. The outer boundary of the 
comparison area varies in depth between 6 and 8 m. There is a pronounced erosional 
zone all around Gibraltar Point with the highest erosion rates found immediately 
offshore of the western extremity of the Point (i.e. where the shoreline curvature is at a 
maximum). Up to 5 m of lake bed lowering has occurred in places. Aside from the 
heavy deposition offshore of the north part of the west facing shoreline and the 
transition between this zone and Gibraltar Point, the only other relatively stable section 
of lake bed is a zone located between the groyne (and the east intake line) and the west 
end of the breakwater. Offshore of the seawall, erosion is prevalent. There is also 
evidence of deposition off the southwest corner of the shelf which suggests some of 
the eroded sediment has been lost offshore of the shelf. 

Figure 5 

Contours of Lakebed Elevation Change in Metres (1913 . 1993) 
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The second approach of considering the evolution of the lake bed surface is 
based on calculations of volumetric change for various "panels". The panels have 
been selected on the basis of available lake bed information and to describe sections of 
lake bed which have similar trends of erosion or deposition. This exercise was 
completed for five different snap shots, one example is provided in Figure 6 for the 
full period from 1913 to 1993. There are two tiers of panels corresponding to an 
inshore set and an offshore set separated by the 3 to 4 m depth contour. The volume 
change estimates for the inner Panels 1 to 9, while showing much variation between 
periods, reveal some consistent trends. There is sediment sink in Panel 9 offshore of 
the north section of the west facing shore. Also, Panels 5 and 4 (offshore of the 
School and the adjacent panel to the east) often feature either lower erosion rates than 
neighbouring panels, or even deposition. 
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A comprehensive sediment budget analysis can be applied to the '13-'93 period 
based on volume change calculations for all of the panels around the shore. As 
explained earlier, this area now represents a confined littoral cell. For the 80 year 
period, there was a net loss of 1,620,000 m3 of sediment from the area covered by the 
panels, or a little over 20,000 m3/yr on average. While a significant amount of this 
sediment may have been transported beyond the ends of the panel area (i.e. northwest 
of Panels 9 and 18, and northeast of Panels 1 and 10), it is likely that a significant 
proportion of the sediment has been lost offshore beyond the outer boundary of the 
panels and perhaps over the shelf at the edge of the wide platform which surrounds the 
Islands feature. Referring to Figure 5, a zone of deposition along the outer edge of 
Panels 15 and 16 may represent the growth of the shelf caused by the deposition of the 
sediment that has been transported offshore. 

Another manner of interpreting the changes to the lake bed surface through 
time is to plot the changing position of selected depth contours. The 2, 4 and 6 m 
contours were selected for this exercise. In addition, by comparing the historic 
position of the contours to 1993 as a base year, "recession rates" for the contours may 
be calculated and projected to determine the 100 year position of the contour lines. It 
is again cautioned that these are linear extrapolations of a non-linear process. 

Figure 7a shows the changing position of the 2 m contour around Gibraltar 
Point.  Between 1951 and 1993, the 2 m contour position has remained relatively 
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stable everywhere east of the west intake line, whereas west of this point this contour 
has moved rapidly inshore. The recession rates of the 2 m contour line offshore of the 
Point for the 1951 to 1993 period reach almost 5 m/yr. This is much higher than the 
long term rate of shoreline recession of about 1.5 m/yr in this area. Figure 7b gives 
the 100 year projections for the position of the 2 m contour; these also indicate that the 
severity of erosion may be far greater than is indicated by the projections of the 
shoreline position. The erosion of the nearshore zone is outpacing the recession of the 
shoreline, probably as a result of shoreline structures and vegetation (including the 
root systems of large trees) which delay the shoreline erosion. The fact that the profile 
shape is changing from convex to concave also helps to explain the differential 
recession rates between the shoreline and the 2 m contour. 

Figure  7 a 

Change in  2m  contour at Gibraltar Point 

Figure 7b 
Projections of the  2m  contour In  2093 

Interestingly, the 100 year projections of the 2 m contour in the vicinity of the 
School are in much closer agreement (i.e. for the various snap shot comparisons) than 
were the shoreline projections. The projections highlight the role of the intake lines in 
stabilizing the position of the 2 m contour. 

The 4 m contour has receded inshore considerably at Gibraltar Point, mostly 
since 1951, although at a slower rate than the 2 m contour, with average rates of about 
1.5 m/yr (see Figure 8). Offshore of the Point, there was minimal erosion between 
1913 and 1951. Considering the recession of the 4 m contour was initiated about the 
same time that the intake lines were constructed, it is possible that the lines, by 
intercepting westward moving sediment, may have accelerated the erosion of the lake 
bed offshore of the Point. 

There are several interesting features of the changing position of the 6 m 
contour line (see Figure 9). Starting from a point between the intake lines and moving 
to the west, the 6 m contour has been completely stable in position over the last 
century owing to the fact that this contour marks the transition from onshore erosion to 
offshore deposition. The 6 m contour delineates a pronounced depression or canyon 
around the east intake line that developed over the period between 1913 and 1951. 
The canyon represents a zone where the intake line acts as a total littoral barrier. 

Representative profiles were also plotted for the midpoint of each of the lake 
bed panel sections. Around Gibraltar Point, these plots revealed the changing nature 
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of the feature from a depositional zone with a pronounced convex profile to an 
erosional zone with the related concave profile shape. 

Figure 8 

Change In  4m  contour at Gibraltar Point 

Figure   9 

Change   in   6m   contour at  Gibraltar Point 

Sediment Transport Predictions 

The observed patterns of erosion and deposition that have been discussed in 
the previous sections have resulted from the transport and redistribution of sediment 
(e.g. sand). Sediment is transported by the effects of waves and the associated steady 
currents both in an alongshore direction and in a cross-shore direction. This section 
presents a brief summary of the results of numerical simulations of these sediment 
transport processes which were aimed at developing an improved understanding of 
why the observed changes have occurred and what may happen in the future. 

The COSMOS-2D numerical model of coastal processes has been applied to 
simulate the alongshore and cross-shore sediment transport. This numerical model is 
based on a deterministic quasi-2D representation of the actual physical processes 
which result in the transport of sand on a profile or cross-section of the lake bed. The 
calculation scheme is based on a time-averaged finite difference approach for random 
wave conditions. A comprehensive description of the model is given in two 
companion papers: Nairn and Southgate (1993) and Southgate and Nairn (1993). 

Estimates of average annual alongshore transport have been made for several profiles 
around the exposed shore for three separate intervals within the hindcast period (i.e. 
'58 to '67, '67 to '81, '81 to '93). The alongshore transport estimates were made at 
the boundaries between the panels to determine the sediment transport entering and 
exiting each panel. An extensive set of sediment samples indicated that a D50 of 0.2 
mm would be representative of the average lake bed conditions. An example of the 
results for the period from 1981 to 1993 is shown in Figure 10. The profile name 
indicates the panel boundary (i.e. b6/7 is the boundary between Panels 6 and 7) and 
the annual average sediment transport rate is given for each of the profiles. The 
distribution of alongshore transport across the profile is also depicted in the figure, 
providing an indication of the sediment transport pathways along the shore. 

For each of the three periods, the alongshore transport estimates indicate that 
Panel 7, located offshore of Gibraltar Point, is a divergent zone for net sediment 
transport. In other words, sand is moving out of this panel at each boundary. This 
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type of situation results in high erosion rates with a potential annual loss of sediment 
from the panel equal to the sum of the outgoing amounts at each boundary. The 
neighbouring Panel 6 to the east, which together with Panel 7 represents the zone of 
highest observed erosion, has incoming sediment on the west boundary (b6/7) and 
outgoing sediment on the east boundary (b5/6) for each period. The difference 
between these two values is usually small, however, it must be recognized that the full 
potential value at b6/7 may not be realized with the net result being that Panel 6 is 
probably subject to ongoing erosion due to the alongshore redistribution of sediment 
from west to east (in other words, the divergent zone may extend into Panel 6). 

Panel 5, located offshore of the School, is predicted to be a convergent zone 
(i.e. with incoming sediment at each boundary) and deposition would be expected to 
occur. It was noted earlier that Panel 5 features relatively low observed erosion rates 
compared to adjacent panels. Part of the basis for predicting that Panel 5 is a 
depositional zone relates to the prediction of potential transport from the east (i.e. at 
b3/4 and b4/5). Concerning the b3/4 prediction, it is likely that this is considerably 
overestimated since the offshore breakwater will partially restrict the movement of 
sand supplied from the east. Also at b4/5, the alongshore transport is influenced by 
the presence of the groyne and the intake line for the Filtration Plant a factor which 
also restricts the transport along the shore. In addition, the supply of sediment from 
the east is now derived from the erosion of the lake bed offshore of the seawall and 
breakwater, and with time, this source of sediment will be exhausted as deep concave 
profiles develop next to these structures (this outcome has already been observed along 
a large section of the eastern part of the seawall). 

Figure  10    Predicted transport from 19B1 to  1993 

Figure 11 
Predicted transport 
for a future shoreline 

As the alongshore transport redistributes the sediment through the erosion of 
Gibraltar Point and deposition along the southwest shore and offshore of the School, 
the shape of the shoreline changes and this in turn effects the rate at which sediment 
can be transported by waves. In other words, there is a feedback system whereby the 
waves alter the shoreline and lake bed, and these changes in turn alter the waves and 
therefore the sediment transport. In order to assess how future changes to the 
shoreline shape may influence the future patterns of alongshore transport, estimates 
were made for a future shoreline position as determined from the shoreline projections 
discussed earlier. Revised profile shapes were also considered based on the amount of 
shoreline recession dictated by the assumed future shore position. The future 
shoreline position and the revised estimates of alongshore transport at each of the panel 
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boundary profiles are presented in Figure 11. The 1981 to 1993 waves were used, so 
these results are best compared to those given in Figure 10. 

Only Profiles b4/5 through to b7/8 have been modified. Reviewing the results, 
there is only a minor change in the estimates for Profiles b4/5 and b5/6, but the net 
transport at b6/7 is halved and the transport at b7/8 has changed direction from west 
(or clockwise) to east. These findings suggest that in the future the zone of highest 
"erosional stress" due to alongshore transport will be shifted or extended from Panel 7 
(current position) to the east into Panel 6 and to the west into Panel 8. However, the 
zone immediately offshore of the School (i.e. Panel 5) will remain a zone of deposition 
as long as the supplies from the west and east are maintained. 

A rough estimate may be made of the remaining supply of sediment which may 
be available from ongoing erosion of the lake bed as a source for westward directed 
transport reaching Panel 5 offshore of the School. It was determined that the potential 
transport rate of 23,500 cubic metres per year could be sustained for another 28 years. 
This calculation suggests that the future supply of sediment to the panel offshore of the 
School from erosion of the lake bed to the east may be exhausted in 25 to 50 years. 

Sediment transport calculations were performed to investigate the influence of 
the Filtration Plant intake lines and associated groyne structure. It was determined that 
neither the intake lines nor the groyne represent a significant impediment to alongshore 
transport under the June 1994 snap shot conditions. However, additional model tests 
indicated that the groyne helps to maintain a small fillet beach during storm conditions 
and thus the stability of the shore to the east, and similarly, the intake lines appear to 
act as submerged groynes helping to hold the 2 m contour offshore at this location, 
particularly during storm conditions (while along the adjacent shore to the west, the 2 
m contour has continued to recede inshore). It is anticipated that with the ongoing 
erosion of the lake bed offshore of the 2 m contour in the vicinity of the intake lines, 
the stability of the lines could be threatened in about 50 years from now. 

Next, the role of cross-shore transport in the reshaping of the Gibraltar Point 
feature was considered. Of primary concern is the potential for permanent loss of 
sediment from the nearshore to offshore locations. The COSMOS numerical model 
provides a description of the cross-shore sediment transport rates for a nearshore 
profile. In preliminary tests it was found that only the largest waves result in 
appreciable offshore loss of sediment (i.e. sediment which is transported beyond the 
edge of the shelf). Therefore, an input wave file with a relatively small number of 
representative wave conditions (about 20) could be prepared for the calculation of 
cross-shore sediment transport at each profile. The offshore loss rates for the entire 
hindcast period and the sub-periods were then estimated based on the product of the 
total duration for each representative wave condition and the offshore loss rate 
determined through the COSMOS simulations. Calculations were made for both the 
1993 profile shape and the estimated future profile shape that may exist in 50 to 100 
years time. The offshore loss rate over the wave hindcast period (1954 to 1993) was 
determined to be 5.06 m3/m/yr with the 1993 profile shape. For a future profile shape 
with a flatter slope based on continued shoreline recession, the predicted offshore loss 
rate was 3.65 m3/m/yr representing a 30% reduction from the current rate. As a check 
on the validity of these estimates, the 1951 to 1993 average loss rate for Panel 15 (i.e. 
the offshore segment of Profile 6) was found to be 2860 m3/yr, or about 5.5 m3/m/yr, 
which corresponds well to the calculated rate of 5.06 m3/m/yr. 
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In summary, in the vicinity of Gibraltar Point, alongshore transport processes 
are causing a redistribution of sand from the Point to the north part of the west facing 
shore and also towards the area of the intake lines. Thus, the Point is a zone of 
divergent sediment transport while the area of the intake lines is a zone of convergent 
sediment transport. Also, there is an ongoing offshore loss of sediment due to cross- 
shore transport processes. This situation is related to the change in the profile shape 
from a convex form (which developed when the Point was a depositional feature) to a 
concave form which is consistent with the present eroding condition. 

Descriptive Model of the Morphodynamics 

A descriptive model was developed to relate quantitatively the observed 
changes in the Gibraltar Point feature to coastal processes, particularly the alongshore 
and cross-shore transport of sediment which are the driving forces of change at this 
location. Another aspect of the model is the temporal and spatial schematization which 
are required to simplify a continually evolving and complex three dimensional 
problem. From a temporal perspective, the last 35 years were subdivided into three 
periods ('58-'67, '67-'81 and '81-'93) in part related to the availability of data and 
also to identify three quite different periods of response. The spatial schematization is 
based on the "panel" descriptions presented earlier, which consist of an inner and an 
outer ring of panels, again in part related to data availability and also to identify unique 
zones of lake bed change. This approach was inspired by the work of Stive and 
deVriend (1994). As a check on the validity of the descriptive model, the historic 
observations of change may be compared to the predictions from the model. In 
essence, the descriptive model is no more than the application of a sediment budget to 
past changes (with the aid of sediment transport estimates to explain these changes) 
and the projection of the future sediment budget for periods of 50 and 100 years from 
the present based on future estimates of sediment transport and sediment supply. 

Figure 12 provides a summary of the descriptive model of the evolving 
morphology at Gibraltar Point over the last 35 years which illustrates the relative 
magnitude of the incoming and outgoing sediment transport components along with 
the transfer between the two sections (i.e. the arrows are drawn to represent the 
relative magnitude of the transport components). This model explains why the west 
section (Panels 6/7 and 15/16) is eroding at a much greater rate than the east section 
(Panels 4/5 and 13/14). These transport patterns and associated lake bed changes also 
translate to shoreline erosion, with the shore along Panels 6 and 7 experiencing high 
recession rates and the shoreline along Panels 4 and 5 being relatively stable. 

Figure 13 provides a summary of the expected pattern of sediment 
redistribution in the next 50 years (i.e. 1993 to 2043). The offshore loss rates have 
been reduced to about 70% of the current rate based on the calculations described 
earlier. The outgoing alongshore transport along the northwest boundary was found 
to be almost the same as the '81-'93 value, and therefore, is left unchanged. The 
incoming transport at the east boundary of the east section has been significantly 
reduced to reflect the remaining supply of sediment available from erosion of the lake 
bed in Panels 3/12 and 4/13. With the future evolution of the shoreline, the transfer of 
sediment between the east and west sections is predicted to be reduced to about 25% of 
the current rate, resulting in a projected transfer of 2,500 cubic metres per year. The 
expected changes in the second half of the next century (i.e. 2043 to 2093) were also 
completed but are not presented here. The only difference in the various incoming and 
outgoing components from the 1993 to 2043 period is that it the supply of transport 
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from the east will be exhausted by the second half of the next century, thus eliminating 
incoming sediment on the east boundary of the east section. 

For the west section of Gibraltar Point (i.e. Panels 6/7 and 15/16), the findings 
suggest there will only be a slight decrease in overall sediment loss over the next 100 
years. As noted earlier, the shoreline recession has been outpaced by the erosion of 
the lake bed. The lag in the response of the shoreline is due presence of ad hoc 
protection structures and natural vegetation, but is also partly explained by the change 
from a convex to concave profile shape. With the failure or removal of the shore 
protection structures, it is anticipated that accelerated shoreline recession will occur. 
Therefore, the linear projections of future shoreline position, if anything, may under 
estimate the potential shoreline erosion along the inner boundary of Panels 6 and 7. 

The results also point to increasing erosional stress on the lake bed of the east 
section of Gibraltar Point (i.e. Panels 4/5 and 13/14 offshore of the School) through 
the next 100 years. The analysis presented earlier showed that a linear extrapolation of 
the historic rate of recession of the 4 m contour over the next 100 years would 
destabilize the currently stable deposit offshore of the School (i.e. bracketed by the 
two intake lines, the shoreline and the 2 m contour line). Considering that the 
descriptive model projects that the erosional stress will be increased in the future, the 
linear projections may underestimate the future erosion of the lake bed and the future 
shoreline recession. 

The intake lines, which help to stabilize the shoreline and nearshore lake bed 
offshore of the School, will be increasingly threatened with the projected lake bed 
lowering. It was noted above that based on the projected rate of recession for the 4 m 
contour, the stability of the steel sheet piles on either side of the intake pipes would be 
threatened in 50 to 100 years time. The predictions from the descriptive model suggest 
that the linear projections underestimate the future lake bed erosion and therefore, the 
stability of the intake lines could be jeopardized in 50 years time, or possibly less. 

Findings and Concluding Remarks 

The findings of shoreline comparisons, which give the projected position of 
the shoreline in 100 years time based on a linear extrapolation of historic rates, were 
ambiguous with respect to the security from erosion hazards of the existing Nature 
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School position. Some projections indicated that the School position may be 
satisfactory after accounting for 100 years of erosion, while others found the existing 
School location would be completely eroded in 100 years time. This investigation 
revealed serious shortcomings in the method of linearly extrapolating historic shoreline 
recession rates to determine future shoreline positions. 

In a review of historic and recent lake bed changes, there were both positive 
and negative implications with respect to the safety of the School position. On the 
positive side, the lake bed offshore of the School out to the 2 m depth contour and 
bracketed by the intake lines has been relatively stable over the last 50 years. Also, the 
section of lake bed to the east of the intake lines has experienced much less erosion 
than the lake bed offshore of Gibraltar Point or offshore of the seawall further to the 
east. However, the continued lowering of the lake bed offshore of the 2 m contour in 
the vicinity of School over the last 50 years has a very negative implication to the 
future stability of the shoreline in this area. The various ways of depicting the changes 
to the three dimensional lake bed surface each provided valuable insight to the nature 
of the evolving morphology. 

The descriptive model of the evolution of Gibraltar Point has shown that erosion of the 
lake bed offshore of the School will be accelerated in the future. Therefore, the 
currently stable deposit offshore of the School and inshore of the 2 m depth contour 
will be destabilized, possibly in less than 50 years time. This outcome will allow the 
erosion of the shoreline in the vicinity of the School to accelerate. Therefore, the linear 
estimates of the 100 year shoreline position will underestimate the future shoreline 
recession. In other words, the existing School position will be susceptible to erosion 
hazards in less than 100 years time. 

The application of a fully deterministic model of changing morphology over a 
100 year period was considered to be unrealistic given the current state of our 
understanding of the processes. As an alternative, the descriptive model extends the 
traditional sediment budget approach by accounting for possible changes in future 
sediment transport rates to provide a highly schematized projection of future changes 
to the morphology of the Gibraltar Point feature. 
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CHAPTER 173 

STABILITY AND MANAGEMENT OF AN ARTIFICIAL BEACH 

Naofumi Shiraishi1, Hoiku Ohhama2, Taiji Endo3 and Patricia G. Pena-Santana4 

ABSTRACT 

An example of an artificial beach constructed for recreational purposes is pre- 
sented. The beach stability and its impact on the marine environment is dis- 
cussed. Also, the beach maintenance and management during almost 20 years is 
reported. 

1. INTRODUCTION 

The venue of the 1975 Ocean Expo-75 was in Okinawa, and for this event an 
artificial beach was constructed to show the "Expo Beach" marine exposition. 
This was one of the first artificial beaches to be built for recreational purposes 
in Japan. Since then, the Ocean Expo Commemorative Park Management Foun- 
dation has been in charge of management and maintenance for the public beach. 
In this paper, first the beach characteristics are described, then the impact of 
the artificial beach on the marine environment, and the stability of the beach 
are discussed based on measurement campaigns performed at the site, before and 
after the beach construction. And finally, the beach maintenance and manage- 
ment programs necessary to preserve it as an attractive recreational facility are 
reported. 

2. EXPO BEACH DESCRIPTION 

The artificial beach "Expo Beach" is located in the northern part of Okinawa, 
Japan, ft is layed out in a north-south direction above a natural coral reef, with 
a maximum width of about 1 km at the north of the beach. At the place where 
the structures were built, the reef width is about 0.5 km, and this gradually 
decreases to 0.1 km at the southernmost end.    The reef elevation around the 
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beach structures is D.L. ±0 ~ +0.3 m, and at the reef edge the elevation is D.L. 
+0 5~+l 0 m Outside the reef, the slope varies from 1/3 to 1/5 from north 
to south, the average water depth is 30 m and this goes down to 60 m in some 
areas To the north of the beach there are some notorious reef discontinuities; 
among these, the most pronounced is located about 200 m from the beach north- 
headland; here the minimum width is at the reef edge, and this gradually expands 
inside the reef. A sketch of the reef and the beach layout are shown in Figure 1. 

Fig. 1.    Beach and reef layout 

Fig. 2.    Plan view of the artificial beach 

For the beach design, a length of about 400 m was available, and to make 
the best use of this, a "Y" shape was selected for the beach layout, as shown in 
Figure 2.   Consequently, the total beach length became about 900 m, and this 



ARTIFICIAL BEACH 2397 

was then divided accordingly into three beaches named Ikoi-no-hama, Nagame- 
no-hama and Asobi-no-hama. These are located on the left, top and right sides 
of the "Y", respectively. The widths of the beaches are approximately 28 m in 
the Ikoi-no-hama and Nagame-no-hama, and 44 m in Asobi-no-hama. 

In Figure 3 a typical design cross section of the beaches is shown. 

+3.40 m 

>:1S 
w   H.W.I. +1 90m 

7   L.W.L. ±0.0 m 

Fig. 3.    Typical design cross section of the beach 

Each beach was designed to fulfill a different main purpose. That is, Ikoi- 
no-hama was designed to be safely used by young children who just wanted to 
play in the water, rather than swim. Nagame-no-hama was designed for those 
who would like to contemplate the seascape scenery. And, finally, Asobi-no-hama 
was designed for swimmers. 

Relatively shallow water depths were therefore accepted for the Ikoi-no- 
hama and Nagame-no-hama beaches design; but for the Asobi-no-hama beach, 
deeper water depths were desired to satisfy the swimmers. For this purpose, the 
sea bottom material was removed to increase depth by 1.0 m. A sand layer of 
about 20 cm was then spread over this dredged zone. Hence, 80 cm were added 
to the water depth here; and for the M.W.L. depths of about 1.9 m were ensured 
for the swimmers in an area of 10 672 m2, that is about 9 to 10 times the size of 
a standard swimming pool. The total volume of extracted rock for this purpose 
was 14 010 m3. 

Table 1 summarized some of the design characteristics of the artificial 

Table 1.    Characteristics of the artificial beach 

Characteristic Amount 

total beach area 64 000 m2 

stones for protection 36 000 m3 

pedestrian area 7 100 m2 

green area 4 000 m2 

changing rooms and showers 400 m2 

sand nourishment area 42 000 m2 

sand nourishment volume 56 000 m3 

sand mean diameter 0.5 ~ 0.7 mm 

sand specific weight 2.8 
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beach, which have remained unchanged throughout the years. The sand nourish- 
ment volume shown in Table 1 was used to fill the beach during its construction, 
and no surcharge has been necessary since then. 

3.  IMPACT ON THE MARINE ENVIRONMENT 

Before the artificial beach was constructed, there was no beach development at the 
site. A comparison of field studies performed at that time, and those done during 
the almost 20 years thereafter have allowed an assessment of the beaches marine 
environmental impact. These field studies are mainly related to the velocity field, 
wave and tide climate, water quality and marine ecology, and are described in 
this section. 

3. 1.   Velocity field 
Results obtained from field mesurements carried out before and after the artificial 
beach was constructed are shown in Table 2. The measurements of 1973 were 
performed before the beach construction by taking aerial photographs, at fixed 
intervals, of buoys deployed in front of the zone destined for the beach. The 
rest of the results shown in Table 2 are from measurements taken after the beach 
construction. The latter results were obtained from measurements at two stations 
located inside the reef, one at the south of the beach, and the other at its north. 
The south station was located almost at the same place for all measurement 
campaigns. The north station, however, was set closer to the beach, outside 
any notorious reef discontinuity, for the campaigns of 1974 and 1975, and for 
the campaigns of 1985 and 1986, it was located inside a. reef discontinuity. The 
measurements performed after the beach construction were taken about 50 cm 
below the water level. 

Table 2.    Current velocity 

Year Velocity during 
ebb tide (m/s) 

Velocity during 
flood tide (m/s) 

Wind velocity 
(m/s) 

1973 0.30 - 0.40 — — 

1974 0.07-0.18 0.06 - 0.17 7.0 

1975 0.05 - 0.20 0.02 - 0.12 3.5 - 6.0 

1985 0.05 - 0.35 0.03 - 0.55 5.0 

1986 0.03- 0.10 0.02 - 0.50 2.0 - 3.0 

Table 2 shows that the respective velocity values are of the same order of 
magnitude, and that the higher velocities are related to higher wind velocities. It 
should be noticed, however, that the maximum velocity values were found inside 
the greatest reef discontinuity, schematized in Figure 1. Because during the 1974 
and 1975 campaigns the north station was set outside this zone, smaller current 
velocity values were reported here even though the corresponding wind velocities 
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were higher, when compared with those values reported from the campaigns of 
1985 and 1986. 

From measurements taken at other stations, it was found that the max- 
imum velocities reported were obtained at the narrow part of the greatest reef 
discontinuity. In 1973, velocities ranging from 0.6 to 1.0 m/s during the ebb 
tide, and in 1986, 0.85 m/s during the flood tide were measured. Relatively high 
velocities were also found close to the north-headland, where there is another 
discontinuity; in 1975, velocities of 0.6 m/s were found during both ebb and 
flood tides, at a station located between the north-headland and the promontory 
located nearby; and in 1986, velocities of 0.55 m/s during the flood tide were 
reported to be just in front of this headland. 

3. 2.  Wave and tide climate 

The deep water wave conditions used for the beach design are wave height Hu = 
7.2 m, wave period T = 12.0 s, with a SW wave direction. The computed 
significant wave height in front of the beach, at the depth 2.5 m for H.W.L., is 
H1/3 = 1.5 m. 

The results of wave conditions measured before and after the beach was 
constructed are summarized in Table 3. 

Table 3.    Wave conditions 

Year Significant 

wave 

Maximum 
wave 

Wave 

direction 

H1/3 (m) Tl/3 (s) Hmax (m) Tmax (s) 
1974 0.21 7.0 0.31 6.8 SW 

1985 0.60 6.0 0.65 6.0 NW, SW 

1986 0.61 5.1 1.28 2.9 SW 

In 1974, the measurements were performed from January to March, and 
in 1985, during November. In the latter period, two stations were considered, 
one about 150 m at the SE of the south-headland, and the other about 1 000 m 
at the NE of the nort-headland. The measurements in 1986 were performed in 
September, during a typhoon. Two stations were selected, one inside the reef, 
about 200 m at the SE of the north-headland, and the other outside, about 400 m 
at the E of the same headland. Outside the reef, the significant wave height during 
the typhoon was 1.88 m, and its related wave period 9.2 s, and the maximum 
wave height and related period were 3.08 m and 2.5 s, respectively. 

Field observations performed outside and inside the reef show that the 
wave height inside the reef was significantly decreased from the wave height out- 
side; for instance during the typhoon reported in 1986, the wave height inside the 
reef was about 30% of the wave height outside. 

The wave conditions are influenced by the tide as follows: for H.W.L. waves 
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of longer period and greater height appear, and of shorter period and smaller 
height for L.W.L. The tide levels of H.H.W.L., H.W.L., M.W.L. and L.W.L. are 
+2.40 m, +1.90 m, +1.10 m and ±0.00 respectively. 

3. 3.   Water quality 

Water quality monitoring has shown that the composition of the water inside and 
outside the reef is similar, so it is presumed that there is enough water circulation 
inside the reef. 

Water quality monitoring is performed twice a year since 1979, once during 
the Spring time and the other during the Summer. It has been found that the 
respective average temperatures are about 22 and 28°C. In Table 4 some results 
are shown from samples taken before the beach was constructed, in December 
1973, and afterwards. In this table, NCB means number of coliform bacteria 
groups, MPN means most probable number, and the transparency is determined 
by the secchi disk depth. 

Table Water components of the artificial beach 

Year Season NCB Hexane COD Secchi disk 

MPN/100 ml extracts mg/1 depth 

1973 Winter — — 0.0 ~ 1.3 «0.3 m 

1980 Spring 17.0 not present 0.7 «0.3 m 
Summer 25.0 0.9 «0.3 m 

1985 Spring 0.2 0.7 all depth 
Summer 6.0 0.8 all depth 

1989 Spring 1.1 0.5 «1.5 m 
Summer 0.3 0.9 «1.5 m 

1991 Spring 0.3 0.4 «1.0 m 
Summer 0.8 0.3 «1.0 m 

1992 Spring 1.5 1.0 «1.0 m 
Summer 0.0 0.8 «1.0 m 

1993 Spring 0.0 0.6 all depth 

Summer 2.0 0.8 all depth 

The Japanese standards for water quality at bathing beaches are shown in 
Table 5. 

Comparing the measured values with these standards, it is observed that 
before 1985 the water quality was good, and thereafter it has improved, and it is 
now considered to be of very good quality. 

Furthermore, in addition to the water quality characteristics shown in 
Table 4, the concentrations of elements such as cadmium, arsenic, chromium, 
mercury, lead, and phosphorus were analysed, and it was found that the amounts 
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Table 5.    Japanese standards for water quality of bathing beaches 

Quality NCB 

MPN/100 ml 

Hexane 
extracts 

COD 
mg/1 

Secchi disk 
depth 

very good 2 not present <2.0 >1.0 m 

good 100 not present <2.0 >1.0m 

moderate 1 000 rarely detected 2.0 <1.0m 

bad >1 000 always present - - 

detected in the samples were under the acceptable limits so as to be harmless to 
humans. 

3. 4.   Marine ecology 
The marine fauna inside the reef consists mainly of deer's horn coral (Acrop- 
ora sp.). During and just after the beach construction was completed, three 
campaigns to determine the life expectancy of the corals were carried out. The 
campaigns took place in November 1974, and April and September of 1975. The 
mortality rates of the corals at seven stations were determined. Results from the 
April 1975 campaign show values of the coral's mortality rates that lie between 
those rates measured during the November 1974 and September 1975 campaigns. 
Results from these two last campaigns are shown in Figure 4- 

Fig. 4-    Coral's mortality rates 

In Figure 4 is observed that particularly for the stations in front of the 
beach, the mortality rate increased notoriously. One reason for this was indeed the 
pollutants derived from the beach's construction. The main reason, however, was 
the sudden proliferation of a marine creature called crown-of-thorns (Acanthaster 
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planci) which feeds on coral. This creature came from a nearby island directly in 
front of the beach. A campaign to remove part of this species was conducted to 
preserve the coral reef communities. In 1986, field studies showed that in front of 
the beach, the coral's mortality rate was less than 30%, and that the prevalent 
environmental conditions then were also found to be favorable for their steady 
reproduction. 

4.  BEACH TOPOGRAPHY CHANGE AND BEACH STABILITY 

Nineteen years have passed since the artificial beach was constucted and no re- 
nourishment has been necessary. 

The initial beach slope was 1/15, and it has presently changed as follows: 
in Nagame-no-hama it is 1/14, in Asobi-no-hama 1/30 and in Ikoi-no-hama 1/32. 
The wave and current effects on Nagame-no-hama have been the most significant 
ones; as expected during the design phase. That is to say, the actual state of the 
beach is now just as predicted. The wave and current effects on Asobi-no-hama 
and Ikoi-no-hama are weak and therefore their slopes are mild. These slopes had 
been established in a couple of years after the beach construction. It is surmised 
therefore that all the beaches are stable. 

Once a year, in February, bed profiles have been measured during the 
last 10 years and the necessary amount of sand to be moved for the beaches' 
restoration has been determined. Then, in March, the beaches' configuration is 
restored. The amount of sand moved for the beaches restoration during five years 
is shown in Table 6. And, in Table 7 the amount of sand moved for each beach 
during four years is shown. 

Table 6.    Amount of sand moved during the beaches restoration 

Year 1990 1991 1992 1993 1994 

Amount of sand moved (m3) 3 403 5 611 4 321 3 182 2 242 

Table 7.    Amount of sand moved for each beach restoration, in in3 

Year 1990 1992 1993 1994 

Ikoi-no-hama 1 204 1 198 1 668 436 

Nagame-no-hama 362 423 541 528 

Asobi-no-hama 1 837 2 700 973 1 278 

From Table 6 it is seen that during the five years shown here, the amount 
of sand moved for the restoration of the beach configuration represents about 5 
to 10% of the sand volume used for the beach nourishment. 

From Table 7 it is seen that only for the Nagame-no-hama beach's restora- 
tion the sand volume moved is roughly similar each year, whereas for the Ikoi-no- 
hama and Asobi-no-hama beaches, the amount of sand moved is more irregular. 
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Table 8.    Amount of sand moved during the beach restoration in 1994 

Beach Removed sand 

(m3) 

Filled sand 

K) 
Ikoi-no-hama 249 187 

Nagame-no-hama 198 330 

Asobi-no-hama 674 604 

It seems that the amounts of sand moved for these two last beaches are somehow 
influenced by the volume moved in the previous year. 

In Table 8 the amount of sand removed or used to fill each beach for its 
restoration in March 1994 is shown: this is schematized in Figure 5. In this figure 
the negative values of thickness refer to the sand removed, and the positive values 
correspond to the sand filling. 

Figure 5 shows that in Ikoi-no-hama there was sand transport from the 
middle part of the beach to both its ends, but mainly to its closest land end. In 
the Nagame-no-hama, the sand transport is offshore, so sand should be returned 
onshore for its restoration. In the Asobi-no-hama, the sand transport is from 
the beach ends towards the middle part. During its restoration, sand should be 
therefore removed from the middle and returned to its ends. 

The yearly restoration of the beach similar to that shown in Figure 5 
contributes to maintain the beach stability in a functional way. 

Thickness (m) 

•I 0.20 - 0.40 

0.01 -0.20 

w, -0.20- -0.01 

W/. -0.40 - -0.20 

Fig. 5.    Sand moved for the beach restoration in 1994 
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5.  BEACH MAINTENANCE AND MANAGEMENT 

To protect the environment, the beach is cleaned 250 times each year, and in 
the water itself, the cleaning is performed 60 times per year. The main problem 
concerning the environment is the proliferation of seaweeds. The seaweeds that 
reproduce in the reef are transported to the beach by waves and currents, and 
since they present an unatractive view to bathers, they are removed periodically. 

For the beach restoration, which is performed, in March, a bulldozer is 
used. 

The artificial beach is open to the public every year from the first of April 
to the last day of October. In Table 9 three year data is shown of the yearly 
number of vistors to the beach, and from these, the number who used the beach 
to swim. 

Table 9.    Visitors and bathers using the beach 

Year 1990 1991 1992 

Visitors 138 484 154 061 350 921 

Bathers 86 620 79 536 132 068 

Table 9 reveals that for three consecutive years there has been a continuous 
increase in the number of visitors and bathers. This may be accredited to the 
beach maintenance described herein which makes it an attractive recreational 
facility. 

Finally, it may be added that the annual maintenance cost, which includes 
the beach cleaning and restoration programs, is about fifteen million yen. 

6.  CONCLUSIONS 

It is concluded that after the nearly two decades that the artificial beach "Expo 
Beach" has existed, the facility has to all extents and purposes retained its natural 
environment unchanged. Yearly restoration of the beach configuration by using 
only the sand transported by waves and currents effects, i.e. without any sand 
renourishment, has proved enough to maintain the beach stability in a functional 
way. This task together with the periodical beach cleaning have preserved this 
artificial beach as a pleasant recreational facility. 

Furthermore, the stated artificial beach was constructed on a coral reef 
which gave a firm foundation for coastal structures. 

The study of the stability, maintenance and management of the artificial 
beach "Expo Beach" is a good example to consider when similar beach construc- 
tion projects are planned. 
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CHAPTER 174 

SUSPENDED SEDIMENT PARTICLE MOTION 
IN COASTAL FLOWS 

Peter Nielsen 

Abstract 
The motion of suspended sediment particles is discussed with the aim of determining 
which aspects are important and which ones can be neglected when the goal is to 
model coastal sediment transport. It is shown that the key lies in the structure of the 
flow, i e, vortices versus wave orbital motion, rather than in details of the drag law. 
With a proper description of the flow structure the most important phenomena can be 
modelled under simple assumption that the sediment velocity is everywhere the sum of 
the local, instantaneous fluid velocity and the still water settling velocity of the 
sediment: us = u + wo- Guide lines are also given for dealing with sediment in 
numerical models. This paper considers only non-cohesive particles in thin 
suspensions where the interaction of sediment particles can be safely neglected. 

Introduction 
To model the transport of (suspended) sediment one must first understand the way in 
which suspended particles move with the flow. For many years, this was however 
considered to be too difficult. - The turbulence was filed away as "complicated" and 
little progress was made with respect to the motion of suspended particles in organised 
flows because it was assumed that the general non-linearity of the of drag forces would 
have to be accounted for in the first approximation. 

Recent research has however shown that simple kinematic considerations suffice 
to describe the most important aspects of suspended particle motion. For example, the 
important difference between vortices and wave motion, which is illustrated in Figure 
1, can be understood through the simple kinematic model 

Us = U + Wo- (1) 
which expresses the assumption that the sediment particle velocity vector Us can at all 
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Wave Vortex 

2407 

U, w. • w0 cr (e*) us - o • w0tf(e) 

Figure 1: Although vortices and wave motion both have closed eliptical fluid 
orbits, their influence on suspended sediment are quite different. Vortices will 
practically eliminate the settling velocity while the effect of wave motion is small 
of order e (Equation 2). 

times be obtained by adding the still water settling velocity w0 to the local fluid 
velocity vector u. 

Under the assumption (1) it can be shown that sediment particles can be trapped 
along closed paths in most types of vortices as illustrated in figure 3. On the other 
hand, a wave motion with elliptical fluid orbits has no effect: TTS = w0, see e g Nielsen 
(1992). No consideration of the linear/non-linear nature of the fluid forces is needed to 
explain these differences. What is important however, is the nature of the organised 
flow structures like vortices. The essential difference between the vortices and the 
wave motion in this respect is that the vortices are inhomogeneous while the wave 
motion is (approximately) homogeneous. 

In the following we shall consider, and as far as possibly quantify, the various 
mechanisms which affect the motion of sediment particles. 

Non-linear Drag 
It has long been realised that if the fluid drag force on the particle is non-linear then 
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this will affect the mean vertical velocity of a particle that settles through a vertically 
oscillating flow. The effect will be a delay compared to settling through still water. 

Several numerical studies, e g Ho (1964) and Murray (1970) have been 
conducted on this effect and an analytical solution was given by Nielsen (1979, 1992). 
The effect has also been shown experimentally by Ho (1964) who monitored the 
settling of single particles inside a water filled container which was shaken as a whole 
in the vertical direction but not stirred. Other types of experiments, which include 
stirring of the fluid, are not suitable for showing the effect of non-linear drag because 
the other effects such as vortex trapping and/or fast tracking are likely to dominate in 
such flows. 

The perturbation solution of Nielsen (1979, 1992) shows that the reduction in 
settling velocity due to quadratic drag on a particle in vertically oscillating fluid with 
amplitude R and angular velocity Q is approximately given by 

,A2 

Wo [1- 
16 

RQ2 

1 (2) 

showing that the effect the effect is small of order e2 where 

1 ,du, 
8  dt (3) 

The solution (2) is compared to Ho's (1964) data in Figure 3. Note that in near-bed 

coastal flows e < Vb (Bagnold 1946) and that Equation (2) with e = Vfe gives a delay 
of only 0.002wo, which is clearly negligible. 

02 
Ho's Numerical Solution 
Equation (2) 

Figure 3: The settling 
delay due to no-linear 
drag is well described 
by equation (2) and it 
is seen that the effect 
is insignificant when 
the fluid accelerations 
are small compared to 
g. This is always the 
case near the bottom 
in a wave motion. 

RQ2/g 
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Vortex trapping 
An effect which can cause much greater delay to sediment settling is the trapping in 
vortices. If a particle is trapped in a vortex for ever, its settling velocity is obviously 
eliminated. The potential for vortex like flows to trap particles and bubbles was 
probably first noted by Stommel (1949) who considered the motion of particles inside 
a box shaped convection cell. However, this motion is much more complicated 
mathematically than that of a circular solid body vortex. Tooby et al (1977) and 
Nielsen (1979) considered the latter and showed that if a sediment particle moves in 
accordance with the assumption (1) in such a vortex it can be trapped for ever on any 
circular orbit around the point where the fluid velocity balances its still water settling 
velocity, and the orbit angular velocity is that of the vortex, cf Figure 3. 

Water particle path 

Figure 3: A sediment particle with settling velocity w0 can, under the assumption 
(1) be at rest at the point (w0/co, 0) or move along any circle around this point 
with the angular velocity of the vortex motion. See also the photograph by Tooby 
etal(1977). 

In a simple forced vortex the sediment paths are circles around the point Po 
where the fluid velocity is equal and opposite to w0. In Rankine vortices and 
irrotational vortices, the closed sediment orbits still exist in the vicinity of P0 but they 
are not circular. See e g Nielsen (1992). 

The fact that also irrotational vortices can trap sediment shows that the essence 
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of the effect is not that the flow is rotational. Rather, it lies in the inhomogenuity of the 
flow. In fact, the trapping effect is a special case of the loitering effect which is 
discussed below. 

Centrifugal effects 
The assumption (1) and hence the solution shown in Figure 3 is valid if the fluid 
accelerations are small in the sense that 

e  =  -I—   «   1 (4) 
g dt 

At order e another interesting feature of particle motion in flow with eddies 
becomes apparent. Due to centrifugal effects a heavy particle in a vortex will spiral 
outwards from the closed path shown in Figure 3 and as a result, sand particles will 
tend to become concentrated in the border areas between eddies. This concentration 
effect was noticed by Maxey & Corrsin (1986) through a computor simulation, but the 
essence of it, i e, the centrifugal drift of heavy particles towards the edge of the 
vortices was quantified already by Nielsen (1979) who showed that the time scale TSp 
of the spiralling process is given by 

-1 

--  ~^~z (5) Tsp 
±dr 
r dt woQ. 

where r is the distance from the vortex centre and O is the angular velocity of the 
vortex, see also Nielsen (1992) p 186. The centrifugal effect also affects bubbles, but 
since they are lighter than water, they spiral inwards. This makes the trapping 
mechanism particularly efficient for bubbles. 

Fast tracking between vortices 
The fact that dense particles will spiral out towards the vortex boundaries can lead to 
fast tracking of small, dense particles in strong turbulence. The reason, as shown in 
Figure 4, is that the particle speed along the preferred tracks is the maximum vortex 
velocity which may be much larger than the particles still water settling velocity. 

The result of this fast traching is an increase in effective settling velocity w 
which is theoretically unlimited: the relative, effective settling velocity is proportional 
to the relative turbulence intensity for strong turbulence. For grid turbulence the factor 
of proportionality is approximately 0.3 

•^   -   0.3-£- (6) 
Wo Wo 



SUSPENDED SEDIMENT PARTICLE MOTION 2411 

where  a is a typical turbulent velocity, see Figure 5. A perfectly regular and steady 
array of vortices would lead to a factor of about 0.4, 

Fast 
track 

Figure 4: Due to centrifugal effects, sediment particles will get concentrated 
along the boundaries between vortices and experience a settling velocity increase 
if the vortices are persistant enough and strong enough. 

A sceptic is of course justified in asking whether the behaviour of particles in a 
highly artificial flow field as the one in Figure 4 has any relevance to sediment motion 
in natural turbulence. The answer from experimental evidence is that it has. The 
available data from grid turbulence experiments is shown in Figure 5 but also 
experiments in steady open channel flow by Jobson & Sayre (1970) show the fast 
tracking effect. The Jobson & Sayre experiments show up to a factor 2 increase in 
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settling velocity for fine sand [w0 = l.lcm/s] and a more moderate increase of only a 
few percent for coarse sand [w0 = 6.3cm/s] - a picture which is in qualitative 
agreement with that of the grid turbulence data. 

Figure 5: Measured change in settling velocity due to grid turbulence. For weak 
turbulence the effect is generally a settling velocity decrease due to the loitering 
effect and trapping, while stong turbulence results in a (theoretically unlimited) 
increase. + Murray (1970), o Nielsen (1993). 

Trapping or fast tracking? 
In the two previous sections we have seen that vortices can have two opposite, strong 
effects on the settling of particles. The particles can be trapped inside a vortex or they 
can be fast tracked along the boundaries of vortices. The question then naturally arises: 
Which effect is going to be dominant? 

The answer is that if the sand is fed into the vortex while it is being formed such 
as it happens with the lee vortices on a rippled sand bed, see e g Bijker et al (1976). 
Then it is going to be trapped for a while and will travel with the vortex for some 
considerable distance without settling out. 

On the other hand, there is no chance of a heavy particle coming from the 
outside of a vortex and getting onto one of the "trapping" closed trajectories inside. 
Sediment particles which settle towards a vortex will get swept past the potential 
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trapping area of the vortex as illustrated in Figure 4. See also Nielsen (1992) Figure 
4.6.3. 

The general loitering effect 
Considering the particle which settles along the vertical symmetry line between the 
vortices in Figure 4 it can be seen that that even though the spatial average of its 
velocity (u + w0) is w0, the time averaged velocity will be less than w0. Hence particles 
will settle more slowly through an inhomogeneous flow field than through still (or 
uniformly flowing) water. This is because the particle spends more time (loiters) with 
the fluid which moves opposite to its settling velocity. 

The loitering effect was quantified by Nielsen (1992, 1993) for a special example 
and it was shown how this effect might slow the settling of particles in random walk 
simulated, "stuctureless" turbulence. That is, while the loitering effect is due to the 
non-uniformity of the flow field, it is not necessary to deal explicitly with the flow 
structure. 

The loitering represents the essential reason why vortices delay settling while a 
(almost) uniform wave motion, does not. - Figure 1. 

Sediment in wave motions 
With coastal engineering applications in mind, it is natural to ask whether a pure wave 
motion will delay the settling of sediment or the rise of bubbles significantly. It is very 
difficult to give a complete answer to this. However, for the simple velocity field of a 
linerar shallow water wave 

He      ,      , . s 

— cos(ttM-foc) 
In 

Haz  . ,     , s 
~r- Sin(GM-fa) 

2h 
) 

(7) 

the possible effect must be as small as effect of non-linear drag i e without 
significance. In Equation (7) H is the wave height, h the water depth, c the wave 
ceklerity, CO the angular velocity and k the wave number. 

The equation of vertical motion of a small (with linear drag) particle can be 
conveniently written as 

dwr      as dw dw ,„.. 
—- + -^ wr + -S7 =  -ag - a — (8) 
at        w0 at at 

5-1 
where wr is the vertical velocity relative to the fluid and a =  jr~ . s being the 

s + Cm 
relative   density   of  the   sediment   and   Cm   being   the   added   mass   coefficient 
(approximately 0.5 for nearly spherical particles). 
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If the expression above is inserted for w, this gives 

dwr     as ri      Htt>w0  .      -, (a2Hz 
— + -*- [1 + —— sin corjviv =  - ag - cc—— cos at (9) 
at        Wo 2hg 2h 

Here it seems safe to neglect the second term in the bracket since its typical 
magnitude for sand in waves is 10" . This small term represents the effect of the 
vertical non-uniformity of the wave motion. 

Then, by writing the relative velocity wr in terms of the still water settling 
velocity w0: wr = w0 +wj and using 

z = h - w0t [1+ 0(e)] (10) 

we get the following equation for w; 

dw\      ae (ozHz „ , .,,. 
—r- + —°-wi   =   - a———[h - w0t ] cos (at (11) 
at        Wo 2« 

The solutions to this equations are of the form A cos (cor + cp) + Bt cos (CM + V)/) 
showing that at the first level of approximation there is no net change of the settling 
rate due to the wave motion. 

Any net change of the settling velocity is thus either due to the non-uniformity 
mentioned above or due to non-linear drag. In both cases its magnitude will be of the 
order 10" w0 for sand in wave motions. 

Sediment in numerical models 
For the purpose of dealing with sediment particles in numerical models it is useful to 
note that the sediment velocity can be written as 

us   =  wo + u(t-dt) + w00(e2) (12) 

where 0(e2) denotes a vector function of magnitude e2. The time lag is given by 5t = 
w0lg for small particles that settle under the laminar drag law and 8? =w0/lg for larger 
particles that settle with quadratic drag, see Nielsen (1979, 1992). 

The use of the approximation 

us  ~  wo + u(t-8t) (13) 

is thus usualy justified in natural sediment transport processes and it is very convenient 
because it does not require explicit consideration of the particle dynamics at all. All 
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that is needed is a stored value u(t-8t) of the local fluid velocity at a previous time. 

Frequency response 
The expression (13) corresponds to a linear frequency response function F((i>) 

defined by 

us-wo   =   F(co) Uem (14) 

for the dynamic part of the velocity of a particle that moves in a homogeneous, simple 

harmonic flow u(t) = Uem. 
response function is given by: 
harmonic flow u(t) = Ue     . In terms of the time lag quantified above this frequency 

F(co)   =  -r-Uf (15) 
1 + iCOOr 

and a corresponding gain function is 

G(w)   =  -i L
TT (16) 

Vl+(co5() 

Conclusions 
The considerations above cover the behaviour of suspended sediment particles in small 
concentrations where particle-particle interactions can be neglected and the analytical 
approximations   are   obtained   using   perturbation   expansions   in   the   parameter 

1  du, 
e  =  - I-7-I. 

8   dt 
It has been shown that the most important aspects of the motion of such sediment 

can be understood on the basis of the simple assumption us = u + w0 which is valid 
for e —> 0. 

It has also been shown that the settling delay due to drag non-linearity is 
negligible (about 10" w0) for sand in wave motions and that the effect of 
non-uniformity of the wave motion is likely to be equally small. 

Vortices can have two strong but opposite effects on the settling of sediment: 
Trapping inside the vortices and fast tracking between vortices. The former occurs 
only when the sand is fed into the vortex during the vortex formation as it happens 
with lee vortices behind sharp-crested bedforms. Fast tracking occurs when the 
sediment is settling through a field of vortices. Both of these effects are limited to 
situations where the typical vortex velocities uv are large compared to w0. Trapping is 

possible as long as uv   > w0. Fast tracking is not dominant unless uv/w0 >   4. For 
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smaller vortex strengths, the particles tend to cut through the vortices (see the 
illustrations of Maxey & Corrsin (1986)) and doing so they are delayed through the 
loitering effect and/or traping. 

Numerical modelling of particles in flows where e2 « 1 can be done very easily 
using equation (13) which does not require explicit consideration of the particle 
dynamics. 
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CHAPTER 175 

LONG-TERM MORPHODYNAMICAL DEVELOPMENT 
OF THE EAST FRISIAN ISLANDS AND COAST 

Hanz D. Niemeyer1 

Abstract 

The morphology of the East Frisian Islands and Coast has experienced enormous changes 
in the course of the last centuries. The resedimentation of medieval sturm bays has played a 
dominant role within these morphodynamical processes which could no longer only be credited 
to the impacts of littoral drift. Reconstructions of former coastal morphology have been used to 
quantify the long-term development of significant parameters for the tidal basins of the East 
Frisian Wadden Sea. Additionally also the tidal volumes for situations since 1650 could be 
determined. On this basis the long-term stability of common empirical relationships was 
checked. 

Introduction 

The East Frisian Islands and Coast are part of the Frisian Wadden Sea which ranges from 
the eastern part of the Dutch across the German to the southern part of the Danish North Sea 
coast (fig. 1) and consist of a chain of seven barrier islands separated by tidal inlets from each 
other through which the tidal basins with intertidal areas and supratidal salt marshes are filled 
and emptied during each tidal cycle. The tidal range is about 2,5 m and the yearly mean 
offshore significant wave height is about 0,7 to 1,0 m. It is therefore a mixed energy tide- 
dominated coast according to the classification of HAYES [1975]. The littoral drift is pre- 
dominantly eastward directed. 

The East Frisian Islands and Coast have been performed at the end of the holocene trans- 
gression [KRUGER 1911; LUDERS 1951; STREIF 1990] and have experienced enormous 
morphological changes since then. Though no detailed information is available for that time 
firstly a superposition of human impacts on this natural development is expected to have been 
effective when the mainland coast was closed consecutively against the sea by constructing sea 
dykes since the beginning of this millenium [HOMEIER 1969]. Later on and particularly for the 
last 350 years the morphological behaviour of the East Frisian Islands and Coast is well 
documented by the horizontal position of the morphologically represantative markers tidal low 
and high water lines, dune foot and border lines of supratidal salt marshes [HOMEIER 1962]. 
Additionally there is even information with lesser accuracy on certain areas available concerning 
situations until more than 600 years ago (fig. 2). The migration of tidal inlets and barrier islands 

1 Coastal Research Station of the Lower Saxonian Central State Board for Ecology 
Fledderweg 25,26506 Norddeich/East Frisia, Germany 
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has been superimposed interactively by further large scale human impacts interfering with the 
natural processes. In the course of the last centuries the two most important ones have 
were: 

1. Artificial acceleration of resedimentation of the medevial storm surge bays at the 
mainland coast in respect of land reclamation and afterwards consecutively executed 
partial enclosures of these areas by dyking. 

2. The fixation of the four migrating ones of the six tidal inlets separating the East Frisian 
barrier islands since the middle of the 18th century in order to protect there developing 
holiday and health resorts. 

Figure 1. East Frisian Islands and Coast with inserted overview of the North Sea 

These large scale morphodynamical 
processes have mainly taken place in the 
western and eastern part of the East Frisian 
Wadden Sea whereas the tidal inlet 
Accumer Ee and its basin in the central part 
have remained rather stable in the course 
of the recent centuries. Beside geological 
boundary conditions it is also remarkable 
that in this area no large storm surge bay 
was ever existent. A detailed knowledge 
about the background of these devel- 
opments is of high interest. Not only for im- 
proving backward directed process know- 
ledge but also for the development of long- 
term prognostic tools like empirical morpho- 
dynamical models. In order to create a data 
basis for this purpose the charts containing 
historical reconstructions of coastal morpho- 
logy elaborated by HOMEIER [1962] and 
hydrographic charts have been transferred 

,_ ,_. . into a Geographical Information System 
Figure 2. Reconstruction of the western East Frisian (G|s) which is used as a database for 

Wadden Sea since 1350 by HOMEIER [1964]    further evaluation and parametrization. 
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Extension and enclosure of medevial storm surge bays 
Ley Bay 

The Ley Bay ever got its largest extension due to the erosional effects of the catastrophic 
storm surges of the 14th century and especially due to those of the "First Dyonysis Surge" in 
1374 [HOMEIER 1972]. The storm surges in that time were very effective in respect of eroding 
the flooded areas after dyke failures as their soil consisted predominantly of very erodible peat. 
Due to that fact the losses of land to the sea were much higher than usual, the extension of the 
bay did afterwards not fit with the hydrodynamical boundary conditions in order to reestablish a 
morphodynamical equilibrium. This imbalance caused sedimentation leading to the rise of salt 
marshes at the borders of the bay supported and accelerated by interfering human reclamation 
works. These processes changed the system again resulting in further sedimentation 
[NIEMEYER 1984, 1991b]. The rise of salt marshes allowed a subsequent reclamation and 
partial enclosures of formerly lost areas (fig. 3). In the course of the centuries the areal 
extensions of the enclosures decreased until the beginning of this century. But in recent years 
the advanced tools then available in coastal engineering made even the dyking of intertidal flats 
possible and not only of those areas which had already reached the stage of supratidal salt mar- 
shes. These measures interfered with hydrodynamical-morphological interactions to a much 
higher extent than the dyking of salt marshes. 

Nordemeysr 

Wichto, 
e"             

Se*e*'   X/v 

Poldenng in the 

Lay Bay araa 

MMM 

IIMtallM 

xrb 
-1   - 

'""°"n 

early ancloturaa       C_£ 
adapted from 
HOMEIER 11969] 

• 
i .  mmvm 

m •""•"""*' 
IN* 

n    pan of Loyfio• 
poMwIMI 

•J     *KruBon IMo •• | 

•  •»•" 

Figure 3. Partial enclosures of the Ley Bay during the last six centuries 

Harle Bay 

The Harle Bay already existed at the beginning of dyke construction at the end of the last 
century. It was silting up and the dyking of growing salt marshes is reported for the 12th and 
13th century [HOMEIER 1969,1979]. In the middle of the 14th century an unknown number of 
subsequently following storm surges caused the destruction of dyke lines and created erosion 
in the flooded areas. But the enlarged size of the tidal basin was not in tune with the dynamical 
equilibrium and in particular the higher intertidal areas silted up due to the absence of waves 
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with sufficient energy to prevent 
siltation and the subsequent growth 
of supratidal salt marshes. The 
nearly continuous silting up occured 
since then was followed by partial 
enclosures of the emerged supra- 
tidal salt marshes. More than 50% 
of the bay area had already been 
reclaimed at the end of the 16th 
century and two hundred years later 
only small remnants of the formerly 
large Harle Bay existed which 
mostly were reclaimed until the end 
of the 19th century. The Harle Bay 
had disappeared totally and a 
closed straight coastline was es- 
tablished (fig. 4). 

Morphodynamical   impacts 
storm surge bay enclosures 
General remarks 

of 

Figure 4. Partial enclosures of the Harle Bay 

The enclosure of medevial 
storm surge bays has lead to the 
following consequences: reduction 
of basin area, of basin volume, of 
tidal basin volume and of ebb delta 
volume in order to provide the 
basin's requirements for sedimen- 
tation. All these changes provoked 

additionally changes of local wave climate in the basin leading to a further increase of 
sedimentation, resulting reduction of tidal volume and again sedimentation until a new 
equilibrium stage was achieved [NIEMEYER 1991b]. In areas where only small storm surge 
bays had been created as i. e. g. in the basin of the tidal inlet Accumer Ee in the central part of 
the East Frisian Wadden Sea (fig. 1) morphodynamical changes during the last centuries have 
been less dramatic than in those where storm surge bays performed a quantitatively remarkable 
part of the total basin area. 

Western East Frisian Wadden Sea 

In comparison to its present total area of about 334 km2 the basin of the tidal inlet Osterems 
has experienced a remarkable reduction of about 100 km2 since the 14th century due to the 
numerous partial enclosures (fig. 3). Surprisingly the total basin area has nearly remained 
unchanged since 1650 (tab. 1) whereas more than 40 km2 have been reclaimed in the Ley Bay 
during that period (fig. 5). This development and the morphodynamical processes in the remain- 
ing parts of the offshore areas must have substantially interacted. A comparison of the situations 
of 1650 and 1960 using the historical maps evaluated by HOMEIER [1962] makes evident that 
the basin of the tidal inlet Osterems has compensated nearly all its losses by an eastward 
extension of its watershed against the basin of the tidal inlet Norderneyer Seegat which can 
probably be explained by the remarkly larger tidal volume of the Osterems tidal basin. This 
process cannot be explained due to the direction of the littoral drift, because the migration of the 
tidal inlet Osterems [HOMEIER & LUCK 1977; STEPHAN 1994] is counterdirectional. This 
development is in tune with the increase of relative area and respectively tidal volume in the 
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eastern part of its basin which performs nowadays its largest subsystem. These facts indicate 
strongly that the morphodynamical processes due to the migragation of the tidal inlet Osterems 
(fig. 5) could be credited to the silting-up and consecutively reclamation by partial enclosures of 
the Ley Bay.   

Figure 5. Morphological development of the tidal inlets Osterems, Norderneyer Seegat, 
Wichter Ee, of their basins and watersheds between 1650 and 1960 (reconstruction from 

HOMEIER[1962]) 

Indirectly also the eastern shift of the watershed between the Osterems and Norderneyer 
Seegat basins is remarkably influenced by that and not only a consequence of littoral drift. Even 
the migration of the tidal inlet Norderneyer Seegat must at least partly be regarded as a 
consequence of the consecutive reduction of the Ley Bay superimposing here littoral drift 
effects. This statement is contradictory to the qualitative migration models of LUCK [1977] for 
tidal inlets of the Norderneyer Seegat and Harle type basing on reconstructions of HOMEIER 
[1962,1964] and being causually supplemented by NIEMEYER [1990] considering hydrodyna- 
mical impacts on ebb deltas and barrier islands. The explanation of migration processes by 
LUCK [1977] is still very useful in order to provide insight into processes which happened in the 
past but their cyclic character is doubtful due to regarding littoral drift as steering force of inlet 
migration. Considering the impact created by the areal reduction of the Ley Bay on primarily the 
shift of watershed between Osterems and Norderneyer Seegat basin and secondarily on the 
migration of the tidal inlet Norderneyer Seegat itself a continuation of inlet migration at the same 
scale could -even in the case of no human interference- not be expected because after the large 
areal reduction of the Ley Bay an important steering force has nearly disappeared. 

The consequences of the migration of the Norderneyer Seegat for its ebb delta and respect- 
ively for the sediment balance on the beaches on the island of Norderney have been described 
as well as the measures to preserve the coast line and to combat erosion there [LUCK 1977; 
NIEMEYER 1990,1991a; KUNZ1991]. Moreover inlet migration and subsequent morphological 
changes have also had remarkable impacts on the adjacent mainland coastline [NIEMEYER 
1990]: The gradual disappearance of the remnants of the former island of Buise and the reunifi- 
cation of the two inlets to a wider channel with wider spread swash bars in its ebb delta rendered 
as well possible the impact of higher wave energy up to the opposite mainland coast as the 
accompanying extension of sublittoral areas between the inlet and the coast (fig. 6). In 1650 
there was a broad stretch of supratidal salt marshes in front of the mainland dykes. In 1750 the 
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salt marshes in front of the mainland 
dyke of the Westermarsch had disap- 
peared and a coastline retreat had 
become necessary after the dyke 
breaches during the storm surge of 
1717. On the one hand the shadow 
effect of the remnants of the former 
island of Buise was no longer effective. 
On the other had the migration of the 
inlet channels and of their tributaries 
led to the superposition of wave 
systems entering via Buisegat and 
Norderneyer Gat from the North Sea 
into that coastal area. Easter of this 
area the salt marshes in front of the 
dyke of the Linteler Marsch must have 
been sufficiently stable in order to 
encourage people to build a polder. In 
1860 the inlets Buisegat and Norder- 
neyer Gat merged to a one-inlet-system 
called Norderneyer Seegat. The conse- 
quences are primarily a less pro- 
nounced ebb delta with smaller shal- 
lows being spread wider. The higer 
concentration of tidal energy effects 
also a relative increase of sublitoral 
areas in the basin close to the inlet. 
Secondarily this allows in tune with the 
wider inlet the input of higher wave 
energy into the basin upto the mainland 
coast. Particularly the eastern part of 
the regarded area has lost shelter due 

Figure 6. Impact of tidal inlet migration between Juist l° tne morphological changes of the 
and Norderney in the period from 1650 to 1960 on e£b delta and the inlet. The resulting 
the adjacent mainland coast (reconstruction from effect is the total disappearance of salt 
HOME ER [1962])     -> polders f

mar;ihes *•> and as well the des- 
1      " truction of the 1750 already existing 

polder and of a second one which had been erected at the beginning of the 19th century. Both 
were flooded during the storm surge of 1825 and had afterwards to be abandoned. Starting 
about 1860 the tidal inlet was successfully fixed by the construction of groynes ranging across 
the eastern slope of its deep channel. 

The areal losses of the Osterems tidal basin have been compensated by an eastward shift 
of its watershed at the cost of that one of the Norderneyer Seegat. The same process repeated 
itself in the interaction of the basins of the Norderneyer Seegat and of the Wichter Ee (fig. 5): 
Again the basin with the larger volume shifted the watershed between both remarkably into 
eastern direction between 1650 and 1860. The western shore of the island of Baltrum 
experienced in the same period enormous erosion and moved more than 4 km eastward. Since 
the eastern watershed of the Wichter Ee tidal basin did not shift to the same extent into eastern 
direction as the western one the basin area was enormously reduced (tab. 1). The differences 
in the eastward shift of the western and the eastern watershed of the Wichter Ee tidal basin 
indicate also the impact of the partial enclosures in the Ley Bay on the morphodynamical 
processes of the tidal inlets and basins in its eastern neighbourhood. 
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Eastern East Frisian Wadden Sea 

Another example of subsequent consequences of the enclosure of a medevial storm surge 
bay becomes evident regarding the tremendous relative reduction of the basin area of the tidal 
inlet Harle since the middle of the 14th century due to the land reclamation in the area of the 
former Harle Bay leading finally to its total enclosure. The reduction of basin area and corre- 
sponding tidal volume initialized consequently as well a decrease of coss-sectional area and 
width of the tidal inlet as of the seaward extension and volume of the ebb delta (fig. 7). This 
process was accompanied by an eastward migration of the tidal inlet Harle, an erosion and 
retreat of the eastern shore of the island of Wangeroog, a remarkable eastward extension of the 
island of Spiekeroog and a corresponding shift of the watershed between the tidal basins of the 
Otzumer Balje and Harle, whereas the eastern watershed of the Harle tidal basin did not move 
remarkably within the same period. A comparable eastward shift of the latter one was probably 
impossible because the neighbouring Jade estuary with its much higher tidal volume and 
resulting kinetic energy hampered such a reaction. Since also the watershed between the 
basins of the Accumer Ee and Otzumer Balje has migrated easterly to a much lesser extent than 
that one between the Otzumer Balje and the Harle, the basin area of the latter one experiences 
a large reduction while the Otzumer Balje basin's area increases significantly. Correspondingly 
the island of Spiekeroog enlengthened by more than 4 km or more than 80 % (fig. 7). 
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Figure 7. Morphological development of the tidal inlets Otzumer Balje and Harle, of their 
basins and watersheds between 1650 and 1960 (reconstruction from HOMEIER [1962]) 

This differences in inlet, ebb delta, island and migration are not explainable by littoral drift 
though not counterdirectional. But it is evident that the reduction of area and tidal volume of the 
Harle basin is intensively steered by the silting up of the Harle Bay. Therefore this must be 
regarded as the major steering impact for the enormous morphodynamical changes in this area. 

Quanttittave change of characteristic basin parameters 
Total basin areas Ai. 

The total area of the tidal basins in the East Frisian Wadden Sea experienced a reduction of 
more than 13 % between 1650 and 1860 and afterwards fluctuated around a value of 85 % of 
the 1650 existing area (fig.8, tab. 1). The losses must mainly be credited to the reduction of the 
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Total basin area storm surge bays, particularly 
to that of Ley and Harle Bay 
with an reclaimed area of 
more than 80 km2 during that 
period. Corresponding to the 
already described morpho- 
dynamical development of the 
western East Frisian Wadden 
Sea the basin areas of the 
Osterems and of the Norder- 
neyer Seegat experienced 
maximal losses of about 10 % 
being later reduced to about 5 
% whereas the basin area of 
the Wichter Ee was reduced 
by more than 55 % (fig. 8, 
tab. 1). The total reduction of 
the three basin areas is some 
what larger than the cor- 
responding reduction of the 
Ley Bay between 1650 and 

1960, but this could probably be explained by a phase shift of morphodynamical adaption to 
former silting up of bay areas. 

Figure 8. Relative development of total basin areas Ab (in 
percentages) in the East Frisian Wadden Sea 

1650 1750 1860 1912 1930 1960 1975 1990 
East Frisian 
Wadden Sea 

Ah [Kf-m2] 835.00 -v 37 755.54 723.83 666,28 637,72 669.54 

M%] 100,00 96.57 90,48 86,68 79,79 76,37 80,18 

Osterems 372,76 371,70 348,26 301 20 276.52 296.22 

100,00 104,03 103,73 97,19 84,06 77,17 82,67 

Norderneyer 
Seegat 

•;3S3  9 99.31 103.44 1 103,28 102.70 106,47 

100,00 92,67 90.42 94.18 96,96 94,04 93.51 96.94 

Wichter Ee 53.93 49.16 38.93 30.27 30,10 27,20 25.93 23,09 

100,00 91,17 72,20 56,13 55,82 50,43 48,08 42,82 

Accumer Ee 100.21 99,69 87,01 88.88 90,20 92,25 94,30 101.54 

100.00 :-• I? 86 83 88,69 90,01 92,05 94.10 101,32 

Otzumer Balje =59r 51,29 77,53 76,82 73.50 78,17 74,57 74.47 

100,00 90,14 136.25 135 00 129,17 137,38 131.04 130.87 

Harle 

155.80 131.68 81.06 66.37 75,27 64,18 63,70 67,75 

100.00 54,52 52,03 •12,60 48,31 41,20 40,89 43,49 

Tab. 1 Total basin areas 1650 -1990 

The basin area of the Accumer Ee has remained in the same order of magnitude independently 
from the enormous morphodynamical developments both in the western and eastern neigh- 
bourhood of that area. In the eastern East Frisian Wadden Sea the tidal basin area of the 
Otzumer Balje increased by about 30 % between 1650 and 1960. This increase was 
compensated by losses of basin area of the Harle of more than 45 % (fig.8, tab. 1). The total 
loss of area for both basins is also higher than the correspondingly reclaimed areas in the Harle 
Bay. But here also the same explanation fits as for the western part of the East Frisian Wadden 
Sea. The area of partial enclosures was until the end of the 19th century only an indirect 
measure of long term silting up, because in that time dykes were only built on supratidal salt 
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marshes which had been silted up earlier. In connection with the phase shift of 
morphodynamical adaption this quantitative differences must not necessarily be inconsistent 
with the basic idea. Moreover the phase shift of morphodynamical adaption of the seaward 
basin area to bay reduction becomes i. e. g. evident by the response of the Harle basin with a 
remarkable areal decrease until 1912 (fig. 8, tab. 1) whereas the most partial enclosures had 
already been carried out at the end of the 18th century (fig. 4). 

Sublittoral and Intertidal basin areas A3| and A; 

Intertidal basin area 

Figure 9. Relative development of intertidal basin areas A, 
(in percentages) in the East Frisian Wadden Sea 

Sublitoral basin area 

The intertidal areas of the 
East Frisian Wadden Sea 
have both absolutely and 
relatively much more de- 
creased (fig. 9, tab. 2) than 
the total basin areas (fig. 8, 
tab. 1). Correspondingly the 
sublittoral areas have as well 
absolutely as relatively in- 
creased (fig. 10, tab. 3). But 
this tendency is not uniform for 
all tidal basins: It is valid for 
those ones with as a small 
reduced total area like Oster- 
ems and Norderneyer Seegat, 
a nearly constant one like 
Accumer Ee or even enlarged 
one like Otzumer Balje. 
Contradictory in those basins 
which total area experienced 
reduction like those ones of 
the Wichter Ee and the Harle 
the tendency is different. In 
the Harle basin both intertidal 
and sublittoral areas have 
experienced nearly the same 
amount of relative reduction 
whereas in the Wichter Ee 
basin the sublittoral areas 
have been relatively more re- 
duced than the intertidal ones 
(fig. 9, tab. 2; fig. 10, tab. 3). 
In total the tendency of 
reduction for the intertidal 
areas being evident until 1960 
has been substituted by a 
fluctuation of less than 3 % 
since then (fig. 9, tab. 2) 
which is generally in tune with 
the development of the total 
basin areas (fig. 8, tab. 1). 

Contradictory the until 1930 rather stable figures for the sublittoral basin areas tend to fluctuate 
more significantly since then (fig. 10, tab. 3). Partly this effect might also be caused by changes 
in the seaward boundary of the basins for the different surveys due to the chosen determination 
of the seaward inlet cross-section for computations. 

Figure 10. Relative development of sublittoral basin areas 
AS| (in percentages) in the East Frisian Wadden Sea 



2426 COASTAL ENGINEERING 1994 

1650 1750 1860 1912 1930 1960 1975 1990 
East Frisian 
Wadden Sea 

A,[106m*] 623.35 596.07 548.41 515.86 439.63 458.02 428.60 

M%] 100,00 95,62 87.98 82,76 70,53 73.48 68,76 

Osterems :   . 245,48 235.76 205,60 166.85 '• : • 156.81 

100,00 101.32 97,31 84.86 68.87 67,81 64,72 

Norderneyer 
Seegat 

88.69 80.95 -7.54 82,35 81.65 77.65 82.90 74.61 

•: 87,43 92,85 92.07 87,55 93,47 84,13 

Wichter Ee 43.90 40.15 '•-:. 27.B7 26,48 23,40 23,82 20.29 

100,00 91,45 78,64 63,48 60,32 53.31 54,26 46,22 

Accumer Ee 79.95 70.88 71,30 77,00 68.32 77,56 76.34 

100,00 99.29 88,03 88,55 95.63 84,85 96,32 94.81 

Otzumer 
Balje 

46.86 42,19 63,15 61,70 62.60 55.39 47.96 

100,00 90,02 134,76 131,66 133,58 118,20 124.61 102,34 

Harle 121.10 107.36 66.55 50.57 62,53 48.01 •    '• 52.59 

•    :•: 88.66 54,96 41,76 5' 6? 39.64 42,15 43.43 

Tab. 2: Intertidal basin basin areas 1650 -1990 

1650 1750 1860 1912 1930 1960 1975 1990 

East Frisian 
Wadden Sea 

A^nCm*] 211.63 210.29 207.97 226.65 179.92 240.93 

Asl [%! 100,00 99,37 87,87 98.27 107,10 85.02 113.84 

Osterems 116,04 127.28 135.94 142.66 134.35 112.22 139.41 

100,00 109,69 117,15 122 94 115,78 96,71 120.14 

Norderneyer 
Seegat 

21.14 20.84 21.77 21.09 . 1 35 19,80 31.86 

100,00 98.54 102,96 99,75 117,52 121.25 93,65 150,68 

Wichter Ee 10.02 9.02 4.41 2.40 3.62 3.79 2.33 2.80 

100,00 89.94 44.00 23,94 36.12 37,84 23.25 27.94 

Accumer Ee 19.69 19.74 16.13 17,58 13,20 23,93 16.74 25.20 

100,00 100,23 81,92 89,28 67.01 121,50 85,03 127,95 

Otzumer 
Balje 

•      : 9.10 14.37 15.12 10.90 22.77 16.17 26,51 

100,00 90.70 143,20 150,62 108,59 226,90 161.08 264,07 

Harle 34.70 24.32 14.50 15,80 12 74 16.17 12.66 15.16 

• 41.79 45.55 36.73 46.62 36.49 43.69 

Tab. 3: Sublittoral basin areas 1650 -1990 

Supratidal salt marsh areas A_m 

The interactions of hydro- and morphodynamics in the storm surge bays created favourable 
boundary conditions for the growth of supratidal salt marshes as described before. But these 
were more and mored dyked by subsequent partial enclosures. The deceleration of silting-up 
due to the reduction of the bays' oversize effected primarily also a deceleration of salth 
marsh(fig. 3 + 4). Though only insufficient data are available for the time before 1650 the areal 
development of salt marshes from then still reflects that process (fig. 11, tab. 4): The total area 
of supratidal salt marshes in the East Frisian Wadden Sea has been reduced from 1650 to 1750 
by about 20 % and then again until 1860 by another 12 %. The decrease between 1860 and 
1930 has again decelerated to less than 5 % even followed by an increase of nearly 4 % until 
1960. The subsequent reduction of about 5 % until 1975 has growth and secondarily in tune 
with partial enclosures a reduction of existing salt marsh areas been a consequence of the 
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Salt marsch area 

enclosures of salt marshes by construction of new dykes due to the guidelines for coastal safety 
established after the catastrophic storm surge of 1962 seawardly of the old ones. 

Regarding the tidal basins separately the developments do not reflect the same uniform 
tendency (fig. 11, tab. 4): The Osterems tidal basin has lost nearly 60 % of its supratidal salt 
marsh areas between 1650 and 1860, particularly due to the partial enclosures in the Ley Bay. 
But it regained about until 1975 about 20 %, particularly to salt marsh growth in the Ley Bay in 
spite of executed partial enclosures in the same period. The initial losses of salt marsh areas in 
the tidal basin of the Norderneyer Seegat have already been explained as a consequence of 
inlet migration and changes of local wave climate with a drecrease of about 55 % from 1650 to 
1750. But alredy between 1750 and 1860 the continuous losses (fig. 6) were overcompensated 
by salt marsh growth in other areas of the basin. Since then salt marshes areas have increased 
until 1975. The losses of supratidal salt marsh areas in the tidal basin of the Wichter Ee must 

particularly be regarded as a 
consequence of the enormous 
reduction of its total basin 
area which is also evident for 
the changes between 1960 
and 1975. The pursued re- 
duction of salt marshes in the 
tidal basin of the Accumer Ee 
since 1650 must be primarily 
credited to the seaward move- 
ment of dyke lines whereas 
the continuous growth of salt 
marsh areas in the tidal basin 
of the Otzumer Balje is partic- 
ularly a consequence of the 
described extension of its total 
basin area since 1650. 

Figure 11. Relative development of salt marsh basin areas 
A  (in percentages) in the East Frisian Wadden Sea 

1650 1750 1860 1912 1930 1960 1975 
East Frisian 
Wadden Sea 

Am ['06-m'] 45.59 36.24 30,60 28,50 30,26 29.22 

*.[%] 100,00 79,49 67,12 62,51 66,37 64.09 

Osterems 16,96 '• 47 6.82 3 93 8,65 10.23 

100,00 67.63 40,21 58,55 51,00 60,32 

Norderneyer 
Seegat 

5,85 2,61 3.70 4,21 4.23 4.65 

100,00 44,69 63 34 72,90 72,40 79,53 92,02 

Wichter Ee r •' 278 2.15 2.52 2.86 3.23 2 41 

100,00 53,95 41.71 48,88 55,56 62.74 46,84 

Accumer Ee • 74 •" •:• 4,90 ••   - : 54 .  \ " 
100.00 80,98 72,72 60.22 37,63 43.31 31,28 

Otzumer 
Balje 

2.10 2.52 4.14 242 -    • 6.37 4,87 

100,00 120,50 197.44 115,44 289,27 303,87 231,90 

Harle 11,40   _   ' 4.45 • 

100.00 129.57 101,09 22,80 32,69 50.58 48,01 

Tab. 4: Salt marsh areas 1650 -1975 
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The reduction after 1960 is an effect of the dyking of salt marshes. Between 1750 and 1912 salt 
marsh areas in the tidal basin of the Harle have as well decreased as the total basin area due 
to resedimentation and partial enclosures of the Harle Bay. Until 1960 then a certain growth 
appeared in tune with the stabilization of the tidal basin which only experienced a slight 
reduction after 1960 due to dyking of salt marshes. 

Evaluation of tidal volumes 

The parametrization of Wadden Sea areas in the framework of the project WADE was 
carried out in order to establish empirical relationships between these parameters describing 
morphodynamical equilibrium conditions. A parametrization of morphological parameters like 
areas must is insufficient for that purpose, the evaluation of hydrodynamical parameters is 
additionally necessary for reaching the aim. The most common hydrodynamical parameter used 
in empiral morphodynamical relationships is the tidal volume. The evaluation of tidal volumes for 
defined areas is no problem if detailed surveys or maps are available and the represantative 
tidal high and low water peaks are known. But in the case of the reconstructed historical coastal 
morphology of 1650,1750 and 1860 by HOMEIER [1962] there are only the contour lines of 
mean tidal high and low water and the border lines ot the supratidal salt marshes available. 
Furthermore measurements of tidal water levels providing reliable data have been carried out 
in the East Frisian Wadden Sea since the end of the 19th century (fig. 14). Therefore the 
evaluation of tidal volumes for these dates requires extra efforts. 

The substitution of complex tidal basin morphology by only mean high and low water contour 
lines has been exercised by WALTHER [1972] in order to avoid enormous computational efforts 
without the aid of modern computers: 
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Figure 12. Reconstructed historical mean high tide and 
storm surge water levels and long-term trends, island 

of Wangeroog, tidal inlet Harle [LUDERS 1977] 

Since there is nothing repor- 
ted about the accuracy of this 
method a calibration test for 
recent data sets was carried out 
with the data of all six East 
Frisian tidal basins from the 
surveys of 1960,1975 and 1990. 
Surprisingly the deviation from 
data being evaluated with the aid 
of a GIS was on the average 
about 6 % (fig. 12) which is in the 
same or even in a lower order of 
magnitude as the measuring ac- 
curacy of data from hydrographic 
surveys. Based on these results 
the method of WALTHER [1972] 
is a suitable tool for the evalua- 
tion of tidal volumes for the situa- 
tions of 1650,1750 and 1860 for 
the reconstructed coastal mor- 
phology. In order to keep the 
data comparable the tidal vol- 
umes for the surveys since 1912 
were also determined by the 
same method. 
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Beside the before 
mentioned data of tidal 
water levels there are also 
reconstruction of historical 
mean higher water and 
storm surge levels avail- 
able. A very valuable data 
set has been elaborated 
byLUDERS[1977]forthe 
island of Wangerooge at 
the shore of the tidal inlet 
Harle (fig. 1) based on his- 
torical levellings being 
transferred to present da- 
tum and metric scale (fig. 
13). These long-term data 
set has nearly the same 
rising velocity as that one 
being measured in the 
course of the last 100 
years at the tidal gauge at 
the island of Norderney in 

the tidal inlet Norderneyer Seegat (fig. 1 + 14). The measured data make also a paralell 
increase of tidal range with rising high water levels evident (fig. 14). Referring to the documented 
rise of high water levels since 1570 it is reasonable that the tidal range has increased since then 
by nearly the same order of magnitude as for the last century. Based on this assumption the 
tidal volumes for the morphological situations of 1650,1750 and 1860 have been evaluated by 
taking into account an increase of tidal range between 1650 and 1900 of 10 cm per century (fig. 
15, tab 5). This figure is used in order to consider the long-term tendency of tidal boundary 
conditions of the morphodynamical development in the investigation area. The evaluated tidal 
volumes are quantitative not very sensitive against a possible inaccuracy of ± 5 cm/century, the 
fluctuation of the tidal volumes is therefore less than 2,5 %. 

time series 1891-1992 

Figure 13. Yearly mean high water levels and tidal ranges since 
1896 and corresponding mean trends, island of Norderney, tidal 

inlet Norderneyer Seegat 

I      I      I ^ 
East Frisian Wadden Sea 

VT(GIS) = 1.06387 *V T(WALTHER 

Regression: 1960 -1990 

9*~ + 

X* 
^^ 

Mean tidal prism VT(WALTHER) [10 m ] 

Figure 14. Comparison of tidal volumes computed with a GIS 
from detailed morphological maps and evaluated by the metod 

of WALTHER[1972] 

The tidal volumes of 
the tidal basins in the 
East Frisian Wadden 
Sea have in total 
remained nearly con- 
stant over the regar- 
ding the long-term 
development. The in- 
crease of tidal range 
measured since the 
end of the 19th cen- 
tury (fig. 14) and expec- 
ted to have also oc- 
cured with a similiar 
coincidence to the rise 
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Figure 15. Relative development of tidal volumes 
(in percentages) of the tidal basins in the East 

Frisian Wadden Sea 

of mean tidal high water 
since the 16th century (fig. 
13) has compensated the re- 
duction of basin areas. For 
the midterm development of 
the last decades with nearly 
stable total basin areas the 
tidal volume has not ex- 
perienced a remarkable in- 
crease whereas the tidal 
range has also increased 
during this period (fig. 14); 
for 1975 even a significant 
reduction occured (fig. 15, 
tab. 5) which can partly be 
ex-plained by the reduction 
of the total basin areas (fig. 
8, tab.1). According to the 
reduction of total areas the 

1650 1750 1860 1912 1930 1960 1975 1990 
East Frisian 
Wadden Sea 

VT[l0
6m>l 1135,36 1149,22 1131,64 1141 33 1105.40 1032,77 1133,23 

VT [%] 100.0 101,2 99,67 100,5 97,36 90,97 99,81 

Osterems 49P J'C 550.04 583,79 594,01 524,83 466.48 524.93 

100,0 110.4 117,2 119,5 105,3 93,66 105.3 

Norderneyer 
Seegat 

134,25 131.82 • -e:: 142,58 156.30 155,58 169.45 

100,0 98,19 101,4 106,2 116,4 113,3 115,8 126.2 

Wichter Ee 65.55 62,54 48,76 
;~.: 40,13 36,57 35,89 31.72 

100,0 95,54 74,39 57,06 61,22 55,79 54,75 48,39 

Accumer Ee 131,90 137,34 123,78 129.35 126.66 145.22 •••- •'. 158.42 

100,0 104,1 93,84 98,07 96,03 110,1 112.4 120.1 

Otzumer 
Balje 

76 98 72,48 114.88 116,30 107.61 135.77 121.58 134.29 

100.0 94,15 149,2 151,0 139,7 176,3 157,9 174.4 

Harle 195,01 124,22 108.06 116.62 110.89 104,99 114.41 

100,000 85,31 54 34 47.27 51.02 48.51 45 93 50.05 

Tab. 5: Tidal volumes of the East Frisian Wadden Sea tidal basins 1650 -1990 

tidal volumes of the Wichter Ee andHarle have decreased significantly. Correspondingly the tidal 
volume of the Otzumer Balje has increased overproportional in respect of other tidal basins. The 
Accumer Ee has in 1990 a tidal volume which is 20 % higher than 1650, whereas the total basin 
areas for both dates are nearly constant. The tidal volume of the Osterems has experienced 
remarkable fluctuation which are generally in tune with the development of its basin areas. That 
one of the Norderneyer Seegat has generally increased. The fairly reduction of its basin areas 
must have been compensated partly by the increase of tidal range. Furthermore the shape of 
the basin and the relation of intertidal and sublittoral areas might have been of importance. 

Long term stability of empirical relations 

The morphological changes in the East Frisian Wadden Sea [HOMEIER 1962, LUCK 1977] 
has decelerated enormously in the course since the middle of the last century and particularly 
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since the beginning of this one. The fixing of four of the six inlets since the beginning of this 
century and particularly the coincidently nearly finnished resedimentation and land reclamation 
in the areas of the medevial storm surge bays has effected that development. Therefore mor- 
phodynamical changes in the East Frisian Wadden Sea occur not only self-evidently on much 
lower time scales but also on smaller length scales leading to a morphodynamical quasi- 
equilibrium, which in the long run is expected to be only temporarily. But nowadays a mid-term 
dynamical equilibrium could be assumed which is expressed by a number of well-established 
semi-empirical relationships being evaluated on a data basis with sufficient density for that 
purpose. That method for a functional parametrization of morphodynamical processes has 
proved as a success for coastal research and for coastal engineering planning since decades 
[O'BRIEN 1931; WALTHER1972; EYSINK1979,1991; NIEMEYER1991]. One of the important 
relationships describing a morphodynamical equilibrium is that one between total basin area and 
tidal volume which has been introduced by EYSINK [1979] and was used in the framework of 
the Dutch coastal defense study as a tool for the estimation of the impacts of an accelerated 
relative sea-level rise. 

East Frisian Wadden Sea 
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In order to get a deeper insight 
into those documented long-term 
morphodynamical processes oc- 
curing at the East Frisian coast 
since 1650 these relationship has 
also been adapted to the eval- 
uated parameters being available 
for all situations from 1650 to 1990 
beside that one of 1912 for which 
not a complete data set was avail- 
able. Though the incorporated as- 
sumption of a dynamical equi- 
librium could not be assumed as 
valid for the situations between 
1650 and 1860 the relation e. g. 
between tidal volumes and intake 
areas of the basins are for all 
situations rather strict (fig. 16). In 
respect of the experience gained 
from recent data [EYSINK 1979, 
1991] this result is not trivial, be- 
cause these data sets incorporate 
also a variation in tidal range due 
to its regional differences. Looking 
at the data sets from 1960, 1975 
and 1990 including also the sub- 
systems of the tidal basins for the 
same parametrization for the East 
Frisian Wadden Sea this effect is 
evident only for the larger values 
of 1990 (fig. 17). A first explanation 
of this discrepancy is the only use 

of data for mid-term developments: As tidal ranges varies to a much lesser extent than for the 
long-term time scale, statistal scattering is of the same or even bigger order of magnitude than 
the structural differences due to tidal range variation. 

500 600 700 

Mean tidal prism VT[106 m3] 

, 1860 

Figure 16. Correlation of total basin areas 
Ab and tidal volumes VT since 1650 
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Further emphasis will be 
laid on finding a reliable 
explanation and detecting the 
mechanism steering that 
process. The solution to this 
problem is of high importance 
because these relations pro- 
vide the basis for conceptual 
or empirical model like the 
Box-model of VAN DONG- 
EREN & DE VRIEND [1994] 
being up to now the only 
promising tool for morpho- 
dynamical modelling of future 
mid- and long-term develop- 
ment. A successful treatment 
will therefore deliver a valu- 
able basis not only for current 
problems with structural ero- 
sion but also for the foreca- 

sting of prospected long-term morphodynamical processes due to changing boundary conditions 
like an expected acceleration of relative sea-level rise. 

An obvious explanation would be a change of hydrodynamical boundary condition. 
Considering that possibility the changes of tidal range over the time were taken into account 
though no measured data before 1891 were taken into consideration and the figures for 1860, 
1750 and 1650 were evaluated on the basis of an assumption. But this assumption is regarded 
as rather sound and in every case as a sufficient basis to look for indications for a qualitative 
change of empirical relationships for morphodynamics: The data reflect a pronounced 
correlation of the factor a of the relationship 

Figure 17.Correlation of basin areas and tidal volumes 
for the tidal basins and subsystems in the East Frisian 

Wadden Sea (surveys 1960,1975,1990). 
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Figure 18.Correlation of the coefficient a 
from Ab = a° VT with tidal range TR 

and tidal range range TR (fig. 
18). Obviously those correlations 
depend particularly on the anti- 
cipated change of tidal range be- 
fore 1891. In order to estimate 
the effect of a misjugdement a 
variation of ± 5 cm per century is 
taken additionally into conside- 
ration. The result makes evident 
that the tendency of the corre- 
lation is still evident (fig. 18). 
Therefore it must be concluded 
that for long term investigations 
in the same area the variation of 
the tidal range must be taken into 
consideration in order to describe 
the relationship between total 
basin areas and tidal volumes 
with sufficient accuracy. 
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Conclusions 

The resedimentation of storm surge bays at the East Frisian mainland coast has been a major 
steering impact of morphodynamical processes in five of the six tidal basins of the East Frisian 
Wadden Sea during the last centuries. As well the shifting of basin watersheds, the migration of 
inlets as the changes in size and position of the barrier isfands can no longer only be credited to 
littoral drift. Furthermore they could not be regarded as a cyclic process which would have continu- 
ed without the fixing of tidal inlets since the middle of the last century. 

A reliable quantitative approximation of tidal volumes is also possible for the reconstructions of 
historical coastal morphology of Wadden Sea areas. The accuracy of these figures is sufficient for 
use in the framework of empirical relationships used for empirical and conceptual mor- 
phodynamical modeling. It has become evident that relationships being used for empirical or 
conceptual modeling which have been established for data sets covering only a period of a few 
decades or even less could not in every case be regarded as valid for long-term periods like 
centuries. This was demonstrated for the well known relationship of tidal basin areas and tidal 
volumes which is in the long run dependent on tidal range variations. 
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CHAPTER 176 

Field Observation and Numerical Simulation of 
Beach and Dune Scarps 

Ryuichiro Nishi1, Michio Sato1, and Hsiang Wang2 

ABSTRACT 
Beach and dune scarps are prominent erosional features and probably interfere with 
post-storm beach profile recovery because of wave reflection on the scarp face 
during high tide and reduced swash height. As examples, beach and dune scarps, 
created by typhoon waves on the Pacific Coast and on the East China Sea Coast in 
Kagoshima Prefecture, were investigated. The highest scarp elevation on these coasts 
were found to be approximately to 7 m on the Pacific Coast and 10 m on the East 
China Sea Coast. Following the field observation, a numerical study was conducted 
to study the generation of scarps. 

INTRODUCTION 
A sandy beach and dune will be vulnerable to storm waves and storm surge when 

a severe storm approaches to a coastal zone. These high waves will change cross- 
shore profile significantly and cause shoreline recession. Following beach and dune 
erosion by a storm, a beach profile recovery process will take place under the 
incidence of ordinary waves. This process probably correspond to a ordinary profile 
suggested by Johnson (1949). Regarding cross-shore profile recovery, it is mentioned 
by Kriebel (1986) that "Time scales of beach profile recovery are highly variable. 
It is generally known that recovery processes occur on much slower time scales than 
erosion. As observed by Meyer (1936); " the time required for the bar to move 
shoreward under normal conditions is four to six times as long as to form the bar 
during storm conditions." Recovery typically occurs over time scales of several days 
to several months. In some extreme cases, recovery may take on the order of several 

1 Dept. of Ocean Civil Engineering, Kagoshima University, 1-21-40 Korimoto, 
Kagoshima-shi 890, JAPAN 

2 Dept. of Coastal and Oceanographic Engineering, 336 Weil Hall, University of Florida, 
Gainesville, Florida 32611, U.S.A. 
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years due to the infrequent onshore motion of sand in deeper water. On the other 
hand, observations immediately after the peak of a storm indicate that a large portion 
of the eroded volume may recover within one to two days, seemingly accelerated by 
elevated water levels and fairly energetic but constructive wave conditions." The 
study at Ocean City, Maryland by Randall and Kraus (1993) also suggested that 
large amount of profile recovery occurred during the last part of storm condition. 

The recovery process depends on the wave condition during and after the storm, 
as well as on the post-storm beach profile such as scarps and longshore bar features, 
because the cross-shore profile interacts with a wave transformation and effects the 
resulting cross-shore sediment transport rate. Beach and dune scarps are significant 
erosional features and probably retard post-storm recovery by ordinary waves, 
because some of the low steepness waves with constructive force under the normal 
circumstance have undermined a foot of scarp and reflected by a vertical scarp face 
during high tide. As an example, the dune scarp was caused by the Typhoon 9119 
in Kashiwabara beach, Kagoshima in 1991. The height of dune scarp was nearly 7 
m according to the Minami Nippon Daily Newspaper. Once these scarp features are 
generated by storm waves, potential risk for properties behind the dune/beach will 
increase, because there is either only a narrow beach or no beach at all to dissipate 
incident wave energy and to resist destructive forces of successive storms. Since the 
average annual wave height along Japan Coast has increased in the last decades and 
the sediment supply from river is decreasing due to the structures placed in river, 
again it seems that the rate of beach profile recovery might be slower compared to 
the last decades. Therefore, from an engineering point of view, it is important to 
collect the data of erosional features and antecedent recovery process for the purpose 
of improving shore-protection and coastal management. It is also recognized that 
dunes have several functions, such as (i) serving as soft structures against storm 
surge and severe wave attack including tsunami waves, (ii) filtering effect of wind 
blown sand and salt by the coastal forest on and behind the dune, (iii) sediment 
source to the foreshore and longshore bar in a severe storm condition, (iv) a habitant 
and nesting area for sea animals and vegetation, (v) a setback area for the sea-level 
rise as well as storm surge, and (vi) a recreational area for local residents and 
tourists, etc. Therefore, proper dune management is very important. 

Regarding numerical studies of dune erosion, there are several numerical 
methods, from two dimensional to quasi-three dimensional, to predict the dune 
erosion quantitatively. (Vellinga (1983, 1986), Kriebel and Dean (1984, 1985), 
Stieve and Battjes (1984), Sargent and Birkemeier (1985), Larson and Kraus (1989, 
1990), Kriebel (1990), Wang and Miao (1992), Steetzel (1993), etc.) However, there 
is very little knowledge of physical processes on the beach and dune erosion and 
resulting scarps under a severe storm condition. (For instance, Kana (1977), Vellinga 
(1986), and Fisher (1986)). It is necessary to obtain enough physical knowledge on 
dune erosion process, however it is almost impossible to obtain a data set of beach 
and dune profile evolution just before and during the storm activity in the natural 
condition. Therefore, field surveys are usually carried out between and after storms. 
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Strictly speaking, the beach profile after the storm contains an information of beach 
profile recovery, since the waves may have high constructive force in the last part 
of storm period according to several beach profile predictors, for instance Kraus et 
al. (1991). 

In the current study, field observations were conducted to study the 
geomorphological features of dune and beach scarps, and generation of scarp by 
storm waves. Based on these field observations, a numerical study has been carried 
out to simulate the scarps. 

FIELD OBSERVATION OF SCARPS 
The coast line of Kagoshima Prefecture, which exceeds 2200 kms, suffered 

extensive damage by two of the biggest typhoons in this century, one in 1991 and 
the other in 1993. Due to these recent and successive severe typhoons, beach and 
dune scarps have been generated along the Fukiage coast which extends about 30 km 
south to north on the East China Sea, and along the Shibushi coast which extends 
about 8.2 km on the Pacific Coast in Kagoshima. The locations of these two coasts 
are shown in Fig. 1. 

i 

- -   V- 
Kinkoh Bay, 

\       ) Satsuma  Peninsula^ / '    cS- 

Ohsumi Pemmsula 

JHokaido 

Pacific ocean 

Fig. 1.  Locations of study areas 
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Cross-shore processes 
The maximum height of dune scarp at Fukiage Beach was nearly 10 m, and an 

initial stage of dune scarping is shown in Fig 2. It can be seen that the dune has a 
steep seaward slope, and has a vertical face at the foot of the dune which was 
truncated by waves. Other field surveys have been carried out at Kashiwabara Beach 
on the Pacific Ocean Coast. Since dune scarp, beach nourishment, and beach scarp 
after the nourishment have alternatively appeared in this study area, the physical 
processes in this coast are probably particularly attractive from coastal engineering 
view point. Therefore, scarps in this area are mainly discussed in this paper. General 
characteristic of this coast are shown by a series of photographs, and then the 
longshore distribution of scarps will be discussed based on the field data. 

Dune scarps at Kashiwabara Beach caused by Typhoon 9119 is shown in Fig 3. 
The photograph was taken one year after the Typhoon 9119, thus the foot of the 
dune is partially filled by onshore sediment transport. The height of dune scarp just 
after the Typhoon was about 7m according to the local newspaper (Minami Nippon 
Daily News), and the height of scarp shown in Fig. 3 was about 5 m. Because the 
shoreline and the crest of the dune regressed further landward, there was little 
foreshore remaining to dissipate wave energy. As a result, part of the coastal forest 
on and behind the dune was damaged by the collapse of dune and by the wind- 
blown salt. To protect the coastal forest and properties, a beach nourishment project 
was carried out in the beginning of 1993. The nourishment project area shown in 
Fig. 4 extends 2 km to cover the highly eroded beach. A few months after the beach 
nourishment project, storm waves caused by one of the biggest typhoons in this 
century, Typhoon 9313, for which the lowest pressure was 914 hp(mb), affected the 
project area, and produced beach scarps which extended along the whole nourished 
beach. Beach scarps in the central area of the project is shown in Fig. 5. In contrast 
to the nourished beach, there was little beach scarp at the neighboring natural beach. 
This difference probably arose from the fact that the nourished nearshore beach 
profiles was much steeper than the natural or equilibrium beach profile. The field 
survey showed that the maximum height of beach scarp was close to 3m where the 
shoreline retreated significantly landward. In addition, it was noted that the most 
severe damage was located in the same area as that of the heaviest dune scarp area 
produced by preceding Typhoon 9119 which caused a maximum of 7 m dune scarp. 

To reduce further beach and dune erosion by an antecedent typhoon, it is 
necessary to accurately estimate the beach and dune profile before and after the 
typhoon. Then, the behavior of the dune and beach profile under the action of 
another storm can be predicted. Unfortunately, in the present case, beach profile 
data before the typhoon was not available to the authors and the field data were 
collected only after the generation df dune and beach scarps. 

Field observations showed that swells with low steepness during high tide easily 
reach to the foot of scarp and undermine the vertical scarp face, while a low 
steepness swell has the constructive force in general. Following the undermining, the 
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Fig. 2. Small dune scarp at Fukiage Beach 

•SJ^^SF br M  *% 
Fig. 3.  Dune scarped by Typhoon 9119 at Kashiwabara Beach, 1992 

(Photograph taken one year after the typhoon) 

Fig. 4.  Beach nourishment at Kashiwabara Beach in 1993. 
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Fig. 6.  Moment of collapsing (the sand blocks are falling) 

vertical layer of sand above the scoured foot loses support and collapses around the 
foot of scarp, and is deposited at the foot with an angle of repose. Fig. 6 shows the 
moment of collapsing of a scarped face. The block of sand which is in motion can 
be seen in the middle of the figure. The sand deposited at the foot of the scarp is 
transported offshore by successive waves and probably supplies sand to enhance the 
generation of longshore bar. This cross-shore process repeats itself at the end of 
wave attack during high water level. Thus, beach scarp plays a role as a moving 
boundary for the wave and moving sediment source for which a sand layer with a 
certain thickness is cut from the scarp face at distinct moments in time. It is also 
expected that the cross-shore sediment transport rate has a peak at the position of 
scarp during the collapse of the scarp face. This kind of process was also noted by 
Vellinga (1986) that " The first series of waves reaching the dune front causes 
erosion and a consequent lowering of the beach just in front of the dunes. After a 
number of waves the foot of the dune is eroded to such an extent that the dune 
front becomes unstable. Then, a slice of sand of between 0.2 and 2.0 m thick 
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(depending on the height and form of the dune) slides down, forming a pile of sand 
at the foot of the dune. This volume of sand is then gradually eroded by the waves. 
After some 50 to 100 waves, the pile of sand is cleared away and a new dune front 
instability occurs. In course of time it takes longer and longer before the pile of sand 
is removed. The rate of dune erosion decreases with time." 

LONGSHORE PROCESSES 
In contrast to the ordinary dune erosion which is two dimensional, scarp on 

this beach shows a longshore curved distribution. To see a planform, the beach 
width, defined as a length from the vegetation line to the crest of the scarp, is shown 
in Fig.7. In addition, the height of beach scarp is shown in Fig. 8. There is a T- 
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Fig. 7. Width of the beach at Kashiwabara Beach 

1500 1000 
Longshore distance 
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shaped groin at the south end (x=0 m) for which the longshore sediment transport 
further south is blocked at this boundary. It is seen that the beach is wider around 
the groin (x=0m), gradually decreasing in width to the north, and reaches a 
minimum width of 35 m at the location of x = 1300 m. Because of the narrow width 
of the beach in this area, waves break just near the dune and occasionally strong 
winds scatter the blown salt around the coastal forest. As a result, the coastal forest 
at this location has been damaged and many pine trees have withered. Also, the 
height of beach scarp was a maximum of 3 m around the area where the beach was 
the narrowest, and it was smallest at both the north and the south sides of the 
nourishment project area. It is noted that the position of the highest beach scarp 
caused by Typhoon 9313 was consistent with the position of the highest dune scarp 
caused by the Typhoon 9119. 

NUMERICAL TESTS 
Based on the knowledge gained with the above field surveys, a numerical study 

was conducted to examine the cause of erosion and the generation of dune and beach 
scarps. Regarding numerical modeling of dune erosion, Vellinga (1983,1986), 
Kriebel and Dean (1984, 1985), Kriebel (1990) and other researchers have proposed 
two-dimensional cross-shore models. Here the SBEACH model (Larson and Kraus, 
1989, 1990) has been applied to simulate dune and beach scarps. Because waves on 
a natural beach are random and their wave height distribution in offshore region 
might be expressed by the Rayleigh distribution, a simple model for the beach 
profile evolution due to random waves is also applied to simulate the dune erosion. 
Due to space limitation, the SBEACH model is only briefly reviewed. 

SBEACH model 
The main structure of this model is composed of three sub-programs, (1) wave 

transformation, (2) cross-shore sediment transport, and (3) profile change calculated 
from conservation equation for bed material as the same in the other two- 
dimensional models. This model can be classified as semi-open model which uses 
an equilibrium beach profile concept. In contrast to the equilibrium concept which 
was originally developed by Dean (1977), Moore (1982) and Kriebel and Dean 
(1984), the SBEACH model simulates the generation of bar-trough features, 
avalanching, and some beach profile recovery. The wave transformation calculation 
is based on the model proposed by Dally (1984) and Dally et al. (1985 a,b) which 
is shown by Eq.(l). 

-^-{F-cosQ)   + ^-(F-cos6)   = J£(F-F.) (l) 
ox dy d s 

where, F is the energy flux of progressive wave, 6 is the incident wave angle, x,y 
are coordinates normal and parallel to the coast respectively, K is an empirical decay 
coefficient, and d is the total water depth which is the sum of still-water depth h and 
the mean water level -q. In the present study, the wave angle is restricted to normal 
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incidence, so that the y component is negligible. Fs is the energy flux of a stable 
wave. The mean water level r\ is computed as follows; 

where, Sxx is the radiation stress, p is the density of the water, and g is the 
acceleration due to the gravity. 

The cross-shore sediment transport rate in the surf zone is a type of energy 
dissipation model for which the transport rate is proportional to the difference 
between the actual wave dissipation per unit water volume, D, and the energy flux 
in equilibrium condition, Deq. The local slope term is also added to the transport rate 
to account for the slope effect as shown : 

q = K(D-Deq+±^) (3) 

where, q is the net cross-shore sediment transport rate, K is an empirical coefficient 
for the sediment transport, and e is an empirical coefficient, h is a still water depth. 
To compute the depth change (profile change) in a time increment At, conservation 
equation for bed material is used as; 

Ok = M (4) 
dt      dx K  ' 

NUMERICAL RESULTS 
Because the natural beach with mild foreshore slope showed less damage 

compared to the nourishment area in Kashiwabara beach, the effect of beach slope 
on the generation of scarps was studied, first. Regular waves were applied for a 
plane beach with 1/10, 1/15, 1/20 uniform slope, respectively. Numerical results of 
the beach profile evolution and resulted scarps are shown in the Fig. 9 for regular 
waves with height 2.3 m and period 6.0 sec. It is seen that the shoreline was 
retreated as the wave duration increased, and sediment which was eroded around the 
shoreline was transported offshore to generate a longshore bar. The resulting scarped 
face migrated shoreward, while the shoreline retreated. It is clearly seen that the 
steeper is the initial beach profile, the higher is the resulting beach scarp. It appears 
that the numerical predictions agrees qualitatively with the field data. 

Second, a composite dune-beach profile was used to generate dune scarp under 
a steady storm surge condition. It meant that the storm surge level did not vary in 
time. A 1-m and 2-m steady storm surge was added to the still water level. 
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Numerical results for the case of no increase in water level, and 1-m increase in 
water level during the storm are shown in Fig. 10. It is seen that longshore bars 
were generated by waves and migrated offshore with the passage of time. 
Corresponding to the migration of longshore bars, the sediment around the shoreline 
was transported offshore and then the dune erosion started. The resulting dune scarp 
became higher, while the cross-sectional area of dune erosion widened with time. 
In addition, it is clear that the larger the increase in water level due to storm surge, 
the higher the dune scarp for these cases. This is interpreted that the slope of the 
dune face is usually steep compared to the foreshore slope, so the slope where the 
stormy waves act probably is steeper during a high increase in water level. 
Therefore, the dune profile is eroded much more and as a result higher dune scarp 
appears. 

Since the dune material is usually finer than the beach material, it is more easily 
carried away by the storm waves. However, the effect of different grain sizes 
between beach and dune is not taken into account in the present study. Vegetation 
also functions to strengthen a dune face, but its role is not taken into account in the 
present study. 

As shown in Fig. 7 and Fig. 8, the beach scarp in this study area exhibits a 
longshore curved shape in terms of height and width. This curvature was perhaps 
caused by a negative gradient of longshore sediment transport. However, there was 
little shoreline progress along the coast even at the T-shaped groin just after the 
Typhoon 9113, though storm waves caused a significant beach erosion at the central 
area of nourished beach. It is expected that if the longshore sediment process mainly 
governs the topography change at this area, the area beside the groin should 
prograde or a part of the beach should widen, but there is little evidence to show 
such shoreline changes in this study area. Therefore, it is believed as a first step of 
the research that the longshore curved beach scarp was probably caused by an 
incident wave field which has a longshore uneven wave height, caused by an 
artificial island in front of the study area and dredging hole in the offshore region, 
and is mainly manifested in the cross-shore sediment transport. It is noted that this 
assumption need to be verified by a bathymetry data covering the area from the 
dune to beyond the depth of closure for considering the sand budget and a direction 
of sediment movement. However, such data were not available for this study. 

The uneven longshore wave height distribution was calculated by eq. (5) 

H{y)   = Hr + H2sin2(^y) (5) 

where, H(y) is the wave height at shoreline position y, H, was set to be 1.0 m, and 
H2 was set to be 3.0 m. Based on this wave height distribution, beach profile 
evolution and scarp were computed at 50 m spatial intervals alongshore. Fig. 11 
shows a numerical result for this case.  In accordance with the field data, the 
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Beach profiles caused by the stormy waves. 
The  incident wave heights change in longshore 
direction with the range of lm to 4m. 

0.00 50.00 1 "Si0.00 150.00 
Cross —shore   distance   (m) 

Fig. 11. Longshore curved scarping calculated by numerical model 

numerical result shows a longshore curved scarp as well as curved longshore bar. 
The height of the beach scarp in the central region is the highest corresponding to 
the height of incident wave height. The crest line of the scarp also shows a curved 
longshore distribution. 

CONCLUDING DISCUSSION 
The general characteristics of the dune and beach scarps at the Fukiage beach and 

the Kashiwabara Beach, Kagoshima, were investigated in field surveys. Dune scarp 
caused by the Typhoon 9119 and beach scarp by the Typhoon 9313 show similar 
longshore curved distribution. It was observed that once a vertical scarp face was 
generated, the waves directly attacked the scarp face during high water and 
undermined the foot of the scarp. As a result, blocks of sand collapsed, deposited 
at the foot of the scarp and was transported offshore by successive waves. This is 
a straight-forward process and agreed well with a set of physical model data by 
Dette et'al. (1992). In addition, there was little evidence to show that the negative 
gradient of longshore sediment transport dominated the scarp generation in this study 
area. It was also shown by a numerical study that the steeper is the beach face the 
higher is the resulting scarp. 

The sediment budget in the study area should be confirmed in the future. It is 
expected that the direct measurement of scarp generation and the recovery process 
at the foot of scarp are required for further investigations. The estimation of the sand 
movement in the offshore region and depth of closure due to extreme typhoons is 
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also necessary, because it could be a source of onshore sediment transport during the 
beach profile recovery. Although it is not discussed in this paper, there is a man- 
made island of 192ha area and also a dredging area near the study site which 
strongly affect local wave fields and result in the change of planform of the beach. 
Before the Typhoon 9119, the planform of the beach was significantly changed by 
a construction of the man-made island and was narrowed especially around the area 
where dune and beach scarp had been generated by severe storm waves. Thus, a 
further study of the wave field affected by islands can help the proper coastal 
management at this area. 
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CHAPTER 177 

EFFECTS OF CONTROLLED WATER TABLE 
ON BEACH PROFILE DYNAMICS 

Tae-Myoung Oh1 and Robert G. Dean1 

ABSTRACT 

The purpose of this study is to improve general understanding of beach profile 
dynamics as affected by the interaction between the beach profile and the water 
table level within the beach by presenting the results of laboratory and numeri- 
cal studies. Two series of laboratory experiments were conducted in "large" and 
"small" wave tank facilities. Special attention was given to elevated water table 

levels to investigate whether or not erosion of the beach face is enhanced. The 
results of the large wave tank experiments demonstrated a surprising influence of 
beach water table on profile dynamics including changes in the bar region. Al- 
though the experiments in the small wave tank used correctly scaled sand, it was 
found that the effects documented in the large scale tests could not be duplicated. 
Furthermore those results were supported by numerical simulation of the internal 
flow inside the beach. One possibility for the difference is that the sand in the 
large scale tests was more poorly-sorted than that in the small scale experiments. 

INTRODUCTION 

For a permeable beach, we would expect an internal flow within the beach, 
which might be driven by the mean pressure due to the ground water table level 
inside the beach and/or wave induced set-up. If the mean pressure gradient is 
large enough to stabilize or destabilize the sand particles, it may affect the sand 
transport and resulting profile evolution. 

Attempting to demonstrate the effect of percolation, Bagnold (1940) prevented 

free percolation through the sand by placing an impermeable steel plate just below 
the sloping beach surface. The thin layer of the sand above the plate was at once 
removed as soon as waves attacked, resulting in erosion of the beach. 

Grant (1948) noted, by observations of the fluctuations in the width and slope 
of beaches in southern California, that the position of the ground water table 
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within the beach played an important role on deposition and on erosion of the 

foreshore and backshore. He suggested that a higher water table than mean sea 
level accelerated beach erosion, and conversely, a lower water table might result 

in pronounced aggradation of the beach. Emery and Foster (1948) found that 
the escape of water from the lower part of the beach may exert an appreciable 
upward force on the sand particles, sufficiently large to destabilize them, resulting 
in erosion of the beach. 

Based on possibilities of beach stabilization, test installations of the beach 
drain system have been conducted in the laboratory and in the field; this approach 
consists of burying a pipeline along the beach to maintain the water table level at 
a lower one than the mean sea level by pumping. 

Machemehl, French and Huang (1975) conducted laboratory experiments to 
determine the effects of a sub-sand filtering system on the stability of a beach 

profile, which consisted of well pipes buried perpendicular to the shoreline and 
pumping 136.3 cm3/s/(m of beach). The results showed that the drain system 
caused deposition on the beach face and stabilized the sand at the offshore zone by 
inducing a flow into the beach, but it had a negligible effect in the breaking zone 
since turbulence by wave breaking was too strong to be controlled by the drain 
system. 

Kawata and Tsuchiya (1986) performed laboratory experiments to examine the 
effects of beach drain for the case of solitary and regular waves on the beach face. 
With a relatively fine sand for the solitary wave tests, the beach face was much 
steeper with pumping than non-pumping cases. With much coarser sand for the 
regular wave cases, it was recognized that the pumping system was effective under 
storm wave conditions by reducing the sand transport, thus stabilizing the beach 
near the shoreline. 

Terchunian (1988) reported on a prototype beach drain system installed along 
180 m of the beach at Sailfish Point on Hutchinson Island, Florida. The system 
had been in operation over two years and beach profiles were taken monthly to 

determine the efficiency of the system. The system appeared to result in a stabiliza- 
tion of the beach as moderate accretion occurred while the updrift and downdrift 
beaches showed erosion. 

However, the interaction mechanism of beach drain system is not obvious since 

some laboratory results appeared to result in no significant effects of water table 

levels on the beach profile changes. Bruun (1989) claimed that the method ought 
to be more effective in mild conditions than storm conditions as the velocities 

(and energy levels) are far higher in the surf zone during a storm. Ogden and 
Weisman (1991) performed two-dimensional laboratory experiments to assess the 
effectiveness of a beach drain system on stabilization. Tests were carried out with 

a very fine sand (median diameter of 0.145 mm) under irregular waves. Even with 
a fairly long duration of waves, they could not find any significant differences in the 
final profiles. They suggested that the beach drain would not be effective where 
there is a negligible tide. 
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This paper presents the results of laboratory studies to investigate the effects of 

controlled water table on beach profile dynamics. To achieve this goal, two series 
of experiments were conducted in "large" and "small" wave tanks at three different 
water table levels while the other factors (e.g., wave height, wave period, water 
depth, initial beach slope, etc.) were fixed to constant values with regular waves. 
The water table levels included : (a) normal water table level which is the same 
as mean sea level, (b) a higher level and (c) a lower level than the mean sea level. 
Special attention was given to elevated water table levels to investigate whether 
or not erosion of the beach face is enhanced. The results of numerical studies are 

also presented to simulate the internal flow inside the beach and to understand the 
interaction mechanism. 

LARGE WAVE TANK EXPERIMENTS 

The first experiment was conducted in the "large" wave tank facility of the De- 
partment of Coastal and Oceanographic Engineering at the University of Florida, 
which is approximately 36 m long, 1.8 m wide and 1.8 m deep. A long partition 
has been constructed along the tank center line dividing it into two channels each 
of 0.9 m width. A planar beach was formed with initial slope 1:18 and composed 
of poorly-sorted fine sand with a median diameter of 0.24 mm and a sorting coef- 

ficient of about 1.0. (At first, the beach was considered as composed of well-sorted 
fine sand with a median diameter of 0.2 mm and a sorting coefficient of 0.5. How- 
ever, it was found that the fine sand was underlain by well-sorted coarse sand with 
a mean diameter of 0.4 mm, which appeared to affect the overall permeability of 
the beach.) Regular waves with a period of 2.0 seconds and height of 0.16 m were 
generated. The water depth at the toe of the beach slope was 0.47 m at mean sea 

level. Details are provided in Oh and Dean (1992). 
The experiment was conducted at three different water table levels, which were 

regulated sequentially to: (1) normal water table level which was the same as 
mean sea level (1.5 hours), (2) a higher level (+11.0 cm during 2.0 hours) and (3) 
a lower level than the mean sea level (-11.0 cm during 1.5 hours). The duration of 

each test with the same water table level was determined based on an assessment 
that the beach profiles were near equilibrium and would not significantly change 
beyond this test duration. Throughout the test program, the beach profiles were 
monitored at one-half hour intervals. 

The higher water table (at 1.5 hours) was established by raising the entire 
water level in the wave tank and allowing the ground water table to equilibrate 
with no waves acting. The tank water level was then lowered and the water table 
level in the beach was maintained by excavating a small depression in the berm 
below the desired water level, which was then maintained by filling periodically 

with a hose. For the lower water table, the procedure described above was followed 

except that water was siphoned out of the excavated hole in the beach berm to 
maintain the desired level. 
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SMALL WAVE TANK EXPERIMENTS 

A total of 8 "small" wave tank experiments was carried out (1) to evaluate the 
repeatability of the large wave tank experiments and (2) to illustrate beach profiles 
that would have occurred if the water table had not been altered or regulated with 
different sequences from the first experiment. This tank is 15 m long, 0.9 m high 
and 0.6 ra wide, and is equipped with a piston type wavemaker with a mechanically 
controlled motion and with one glass wall panel and one steel wall. 

Table 1 lists the experiment identification number, total wave run duration, 
water table level condition, and a brief description of each experiment. The ex- 
periments were scaled from the large wave tank experiment according to the fall 
velocity parameter (Dean, 1985) for a well-sorted fine sand with mean diameter 
of 0.21 mm and a sorting coefficient of 0.5 with a length scale of 1:1.7, and the 
waves were modelled according to the Froude relationship. Regular waves with 
a period of 1.5 sec and a height of 11.0 cm (rather than 9.5 cm as would be re- 
quired by scaling) were used due to wavemaker limitations, and were measured by 
a capacitance-type wave gage. Figure 1 presents a schematic diagram of the initial 
profile and other experimental details. 

Table 1: Description of Small Wave Tank Experiments 

Exp. 
No. 

Water Table Level Note 
Duration(mm) Level(cm)* 

SW01 230 0.0 Reference test 
SW02 230 +6.5 High water table level 
SW03 230 -6.5 Low water table level 

SW04 
0-69 

69-161 
161-230 

0.0 
+6.5 
-6.5 

Repeat test of 
Large wave tank experiment 

SW05 
0-69 

69-161 
161-230 

0.0 
-6.5 
+6.5 

Effect of sequence of 
changing water table level 

SW06 
0-69 

69-545 
0.0 

+11.0 Elevated water table level 
SW07 0-1166 +16.5 Elevated water table level 
SW08 0-890 

890-2201 
-11.0 
+11.0 

Lowered water table level 
Elevated water table level 

Zero refers to the mean sea level (MSL). Hence, positive 
vale represents the water table level above MSL. 

The desired water table level in the berm was maintained by excavating 2- 
D depressions across the tank.   These excavations were connected to a constant 
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head reservoir through plastic tubes so that water was siphoned out of or into the 
excavated holes to maintain the desired water table level. During the experiments, 
this method worked very well. However, bubbles appeared sometimes inside the 
tubes due to prolonged experimental duration; at which time, they were removed 
by allowing a small amount of flow from the excavated holes to the reservoir, or 
vice versa. 

INTERACTION MECHANISM 

Consider a sand particle, as shown in Figure 2, on the bed which has a slope 6 
and experiences a lift force FL, a portion of which is due to an upward or inward 
flow perpendicular to the sand surface. 

WcosO 

Figure 2:  Free Body Diagram for a Sediment on a Sloping Bed with an Internal 
Flow System 

The critical Shields parameter for motion downslope can be written as; 

Wsm6 + FD = tan< (1) Wcos0-FL 

where, W is the submerged weight of the sediment, 6 is the bed slope, <j>, is the 
angle of repose of the sediment, and FD is the drag force acting on the particle. 
The lift force component due to the flow out of bed, F'L) can be expressed as; 

F'L = j^pgv (2) 

in which, u is the average flow velocity perpendicular to the sand surface, K is 
the hydraulic conductivity (or permeability), p is the mass density of water, g is 
the gravitational acceleration, and V is the volume of the sediment. Finally, the 
critical Shields parameter, xj>c, as affected by both the bed slope and the internal 
flow system, can be given as; 

t/'c „ r ,       tan# u K 
  = COS 0 11 ; ~. -T  
ipco tan <pa      (s — 1) cc 

(3) 
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where, «/>c0 represents the critical Shield parameter on the impermeable bed with 
no slope, and s is the ratio of mass densities of sediment to water. In order to 
reduce the effective weight of the sand particles and therefore their stability, hence, 
the upward flow velocity should be sufficiently large or local slopes of the beach 
should be quite steep, where the sand particles had marginal stability. 

NUMERICAL MODELING 

Considering a beach of uniform porosity with internal flow velocity that obeys 
Darcy's law, the internal flow system is governed by the Laplace equation; 

V2^ = 0 (4) 

where, <j> is the hydraulic head defined as; 

t = z+^- (5) 
PS 

in which, z is the elevation from the tank bottom, p is the pressure, p is the mass 
density of water, and g is the gravitational acceleration. Equation (4) can be 
solved efficiently by the Boundary Integral Equation Method (BIEM) if the proper 
boundary conditions are given at the tank bottom, beach profile, seepage face, 
phreatic surface inside the beach and lateral ends of tank. The transient state can 
be included in Equation (4) through the time-varying boundary conditions at the 
beach profile and phreatic surface; however, steady-state was considered in this 
paper. If <t> is known, then the internal flow velocity can be computed from Darcy 
law; 

u = -KV(/> (6) 

where, u is the average velocity across a given area of sand, and K is the hydraulic 
conductivity. In this paper, hydraulic conductivity was measured by using a per- 
meameter based on constant/variable method, and was found to be 0.022 cm/sec 
for the sediment used in the small wave tank experiments. 

RESULTS AND DISCUSSIONS 

As illustrated in Figure 3, the results of the large wave tank experiments demon- 
strated a surprising influence of beach water table on profile dynamics including 
changes in the bar region. Figure 3 shows the profiles during normal, higher and 
lower water table levels. During normal water level, sand was transported both 
onshore and offshore resulting in deposition at the berm and at the bar, and the 
profiles were approaching an equilibrium. As soon as the higher level was estab- 
lished, however, very large changes occurred at the bar crest with relatively smaller 
changes at the bar trough; the bar started to move landward rapidly at the initial 
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stages and stayed stationary at the later times. During the higher level, sand was 
transported onshore and deposited at the berm and at the depositional area located 
immediately landward of the bar trough. The increased water table level caused a 
strong landward transport, which is contradictory to previous studies that higher 
water table level enhances erosion. However, there was erosion immediately sea- 
ward of the berm. Also it can be seen that relatively small changes occurred with 
the lower water table level. The only noticeable trend was a limited deposition in 
the scour hole at the base of the beach face. 

^   0.0 
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-0.6 _J I I I I I I 1_ 
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Figure 3:  Profiles during Normal, Higher and Lower Water Table Levels in the 
Large Wave Tank Experiment 
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Based on the results of the large scale tests, the following can be concluded: (1) 
the effect responsible for the changes in the profiles appeared to be a destabilization 
of the bottom particles in areas of pre-existing marginal stability with the eroded 
particles transported to stable areas, (2) the increased water table appeared to be 
effective far offshore, which was somewhat surprising, and (3) the lowered water 
table appeared to result in a much more stable beach by introducing a downward 
flow into the beach and the resulting effects were much less. 

Although the experiment in the small wave tank used correctly scaled sand, 

it was found that the effects documented in the large scale tests could not be 
duplicated. In fact, all of the various small scale test results were nearly the same 
up to a testing time in excess of 3 hours. Based on the conclusions drawn above, 
several possible causes can be considered: (1) effects of coarser sand layer overlain 
by fine sands in the large wave tank experiments, (2) more poorly-sorted sand in 

the large scale tests than that in the small scale tests, (3) different wave height from 
that required by scaling, and (4) microorganisms inside the beach under prolonged 
submergence, which may influence the sand permeability. Other possibilities could 
be explained by the numerical studies. 

As shown in Figure 4, calculations demonstrated that a small upward flow of 

water emerged through a porous sand bed, which is driven by wave-induced set-up 
only within a linear beach. However, the magnitude of the ratio -^ appears too 
small to reduce the effective stability of the sand particles. Even with a fairly 
steep beaches, as shown in Figure 5, the effect of upward flow was not significant 
although the overall stability of the bottom particles on the steep beaches was 
reduced due to the effect of the slope. Higher water table levels intensified the 
magnitude of the internal flow, as shown in Figure 6; however, the effect of upward 
flow appeared to be small compared with the effects of steep slope. Hence, these 
results of the small scale tests suggested that the altered water tables had no effects 

on the beach profile dynamics, which is contradictory to the conclusions from the 
large scale experiments. More definite conclusions can be reached only by further 

research including a more comprehensive comparison of numerical modeling results 
with measurements. 

CONCLUSIONS 

Based on the present laboratory and numerical studies, the following conclu- 
sions and recommendations are described. 

Large scale tests demonstrated that upward flow of water emerged through a 

porous sand bed due to both the higher water table level and wave-induced set-up 
and appeared to destabilize the bottom particles in areas of pre-existing marginal 
stability with the eroded particles transported to stable areas. However, the effects 
documented in the large wave tank experiments were not verified by the small scale 
experiments even with the correctly scaled sand. Furthermore, numerical results 
on the steady-state beach system supported the small scale test results. Several 
possible reasons were suggested, which need further study. 
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MAXIMUM  VELOCITY  = 
0.1462    CM/SEC 

WAVE-INDUCED   SET-UP 

300. 400. 500. 600. 

DISTANCE  FROM  TANK  END  (CM) 

Figure 4: Internal Flow by Wave-Induced Set-Up within a Beach of Uniform Slope 

MAXIMUM  VELOCITY 
0.1490    CM/SEC 

WAVE-INDUCED SET-UP 

l!00. 400. 500. 600. 700. 600. 

DISTANCE  FROM  TANK END  (CM) 

Figure 5: Internal Flow by Wave-Induced Set-Up for a Typical Beach Profile 
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MAXIMUM   VELOCITY 
0.4145    CM/SEC 

300. 400. 500. 600. 700. 

DISTANCE  FROM TANK END  (CM) 

Figure 6: Internal Flow by Wave-Induced Set-up and Elevated Water Table Level 
for a Typical Beach Profile 

There is a substantial need for additional carefully controlled laboratory ex- 
periments with different range of sediment sizes and sorting (thus permeabilities) 
from the present experiments. The numerical modeling should be improved to in- 
clude the transient state boundary conditions and the effects of coarser sand layer 
overlain by fine sands as in the large scale tests. 
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CHAPTER 178 

LABORATORY EXPERIMENTS ON 3-D NEARSHORE CURRENT AND 

A MODEL WITH MOMENTUM FLUX BY BREAKING WAVES 

Akio Okayasu1, Koji Hara2 and Tomoya Shibayama3 

Abstract 

Laboratory experiments are performed in a wave basin to in- 
vestigate the characteristics of three dimensional distribution of the 
nearshore current. Direction and amplitude of the nearshore current 
significantly change along the vertical axis and have spiral distribu- 
tion. A quasi 3-D model which gives the 3-D distribution of nearshore 
current is proposed. Momentum flux due to the large vortexes formed 
on the front face of breaking waves is included in the model to eval- 
uate the depth averaged current. The model is examined with the 
experimental results. 

1. Introduction 

In order to predict the sediment transport or material diffusion in the 
coastal field, 3-D structure of nearshore currents should be considered. Re- 
cently, some models for the 3-D distribution of nearshore current were pre- 
sented. De Vriend and Stive (1987) investigated the vertical distribution of 
nearshore current on a beach uniform in the alongshore direction. Svendsen 
and Lorenz (1989) presented a model for 3-D nearshore current by composing 
cross-shore and alongshore velocities. Sanchez-Arcilla et al. (1992) proposed a 
quasi 3-D model by combining a 2-DH nearshore current model and an 1-DV 
undertow model. However, few comparisons were done with measured velocity. 
The actual 3-D characteristics of nearshore current is not clarified yet. 
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Visser (1984) measured alongshore current in a basin which simulated an 
infinite beach in the alongshore direction. In general, it is difficult to control 
the side boundaries to obtain a uniform current field in the alongshore direc- 
tion, which may not be necessary as far as the primary purpose is to examine 
numerical models with the data. In the present study, velocity measurement 
were performed in a closed laboratory basin to obtain vertical profiles both for 
cross-shore and alongshore currents in the surf zone for three different beach 
topographies. The importance of undertow for nearshore circulation was con- 
firmed. The characteristics of the 3-D structure of nearshore currents has been 
investigated from the measured profiles. 

In the surf zone, the mass flux by the organized large vortexes (surface 
rollers) formed in the front face of the waves must be taken into account to 
evaluate the cross-shore current in 2-DV plane (see e.g. Svendsen, 1984). It 
is considered that momentum flux by the large vortexes is also significant. In 
the present paper, a 2-DH model is proposed in which the momentum flux 
due to the large vortexes is included to evaluate the two dimensional current 
field. This 2-DH nearshore current model is expanded to a quasi 3-D model 
by coupling with an 1-DV undertow model which gives vertical distribution of 
cross-shore component of nearshore current. The model is examined with the 
experimental results. 

2. Experiments on 3-D nearshore current distribution 

2.1 Experimental arrangement 

A 9 m by 9 m wave basin was used for the experiments. This wave basin 
had a 1/20 slope which was uniform in the alongshore direction, and a regular 
wave generator which could generate obliquely incident waves. The 1/20 slope 
had a 1.05 m of 1/3 slope at the toe. Steal wave guides were placed on the 
slope along the wave propagation direction in order to control current patterns 
to be relatively simple and stable. Figure 1 shows the plan and side views of 
the wave basin. 

The experiments were performed under 3 different conditions which were, 
Case 1: obliquely incident waves (wave angle; a = 10 deg) + plain slope, Case 
2: normal incident waves + circular shoal, and Case 3: normal incident waves 
+ rectangular shoal. The diameter of the circular shoal in Case 2 was 100 cm 
and the water depth at the top of the shoal was 8.0 cm. The length and width 
of a top horizontal bed on the rectangular shoal in Case 3 were 120 cm and the 
water depth there was 4.0 cm. The distances between the wave guides at the 
both sides of the test sections were 530 cm for Case 1 and 400 cm for Cases 2 
and 3. The experimental conditions are listed in Table 1. In the table, hi is 
the still water depth at the offshore constant depth region, T the wave period, 
Hi the incident wave height. 

2.2 Data acquisition and processing 
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Table 1     Experimental conditions 

2463 

case beach type hi (cm) T(s) Hi (cm) a (deg) 
1 
2 
3 

plain slope 
circular shoal 

rectangular shoal 

49.7 
49.0 
49.0 

1.33 
1.36 
1.20 

5.5* 
4.8 
7.0 

10 
0 
0 

* estimation 

9.06 (HIJ 

side view 

Fig. 1     Plan and side views of the wave basin (Case 1). 
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Cross-shore and alongshore components of velocity were independently 
measured by using a optic-fiber laser Doppler velocimeter (FLV). The currents 
were measured on 15 to 28 vertical measuring lines which located both inside 
and outside of the surf zone. Water surface elevation was separately measured 
by a capacitance type wave gage at the same locations. 5 to 16 measuring points 
were arranged from 2mm above the bottom to the wave crest level along each 
measuring line to obtain velocity profiles. The arrangement of the measuring 
lines for Case 1 is shown in Fig. 1. 

Since the FLV used in the experiment was for one-component of the veloc- 
ity vectors, velocity measurements were done twice for cross-shore and along- 
shore directions at each measuring point by rotating the optics. The velocity 
was measured over 10 wave periods with data rate of about 50 data per second. 

The steady current component, u and v, of the velocity was calculated by 
integrating the measured instantaneous cross-shore and alongshore velocities, 
u(x, y, z; t) and v(x, y, z; t) over 10 wave periods and dividing by the total mea- 
suring time. At the measuring points above the wave trough level, u (or v) was 
assumed to be 0, if no datum was found for more than 0.1 second. 

2.3 Experimental results 

Comparisons between the depth averaged velocity and the velocity close 
to the bottom are shown in Figs 2 and 3 for Cases 1 and 2, respectively. 
The contribution by undertow to the bottom velocity can be obviously seen in 
both cases. The figures show that even if the depth-averaged velocity can be 
predicted well, it should not be enough to evaluate the bottom shear stress or 
the sediment transport rate. 

Figure 4 shows vertical profiles of cross-shore and alongshore steady cur- 
rent u and v at measuring lines in the central section for Case 1. The measuring 
line 12 located just before (offshore side) the breaking point and 52 was around 
the still water shoreline. As for the cross-shore direction, the profiles look sim- 
ilar to those observed for undertow in two dimensional wave flumes (see e.g. 
Okayasu et al. , 1988), and are shifted by the depth averaged velocity. 

In the alongshore direction, the measured velocity is almost constant over 
the depth. However, since velocity near the bottom show the influence by 
the bottom boundary layer, the distributions look similar to the log profile in 
general. Above the wave trough level, velocity shows less value than that below, 
because the instantaneous velocity was not integrated while the measuring 
point was out of the water. The results shown here are different from those 
by Visser (1984) in which the profiles showed linear distributions. From the 
figures, it can be said that it is possible to evaluate the 3-D distribution of 
nearshore currents by composing the cross-shore and alongshore currents which 
are separately obtained. 

Figure 5 shows examples of 3-D distribution of nearshore current for Case 
1. The point No. 13 located around the breaker line, No. 42 was at the middle 
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• 5mm above the bottom 
• Average over the depth 

400 200 

Onshore 
(cm) 

Fig. 2     Depth averaged and near-bottom velocity for Case 1. 

400 SWSL 

• 5mm above the bottom 
• Average over the depth 20 cm/s 

Onshore 
(cm) 

Offshore 

Fig. 3     Depth averaged and near-bottom velocity for Case 2. 

of the inner region of the surf zone. The velocity vectors of nearshore current 
change the direction significantly along the vertical axis, and have spiral dis- 
tributions. The figure also indicates the existence of strong onshore current 
above the trough level which should contribute to the lateral mixing of the sea 
water as well as the undertow. 

3. Quasi 3-D nearshore current model with momentum flux 
by large vortexes 

A quasi 3-D nearshore current model proposed in the present study can 
be divided into three parts which are 1) calculation for wave field, 2) calcula- 
tion for 2-DH current field, and 3) calculation for vertical distribution of the 
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Fig. 4     Vertical distributions of cross-shore and alongshore current (Case 1). 
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Fig. 5     3-D distribution of nearshore current (Case 1). 

current. For the wave and current fields, a 2-DH model which is similar to 
one proposed by Ohnaka et al. (1988) is used. In the current model, both of 
the momentum flux by wave motion and the momentum flux due to the large 
vortexes formed on the front face of breaking waves are considered as driving 
forces to induce the nearshore current. In the wave field calculation, as the 
wave-current interaction is considered, the shoreline change is predicted with 
an iteration process between wave and current field calculations. 

The depth averaged current in the wave propagation direction is expanded 
on the vertical axis to obtain the undertow profile by using a method proposed 
by Okayasu et al. (1990). In the direction normal to the wave propagation 
direction, constant value is given for vertical distribution of the current as 
found in the experimental results shown in the previous section. Finally, 3-D 
distribution of the nearshore current is obtained by composing those profiles 
with an assumption that the interaction between them is negligible as described 
in Svendsen and Lorenz (1989) 

3.1 2-DH wave-current model 

In order to evaluate the wave field, the following time-dependent mild slope 
equation in which wave-current interaction is taken into account is used after 
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Ohnaka et al. (1988): 

+ V-(UC) + V-(nQ) 0 

dQ ,    8C 

l + -(n-l). 

= 0 

cs/c 

(1) 

(2) 

(3) 

in which t is the time, V the differential operator in horizontal directions, £ 
the surface elevation, Q the flow rate by waves, U the steady current, c the 
phase velocity vector, cg the group velocity vector and fo the attenuation 
factor by wave breaking, us is the angular frequency without current and a the 
relative angular frequency with current. Since the calculation procedures are 
also similar to those by Ohnaka et al, only the differences will be described 
hereafter. 

The breaking point is determined by using the ratio of water particle veloc- 
ity to wave celerity. Isobe (1987) approximated the ratio of it at the breaking 
point by the following formula: 

U^        0.53 - 0.3exp f-3A/-^ 
c I u \       V L0 

(4) 

where u is the horizontal velocity at the still water level, c the celerity, h the 
mean water depth, LQ the deep-water wavelength, tan (3 the bottom slope and 
subscript b denotes the quantity at the breaking point. 

The attenuation factor fp by wave breaking is expressed as 

ID = O-D tan /3 

•i 
g ( Q-Qr 

h   \Qs- Qr 
(5) 

which was given by Watanabe and Dibajnia (1988). In Eq. (5), ao is a pa- 
rameter which linearly increases from 0 to 2.5 around the breaking point, then 
takes a constant value 2.5 in the inner region (see Okayasu et al. , 1990). The 
bottom slope tan f3 is the average value of the bottom slope near the breaking 
point, g the acceleration of gravity, Q the amplitude of the flow rate. Qs and 
Qr are Q on constant slope and for wave recovery zone, respectively. 

After calculation of the wave field, the current field and the wave setup 
are evaluated by using wave momentum flux.   The obtained current field is 
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feedback to the wave filed calculation and an iteration process is done until the 
steady solution can be obtained both for the wave and current fields. 

The following basic equations are used to solve the current field: 

^ + VU(h + () = 0 (6) 

~ + {U-V)U+ F- M+ R + gV( = 0 (7) 

in which F is the bottom friction term, M the horizontal mixing term and 
R the radiation stress term. In the calculation, momentum flux due to the 
organized large vortexes (surface rollers) formed on the front face of breaking 
waves is taken into account as described in the next section. 

3.2 Effect of large vortexes on nearshore circulation 

Okayasu et al. (1990) proposed a 1-D (cross-shore) wave breaking model in 
which energy flux due to large vortexes formed near the wave crests is taken into 
account to evaluate the energy dissipation by wave breaking. In the model, the 
wave energy is once transferred to the energy of large vortexes before changing 
to the turbulence energy. The momentum flux by these large vortexes affects 
the balance of the mean water level, the setup. In the 2-DH field, the influ- 
ence on the momentum balance should appear on the nearshore current field. 
In the present model, the effect of the momentum flux due to large vortexes 
are investigated by coupling with a numerical nearshore current model in the 
following manner. 

It is assumed, as Okayasu et al. (1990) did in the breaking process, that 
the energy of waves, Ew, dissipates to turbulence through the energy of large 
vortexes, Ev. If the energy transfer from waves to large vortexes is irreversible, 
the energy transfer rate Tg can be expressed as 

TB = -V-{cgEw) (8) 

in which cgEw is the energy flux by wave motion. The organized large vortexes 
propagate with the wave crests. Since the phase velocity c is nearly equal to 
the group velocity cg in the surf zone, the energy flux by the large vortexes can 
be approximated by Evcg, which satisfies the following equation: 

V • (cgEv) = TB- DB. (9) 

where DB is the dissipation rate per unit area through turbulence by wave 
breaking. 

In the model of Okayasu et al. , energy transferred from wave motion 
to large vortexes at a certain location equally dissipates over the dissipation 
length, Id, which is determined by the local water depth. As the large vortexes 
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move with the wave crests, the energy transfer process must be considered 
along the wave propagating direction. However, the energy of large vortexes 
in the present model is calculated by using x-components as follows with as- 
sumptions that the angle of the wave propagation is very small to the a;-axis 
in the calculating grids and the change of the angle within the length Ij, is also 
negligible: 

TBx = -*g^ (10) 

DBx =   I     td(x,x')dx' (11) 
J — OO 

9{C9
d
xfv)  = TBx - DBx (12) 

where cgx is the ^-component of cg. tj is evaluated after Okayasu et al. (1990). 

By assuming the internal velocity distribution in a vortex, the momentum 
flux due to organized large vortexes, Sv, can be evaluated from Ev as follows: 

5 
Sv = -Ev (13) 

The total radiation stress including the additional radiation stress due to 
Sv in the horizontal plane can be described as 

Sxx    =     S'xx + Svcos2a     } 

Svv    =     S'yy + Svsin2a 

Sxy    =     S'xy + -Svsin2a 

(14) 

where S'xx, S' and S' are radiation stresses due to pure wave motion and a 
the angle of wave propagation to the a;-axis. The influence by the organized 
vortex motion to the wave motion is neglected here. 

3.3 Vertical distribution of undertow 

The vertical distribution of cross-shore current is evaluated by the under- 
tow model proposed by Okayasu et al. (1990). It is assumed that the large 
vortexes are formed along the wave crest lines and move to the wave propagat- 
ing direction in which the undertow is also considered. 

In this model, the undertow profile is essentially determined by the en- 
ergy dissipation rate at that location. The cross-shore component of nearshore 
current only shifts that fixed profile to the positive or negative direction. There- 
fore, even if the magnitude of cross-shore component of nearshore current is 
comparable to that of undertow, the interaction between them which should 
exist in nature is not considered. In the present cases, the nearshore current is 
not so strong. However, if it is large, such influence must be taken into account. 
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In the direction normal to the wave propagation direction, no depth depen- 
dent velocity component is given to the steady current obtained by the 2-DH 
nearshore current model. 

4. Comparisons with measured values 

The calculated nearshore current is compared with the measured values 
for Case 1. Sinusoidal waves which have the wave period, T = 1.33 s and 
the wave height, H = 5.5 cm are given along a>axis at the offshore boundary 
of the computational domain. The shoreline boundary makes an angle of 10 
degree to y-axis. The bottom slope is 1/20, the grid space is 8 cm for both 
of x and y-axes. The side boundaries are treated as perfect reflective straight 
boundaries. 

4.1 Comparisons of 2-DH current field 

Figures 6 (a) and (b) show the 2-D nearshore current which are calculated 
by the conventional model and the present model, respectively. Arrows with 
broken lines show the measured steady current averaged over the total depth. 
For both figures, the small clockwise circulation which can be seen at the left 
upper corner of the measured field is not predicted by the models. This may 
be because of the straight side boundaries and unevenness of the bottom of the 
basin which could not be controlled enough at the measurements. 

The calculated alongshore current in Fig. 6 (b) is larger than that in Fig. 
6 (a). This shows that the increment of the momentum flux by wave breaking 
has a considerable effect on the nearshore circulation. It can be seen that the 
model with the momentum flux by large vortexes generally gives the better 
estimates. 

Figures 7 (a) and (b) give comparisons between calculated and measured 
currents at 5 mm above the bottom. Figure 7 (a) is for the model without 
the large vortexes by wave breaking and Fig. 7 (b) is for the present model. 
Figure 7 (b) gives the better agreement. It can be said that the influences both 
by the large vortexes and the three dimensionality due to undertow should be 
considered for the estimation of the near bottom velocity. 

4.2 3-D distribution of nearshore current 

The calculated and measured profiles of cross-shore current are shown 
in Fig. 8. The location is denoted by the measuring point shown in Fig. 1. 
The profiles are well estimated here, but the general agreement is strongly 
dependent on the accuracy of the 2-DH model. 

Figure 9 gives the 3-D distribution of calculated and measured nearshore 
currents in the middle of the surf zone. The calculated values are only obtained 
below the wave trough level. However, it can be concluded that the present 
model estimates the 3-D distribution of nearshore current well in this region. 

5. Conclusions 
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Fig. 6     Measured and calculated depth averaged nearshore current (Case 1). 

In the present study, laboratory experiments were performed on nearshore 
current induced by regular waves in a wave basin. Characteristics of three 
dimensional distribution of the nearshore current was investigated. A model 
was proposed in which momentum flux due to large vortexes formed on the 
front face of breaking waves was included to evaluate two dimensional current 
field in the basin. This 2-DH nearshore current model was expanded to a quasi 
3-D model by coupling with an 1-DV undertow model which gave vertical 
distribution of cross-shore component of the nearshore current. The model was 
examined with the experimental results. The conclusions of the present study 
are as follows. 

1) Direction and amplitude of the nearshore current significantly change along 
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Fig. 7     Measured and calculated near-bottom velocity (Case 1). 

the vertical axis and have spiral distribution. It is necessary to consider the 
vertical distribution of nearshore current to evaluate near bottom velocity 
in the surf zone. 

2) Profiles of cross-shore currents look similar to those observed in 2-DV wave 
flumes. Alongshore currents take almost constant values over the depth. 
Therefore, it may be possible to evaluate the 3-D distribution of nearshore 
currents by composing the cross-shore and alongshore currents which can 
be separately obtained. 

3) Momentum flux by the large vortexes of breaking waves causes signifi- 
cant change on the nearshore current field. A 2-DH numerical model in 
which this additional momentum flux is taken into account improves the 
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Fig. 8     Measured and calculated profiles of cross-shore current. 

estimation of the nearshore current field. 

4) A quasi 3-D nearshore current model presented in this paper can predict 
the 3-D distribution of nearshore current below the wave trough level. 
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CHAPTER 179 

SUSPENDED SEDIMENT CAUSED BY WAVES AND CURRENTS 

Masanobu Ono1),Kyu Han Kim2\Toru Sawaragi3) and 
Ichiro Deguchi4) 

Abstract 

A procedure to estimate vertical diffusion coefficient and reference 
concentration of time averaged suspended sediment concentration caused by waves 
and current are discussed based on experimental results obtained in a laboratory. 

It is found that the non-dimensional diffusion coefficient normalized by the 
product of shear velocity u* and the equivalent roughness ks is more closely related 
to the Shields' number when the shear velocity is evaluated by using the equivalent 
roughness where the effect of ripple geometry is taken into account. The reference 
concentration is not a unique function of the sediment Shields' number. Incident 
wave period has also influence on the reference concentration. 

Introduction 

Waves and currents around coastal structures and navigation channels have 
large spatial gradients that cause non-equilibrium sediment transport. In the analysis 
of topographic changes around these obstacles, we have to take into account the 
effect of non-equilibrium properly of sediment transport. Especially, non- 
equilibrium property of suspended sediment rather than that of bed load plays very 
important role. Because it takes bed particles a little time to adopt themselves to the 
new surroundings and there is an instantaneous adjustment to equilibrium state in the 
very vicinity of the bottom. 

To evaluate suspended sediment transport rate based on an advection- 
diffusion equation, we have to know both concentration and transporting velocity. 
The authors have already developed highly accurate numerical procedure for solving 
the advection-diffusion equation by applying a split-operator approach (Komatsu, 
et.al.. 1985). The accuracy of the numerical procedure deeply depends on a boundary 
^Research Assoc.,3)Prof.,and*)Assoc.Prof., Dept. of Civil Engineering, Osaka 
University, Yamada-oka,Suita-city,Osaka 565,Japan 
2)Assis,Prof., Dept. of Civil Engineering, Kwan-Dong University, Korea 
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condition at the bottom (reference concentration or vertical sediment flux at the 
bottom) and diffusion coefficient. Until now, many studied have been conducted 
about suspended sediment due to waves in equilibrium state. Only a few have been 
carried out about the non-equilibrium suspended sediment concentration and the 
effect of current superposed on waves. 

The aim of this study is to investigate the effect of current on suspended 
sediment, especially the reference concentration and the vertical diffusion coefficient 
of suspended sediment, through experiments. 

Typical example of topographic change caused by non-equilibrium 
sediment transport 

First of all, we briefly examine the characteristics of non-equilibrium 
suspended sediment concentration measured in a experiment and an applicability of 
the numerical procedure for predicting non-equilibrium sediment concentration. 
Figure 1 shows the typical example of non-equilibrium suspended sediment 
transport caused by waves and current. 

Wave 
•Q- Q : downward sediment flux 

• P : upward sediment flux 

Current: U 
ft   O      O    C-    O    C 

P>Q 
Erosion 

non-equilibrium 

P = Q 

equilibrium 

P<Q 
Deposition 
non-equilibrium 

Fig. 1 Typical example of non-equilibrium suspended sediment transport 

The waves and current are in the same direction on a horizontal bottom where a 
part of the bottom was replaced by a movable bed. Around the both sides of the 
movable bed, non-equilibrium suspended sediment transport takes place due to the 
unbalance of upward and downward sediment flux. Near the upstream end of the 
movable bed, only upward transport occurs and there is little settling flux and water 
depth increases. Near the downstream end of the movable bed, there is no upward 
sediment flux and only settling flux exists. It is needless to say that the water depth 
decreases there. 

To predict non-equilibrium suspended sediment concentration numerically, the 
details of which I will mention latter, we have to give reference concentration and 
diffusion coefficient. We should fundamentally use reference concentration and 
diffusion coefficient for suspended sediment under the non-equilibrium condition. 
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However, there are various degree of non-equilibrium property and it is difficult to 
obtain universal expression of reference concentration and diffusion coefficient 
under the non-equilibrium condition. Then we tentatively use those values obtained 
from the experiment under the equilibrium condition. 

Figure 2 shows the comparisons of measured and calculated distribution of 
suspended sediment concentration. Fig.(a) is the non-equilibrium state near the 
upstream end of the movable bed. Fig.(b) is the results near the downstream end of 
the movable bed. x axis is taken positive in the direction of waves and currents from 
the edge of upward movable bed. 

Height from 
the ripple crest 

z(cm) 

X (cai) |    CAL. EXP. i 

20 • 
,-t              M 'I Equilibrium ; 50      |_._ •     | 

70   A 
A                             jEqui.S. O    !| 

c(ppm)     1000 
(a) Distribution of non-equilibrium sediment concentration near the upstream end of 
the movable bed 

Height from 
the ripple crest 

z(cm) Equilibrium 
X(cm) CAL. EXP. 

50 •      I 
30   • 
10 A      | 

Equi.S.   o   1 

c(ppm)       1000 

(b) Distribution of non-equilibrium sediment concentration near the downstream end 
of the movable bed. 
Fig. 2 The comparisons of the numerical results and measured value of the vertical 
distribution of non-equilibrium suspended sediment concentration. (h=20cm, 
D=0.012cm, U=17cm/sec, T=1.25sec, H=6cm) 

In spite of the usage of reference concentration and diffusion coefficient of 
equilibrium condition, the numerical results coincide with the measured results 
relatively well. So we can judge that we can predict non-equilibrium suspended 
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sediment concentration by applying the split operator approach provided that we can 
give the reference concentration and diffusion coefficient even under the equilibrium 
state. 

Experiments for diffusion coefficient and reference concentration of 
equilibrium suspended sediment concentration 

Experiments were carried out in two two-dimensional wave tanks of different 
size. Length, depth and width of a large tank were 30m*1.9m*1.8m and those of a 
small tank were 30m*0.9m*0.7m. Two kinds of bed materials of mean diameter 
D=0.012cm and 0.035cm were used to make a movable bottom of the length 3m (in 
a small tank) and 6m (in a large tank). All experiments were conducted on a 
horizontal bottom of water depth between 10cm to 40cm. The range of wave height 
was 5cm to 20cm and wave period was lsecond to 2.5seconds. In the small tank 
experiments, we generated current in the direction of wave propagation. The relative 
magnitude of current and wave U/uf, varied from 0 to 0.9, where Uis the depth 
averaged velocity of current and u\, is the water particle velocity at the bottom due to 
waves. Some parts of the experiments were conducted by generating irregular waves 
of Bretschneider-Mitsuyasu type frequency spectrum. 

Suspended sediment concentration was measured by using an optical sensor 
and sampling of sediment laden water. Figure 3 shows an examples of vertical 
distributions of time averaged suspended sediment concentration measured at the 
crest and the trough of the ripple. 

Height from 
the ripple crest 

crest level 
of ripples X)- 

V 

\ 

=^P \ 

10l 10' 10J 10* 
c(ppm)      Q Reference 

0 concentration 

Fig. 3 Examples of vertical distributions of time averaged suspended sediment 
concentration measured at the crest and the trough of the ripple. (h=20cm, 
D=0.012cm, T=1.5sec, H=6cm) 

As has already been pointed out by many researchers, there is not any 
significant difference between the vertical distribution of time averaged concentration 
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measured on the crest and that measured at the trough and the time averaged 
concentration of suspended sediment became a log-linear vertical distribution. This 
implies that the diffusion coefficient of suspended sediment KZ becomes constant 
through the depth. 

In the figure, our methods to determine diffusion coefficient and reference 
concentration from experimental results are also illustrated. We evaluated diffusion 
coefficient from the vertical distribution of suspended sediment concentration and the 
relation shown by Eq.(l) that is derived from the usual one-dimensional diffusion 
equation in a steady state. 

wfz 

^=~log(C/C0) 
(1) 

where KZ is the diffusion coefficient, Wf is the settling velocity. 
The value of reference concentration Co was determined from concentration at 

the crest level of ripples. 
In the analyses of the diffusion coefficient and reference concentration, the 

experimental results obtained by other researchers that have already been published 
in journals and proceedings are also used together with our experimental results. 

Estimation of bottom shear stress and shear velocity under wave- 
current coexisting field 

The diffusion coefficient and reference concentration are deeply related to a 
bottom shear stress or friction velocity under wave-current coexisting field. Equation 
(2) is our expression of the bottom shear stress TCYj[t) due to waves and current 
derived by solving a turbulent boundary layer equation (Deguchi, 1995) where the 
maximum shear velocity ucw* is given by Eq.(3). 

= puc'
2+pubJicaz(ficw'(Rttp'

2 +I^2fcas{a -t/f) (2) 

^-tanJ(v/0 

ker'g0kerg0 + kei'g0keig0      ,    ker'g0kei<70 + kei'g0kerq,
l V=i—/,    4 /, . V (ker^) +(kefy0)       ' w (kerq0f + (keiq0f 

where q0=2{z0l(Kucw*lo)U2}, u* is the bottom shear velocity due to current, 
z0 is the height of roughness element, cr is the angular frequency, K is the Karman's 
constant and ker and ke i are the real and the imaginary parts of the modified Bessel 
Functions of 2nd. kind, ker' and kei' are the derivatives of ker and kei, 
respectively. 

The depth-averaged velocity Uis calculated by integrating the steady velocity 
between z=zo and h. From this relation, the bottom shear velocity u* with respect to 
the mean current is expressed by Eq.(4) 
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u„    2 j  {aj(uj + \(aj [ub, KUJ\U 

h-zp ' 
\      (4) 

a, =Aln(^/z0)-^ +z0     a2 -hln{h/dw)-h +SW 

where <?„, is the thickness of wave boundary layer. 
Figure 4 illustrates the comparison of measured and calculated distribution of 

mean current. Solid line is the calculated vertical distribution of mean current velocity 
without waves and the broken line is the calculated velocity profile in the case of 
wave and current coexisting field. Open and closed circles in the figure are the time 
averaged measured velocity in the cases of no waves and wave-current coexisting 
field. 

 Cal. 1 current 
O   Exp.J 

• — Cal. I wave and 
•   Exp. j    current 

16 

14-) 

12 

10 

8- 

6 

4- 

2 

U  (cm/sec) 

Fig. 4 Vertical distribution of mean current velocity in the case of wave and current 
coexisting field. (h=20cm, D=0.012cm, current ,U=7.0cm/sec ; wave and current 
:T=1.5sec, H=6cm, U=7.5cm/sec ) 

The velocity was measured by an electromagnetic current meter. It is found 
that the calculated velocity profile reproduce the measured profile. It is also found 
that the presence of waves increases the kinematic eddy viscosity that results in the 
steep velocity profile. 

Results and discussion 

(1) Diffusion coefficient 
Here we examine the expression of diffusion coefficient based on the 

continuity equation of suspended sediment concentration that is expressed by Eq.(5). 
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dc     d i     \ ,  d i      \ 
T:+^-WJ+X(C^)=0 5) ot    ax dz 
We decompose the variables in Eq.(5) into steady part, wave and turbulent 

components and express each component by using an over bar(-), subscript p and (') 
as follows: 

c = c +cp+c' 

us=us+usp+us' (6) 

ws =-wf+wsp+ws' 

Substituting these components into Eq.(5) and taking time average, we obtain Eq.(7) 

dt 

where the diffusion coefficient is expressed by Eqs.(8) and (9). 

d (—\    d f ^_ d (     dc\     d        dc\ 
 icu)— (cwf )= \KX     +— \K     (7) 

dxK   s/   dzK   u   dx\ x dx)    dz\ * dz) w 

^ = -^+c«;)/- (8) 

^ = -&%+^7)/-f (9) 
The first term of Eq.(7) is neglected in a steady state. We assume here that 

horizontal gradient of mean current velocity is negligibly small and all variables are 
uniform in x-direction. Then Eq.(5) becomes a usual one dimensional diffusion 
equation. 

On the other hand, Schmidt number is usually defined as Eq.(lO) 
Schmidt number = e^K^ (10) 

where ez is the kinematic eddy viscosity. It is often assumed that the order of 
Schmidt number is unity. If we adopt this assumption, the diffusion coefficient can 
be expressed in the same way as the kinematic eddy viscosity. We used the 
following form of the kinematic eddy viscosity as shown in Eq.(ll) to solve the 
boundary layer equation: 

*z=«0 (11) 
where / is the length scale. 

According to this expression, we assume that the velocity scale and length 
scales of the diffusion coefficient be the shear velocity u* and equivalent roughness 
ks. The value of u* depends on the expression of ks. In the following, we will 
examine the relation between non-dimensional diffusion coefficient and Shields' 
number calculated by using two different expression of ks, Eq.(12) and (13). Eq. 
(13) is proposed by Nielsen(1992) includes the effect of ripple geometry. 

l=ks=2.5D (12) 
or 

-2 , ks=W/X+5<t>DD (13) 
Fig.5 is the result obtained by using Eq.(12) where we assume that the value 

of ks is a unique function oiD. 
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The vertical axis is the diffusion coefficient normalized by dividing measured 
diffusion coefficient by the product of u* and ks. The horizontal axis is grain 
roughness Shields' number <J>D defined by Eq.(14). 

</>D=u"2/(0gD) (14) 
where u*' is the shear velocity calculated by using Eq.(12), a' is the immersed grain 
density, g is the gravity acceleration. In this case plotted data scatters in a wide 
range. 
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Present study 
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Tanakaetal.(1973) 
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R.W. 
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R.W.C. 

Nakato etui .(1977) 
Havakawaet al.(1983) 
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Fig. 5 Relation between non-dimensional diffusion coefficient and grain 
roughness Shields' number 

Fig.6 shows the relation between non-dimensional diffusion coefficient and 
ripple roughness Shields' number $v. 

The vertical axis is again the non-dimensional diffusion coefficient and the 
horizontal axis is the ripple roughness Shields' number (j>v defined by Eq.(15). 

<i> =u*l{ogD) (15) 
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where u* is the shear velocity calculated by using Eq.(13). 
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Fig. 6 Relation between non-dimensional diffusion coefficient and ripple 
roughness Shields' number 

In this case, the scattering of data becomes small when compared with the data 
shown in Fig.(5). This implies that the length scale of the diffusion coefficient 
depends on vortex formation around ripples. 

In the figure, the results obtained in the irregular wave experiments are also 
shown. The bottom shear velocity is calculated by using wave characteristics with 
respect to the rms wave height. 

It was reported that there were no regular ripples on the bottom and sheet flow 
transport just begun in the case where ripple roughness Shields' number is greater 
than three. When ^n is larger than 0.7, the non-dimensional diffusion coefficient 
varies from 0.1 to 0.6 . In the region where <p n is smaller than 0.7, non-dimensional 
diffusion coefficient increases a little with the increases in the value oiU/ut. In this 
region, waves have not large power to bring sediment into suspension and 
contribution of current to suspension becomes relatively large. However, it required 
further investigation about turbulence generated by ripples and diffusibility of 
suspended sediment to quantitatively estimate the value of diffusion coefficient. 

(2)Reference concentration 
We have already proposed semi-empirical expression for predicting reference 

concentration based on energetic consideration. The outline of the derivation of the 
expression for reference concentration are shown below. 

We assumed that a part of the turbulent energy of vortex generated in the ripple 
trough is used to bring sediment into suspension. Tunstall and Inmen (1975) 
evaluated the kinematic energy of vortex formed in the trough of ripples that is 
expressed by Eq.(16) (see Fig. 7) 

£v=2.26p(r/2^)2 (16) 
where T is the strength of vortex circulation and is given by Eq.(17). 
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r/2ir=039ubri (17) 
The work Wv that is required to keep suspended sediment of the concentration 

Cg in the vortex whose diameter rv is estimated by Eq.(18) 

Wv=pC0o'gwf(T/2\2 (18) 
where rv is expressed by the relation of Eq.(19). 

rv - 0.6r) (19) 

Fig. 7 Vortex generated on the ripple 

We further assume that a part of Ev is used to keep sediment into suspension. 
Wv«Ev ... (20) 

This leads to the following expression for C0. 

C0 = pu2
b/(agwfT) (21) 

where b is the empirical coefficient. 
When we replace Uf, by using a shear velocity, we can finally obtain the 

expression of the reference concentration 

0.49(«^)' (22) 

a = D/(fwwfT) 

where fw is Jonsson's friction factor and T is wave period. 
Figure 8 shows the relation between measured reference concentration Co and 

grain roughness Shields' parameter <PD- 
Straight lines in Fig.8 are the reference concentrations calculated from Eq.(22) 

for the various values of a. In the figure, expression of reference concentration 
proposed by Freds<)> e et al.(1978) is also shown. Measured reference concentration 
increases with the increase of the value of a as was predicted by Eq.(22). 

Measured reference concentration caused by wave and current decreases with 
the increase in the value of U/iq,. A ripple geometry was deformed into asymmetry 
by the presence of current. Significant suspended sediment cloud was generated only 
once within one wave period from the steep side of the ripple. Consequently, time 
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averaged concentration at the bottom (reference concentration) decreases when 
current exists. 

To figure out the reference concentration in the presence of current, further 
investigation is required about asymmetrical property of generated ripples and flow 
field on them. 

Fig. 8. Relation between measured reference concentration Q and grain roughness 
Shields' parameter </>D- 

Conclusions 

Characteristics of the vertical diffusion coefficient and the reference 
concentration of time averaged suspended sediment concentration caused by waves 
and current are examined based on the experimental results obtained in laboratory. 

It is found that the non-dimensional diffusion coefficient normalized by the 
product of the shear velocity and the roughness element is closely related to the 
ripple roughness Shields' number when the shear velocity is evaluated using the 
relative roughness that includes the effect of ripple geometry. When ripple roughness 
Shields' number is larger than 3, ripples lose their two-dimensional shape and the 
non-dimensional diffusion coefficient becomes small. 

Current superimposed on waves deforms ripple shape into asymmetry and 
the reference concentration of suspended sediment caused by waves and current 
decreases with the increase in the relative magnitude of current U/ub. The reference 
concentration is not a unique function of the sediment Shields number and incident 
wave period also influence the reference concentration as was expected from the 
energetic consideration shown in the paper. 
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Development of a Dune Erosion Model using SUPERTANK Data 
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Abstract 

A model predicting dune erosion under storm conditions has been 
developed using data from SUPERTANK laboratory experiments. In this model, 
the swash approach is applied with the basic assumption that the volume eroded 
from the dune is a function of the swash force acting on the dune. The swash force 
is characterized with swash parameters, specifically the swash height, the swash 
velocity and the swash period. For given storm conditions, the model predicts 
wave height variation across-shore, swash height variation on the beach face, swash 
velocity, swash period, swash forces and finally volume eroded at the dune. 
Predictions of swash parameters and dune erosion are compared with 
measurements from SUPERTANK laboratory experiments. 

Introduction 

A lot of effort has been made to develop a prediction model for dune 
erosion by storm events and the resulting beach profile. An extensive research 
program for the process of dune erosion due to wave impact was started by Fisher 
and Overton (1984). Their approach for the process of dune erosion is based on 
the interaction of the wave swash and the dune. This approach treats the dune 
erosion phenomenon as a time-dependent process in which a series of successive 
uprushes attack the dune face. Each individual uprush erodes a finite volume of 
sand which in turn is deposited on the eroding beach. 

Currently, the most important achievement in the development of a dune 
erosion model due to wave impact is the experimental observation of the linear 

1 Associate Professor, Department of Civil Engineering, North Carolina State University, Box 
7908, Raleigh, NC 27695-7908. 
2 Professor, Dept. of Civil Engineering, NCSU. 
3 Graduate Research Assistant, Dept. of Civil Engineering, NCSU. 
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relationship between swash force and dune erosion. This linear relationship has 
been confirmed through field measurements (Fisher et al., 1986) and laboratory 
experiments (Overton et al., 1988). Therefore, it is possible to predict the dune 
erosion from this relationship if the swash force is known for the given storm 
conditions. However, limited knowledge of swash parameters, which are identified 
as swash height, swash velocity and swash period, has discouraged the 
development of a quantitatively (or even qualitatively) reliable predictive model. 

It is therefore highly instructive to understand qualitatively the 
hydrodynamics of the swash zone in terms of waves generated by storms outside 
the surf zone. These waves commonly serve as an input for the prediction of 
transformed waves in the surf zone. For this purpose, a set of experiments 
designed to simulate dune erosion under storm conditions at prototype scale was 
conducted in the large wave tank at the O. Ff. Ffinsdale Wave Research Laboratory, 
Oregon State University as part of SUPERTANK Laboratory Data Collection 
Project. Through the analysis of SUPERTANK laboratory data for the swash 
parameters, an attempt is made in this study to produce useful information 
regarding hydrodynamics in the swash zone, and to develop a predictive model for 
dune erosion by wave impact. 
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Figure 1. Configuration of flume and location of wave gages. 

Laboratory Experiments 

The experiments were designed to simulate dune erosion under storm 
conditions at prototype scale. Flume configurations with the locations of wave 
gages are shown in Figure 1. A dune of 5 ft height was constructed with fine sands 



2490 COASTAL ENGINEERING 1994 

of median grain sizes, d50, of 0.23 mm. A vibrating compactor was used to 
consolidate the artificial dune. Sixteen resistance wave gages designed at OSU 
(Dibble and Sollitt, 1989) were used to obtain wave data across-shore and ten 
capacitance type wave gages were placed on the beach in front of the dune to 
collect swash data. The OSU data acquisition system sampled the wave gages at a 
rate of 16 Hz. The pre- and post-test beach and dune profile were surveyed. 
Additionally, dune position was documented by a 35 mm camera before, during and 
after each experiment. Each photograph of the dune included the profile of the 
dune face and a 2 ft by 2 ft standard grid to determine scale. 

Thirteen experiments were successfully conducted. The design conditions 
of each test are given in Table 1. The design wave heights, H, ranged from 1.640 ft 
to 2.625 ft while the wave periods, T, ranged from 3 sec to 6 sec. The duration of 
the tests, Td, ranged from 10 minutes to 30 minutes and the water level (WL) varied 
from 9.5 ft to 11.0 ft. The water level is defined as the distance from the original 
bottom of the flume to the still water surface. 

Test# Td T H WL Test# Td T H WL 
(inin) (sec) (ft) (ft) (inin) (sec) (ft) (ft) 

1 10 3.0 2.625 9.5 8 20 3.0 2.297 10.5 
2 20 3.0 2.625 9.5 9 20 3.0 2.297 10.5 
3 30 4.5 2.625 9.5 10 20 4.5 2.297 10.5 
4 30 6.0 2.625 9.5 11 20 4.5 2.297 10.5 
5 30 4.5 2.297 10.5 12 20 4.5 2.297 10.5 
6 30 6.0 2.297 9.5 13 20 6.0 1.640 11.0 
7 30 3.0 1.640 9.5 

Table 1. List of Experimental Design Parameters. 

Using a standard Fourier Transform, frequency domain analyses were 
performed on the SUPERTANK hydrodynamic data collected in the prebreaking 
and breaking zone. The wave parameters calculated from frequency domain 
analyses are rms and significant wave height. Both time domain analyses and 
frequency domain analyses were performed on the time history of the water surface 
variation in the swash zone. The swash parameters calculated from time domain 
analyses are mean value of swash height, swash peak height, swash velocity, swash 
period. The representative swash heights calculated from the power spectra are 
rms and significant swash height. 

Typical features of an individual swash recorded during the experiment are 
given in Figure 2. Height of swash is defined as the difference between the 
background height and the height of the plateau before the start of the backwash. 
The velocity of the leading edge of the swash (or swash velocity, V„) is determined 
by identifying the time at which the swash hits the first and the second probes on 
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the beach. The swash period Tm 

between the initial swash hits. 
of an individual swash is defined as the time 
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Figure 2. Definition of swash parameters. 

Survey data was used to determine the dune and beach profiles for each 
test. A polynomial smoothing method was applied to the survey data to obtain the 
depth data equally spaced in the horizontal direction. Specific volume eroded at the 
dune, Qe, was determined from the before and after profiles of the dune face as 

recorded on 35 mm film, and checked with survey profiles of the beach and dune. 
In order to differentiate between beach erosion and dune erosion, the initial face of 
the dune was used to define the seaward extent of the dune. 

An individual swash force acting on the dune is defined as 

F„* = PVJH^ 0) 
where p is the density of the water, Hswj is an individual swash height and Vswi is 

the swash velocity. While quantifying the force for an individual swash is possible 
using (1), it is not always possible to measure the amount eroded due to that 
loading. One possible way is to use the "summing-up" method by Overton et al. 
(1988), in which the summation of the force in a given interval of time versus the 
volume of eroded in the same time interval becomes the quantity evaluated. Each 
individual swash force was determined by (1) and summed up to obtain the total 
swash force, Fsw, for a given duration of time. Linearity between dune erosion and 
swash force was examined.  Figure 3 shows the estimated data and the best linear 
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fit line with a i?-squared value of 0.90. 
between dune erosion and swash force. 

An apparent linear relationship exists 
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Figure 3. Linearity of dune erosion as a function of swash force. 

Modeling of Swash Parameters 

Swash parameters required for the prediction of dune erosion are the swash 
height, swash velocity, and swash period. In the current stage of modeling dune 
erosion due to wave impact, individual swashes (or waves) are not considered. 
Instead, statistically representative swash parameters (e.g., mean, rms and 
significant swash) are used to develop the prediction model. 

A beach profile in the cross-shore direction is divided into three regions: the 
prebreaking zone, surf zone, and swash zone. In order to predict the swash height 
in the swash zone with a given condition in deep water, it is necessary to predict the 
cross-shore variation of wave height in the prebreaking and surf zone. Linear wave 
theory has been used to determine wave height across-shore from deep water to the 
initial break point of waves. Wave height transformation in the surf zone has been 
calculated by applying the breaking wave dissipation model by Thieke and Sobey 
(1990). 
Modeling of Wave Height 

Several models have been developed to predict surf zone wave height 
variation, based upon the conservation of energy equation (Battjes and Janssen; 
1978, Dally, et al.; 1985, and Stive; 1984).    The steady-state, depth-integrated 
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equation governing the energy balance for waves propagating directly towards 
shore is simply 

^- = -D (2) 
3c 

where F is the wave energy flux, x is the distance along the propagation path, and 
D is the rate of energy dissipation per unit plan area due to breaking. 

Thieke and Sobey (1990) established a form of a predictive equation for the 
breaking wave dissipation as 

D = fbwwE (3) 
where fbw is a dimensionless breaking wave dissipation coefficient, co is the spectral 
peak frequency and E is the wave energy. Adopting a simple direct partition 
estimator yields an expression for fbw. 

A»=«|1+
IJ2 
#11      (    Hi exp (4) 

rms ^ \ rms 

where the coefficient a is of order \jn (or perhaps Hb/(nh)), Hm, a local limiting 
wave height, is order of 0.83/z and Hrms is the root-mean-square wave height. 
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Figure 4. Measured and predicted wave height variation in the prebreaking and 

breaking zone. 

Predictions by Thieke's model for wave height variation in the surf zone are 
shown in Figure 4 as a dotted line. The measured rms wave height has been 
computed by 2v2cr (o is a spectral estimate of the standard deviation of the water 
surface). While the trend predicted by Thieke's model is physically reasonable, the 
model underpredicts significantly the wave height near the swash zone. In order to 
obtain more accurate predictions of the wave height near the swash zone, a 
modification to Thieke's model has been made to decrease the breaking wave 
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dissipation near the swash zone. Calibrating the predicted wave heights (by 
Thieke's model) to the measurements, the quantity of the coefficient a in (4) was 
computed for all 13 tests. By scaling arguments it can be shown that Thieke's 
model is improved when the coefficient a is related to Hb, hb, and H0 by the 
following expression : 

a = 0.8^ + 23.06^ 
K 

•5.79 
H„ 

(5) 

where Hb, hb, and H0 are the initial breaking wave height, the corresponding depth, 
and deepwater wave height, respectively. Note that prediction of wave height in 
the middle of the surf zone (beach profile section between -50 and -30 ft of xSWL) 
was sacrificed to obtain the best prediction near the swash region. It was necessary 
since the wave height predicted at the end of the surf zone is used as an initial value 
for the prediction of swash height in the swash zone. The model predictions with 
the modified coefficient a are shown as a solid line in Figure 4. Near the swash 
zone, agreement between predicted and measured wave height is excellent. 

2 

->    1 

0 1 

Elevation above SWL, y, (ft) 

Figure 5. Significant swash height variation on a beach face for Test #5. 

Modeling of Swash Height 
Since the swash phenomena in nature is so complicated, no attempt has 

been made to express, in a simple manner, the swash height variation on a beach 
face. Figure 5 shows the measured significant swash height (Hms) variation versus 
beach face elevation (y) for Test #5. The elevation of beach face represents the 
positive elevation above the still water level (SWL) and the negative elevation 
below it. The most important experimental observation is that the swash height 
decreases linearly with beach face elevation, which is apparent in all 13 tests.  This 
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linearity of the swash height on the beach face plays a key role in establishing a 
model for swash height variation. 

Applying boundary conditions of i)//sms = 0 at y = ymla and ii)#sl„ = Hswso 

at y = 0, this linearity yields a prediction model for the swash height: 

1- 
H„ y 
H., y m 

where Hsmo represents a significant swash height at j=0 and ym 

elevation where a significant swash height becomes zero. 

(6) 

is the beach face 

Note that if ymax is known for a given deep water wave condition, (6) 
becomes an initial value problem and can be used directly to compute the swash 
height for a given elevation. In order to quantify ymax for each test, the left side of 
(6) was computed with the measured swash height and plotted with y. The best 
linear fit lines (crossing the origin) to the measured data allow determination of 
^max f°r eacn test- Tne significant swash height at j=0, Hs„so, for each test has 
been determined by the interpolation of the measured swash height. 
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Figure 6. Comparison ofjw with the mean runup height by Mase et al. (1984). 

Since j;max can be physically interpreted as a representative runup height for 
irregular waves climbing on the beach, it would be valuable to examine ym!a with 
respect to the existing models for runup heights. Mean run-up heights for each test 
were computed from the runup height equation proposed by Mase and Iwagaki 
(1984). The comparisons between jmax and the computed runup heights are shown 
in Figure 6. It is noticed that ymax appears to matches roughly with mean runup 
heights Rm by Mase et. al (1984), as ymax deviate by at most a factor of 2 from ./?„,. 
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The swash height variation in the swash zone was predicted using (6). The 
comparisons between the measured and the predicted swash height variation in the 
swash zone for Test # 5 are shown in Figure 7. The solid line represents the 
predicted swash height variation using Rm computed from runup equation by Mase 
et. al (1984). 
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Figure 7. Comparison between predicted and measured swash heights for Test #5. 

Swash Velocity Model 
In order to develop a prediction model for swash velocity, it is assumed that 

it is possible to idealize the water particle as a solid particle which retains its 
identity. Thus, a particle of swash height, Hm, is considered to move up and down 
the beachface as a solid particle would.    If the normally incident waves are 
considered, a force balance implies 

dV f  m ,     , m^ = -mgsm6-J-J?-\Vm\Vsw (7) 
at 8 Hm 

where m is a mass of the water particle, Vm is a swash velocity, g is the 
gravitational acceleration, 6 is the beach slope and / is a friction factor. For 
simplicity, a frictionless planar beach is assumed. Eliminating common terms and 
applying initial conditions of V^ = V^ at x=y=0 (where x is the distance in the 
water particle translation direction from the location of SWL=0), simple integration 
of this equation yields 

v^=pg{y^-y) (8) 
where y is the elevation positive from SWL. 
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The swash velocity for each test has been predict from (8). The 
comparisons between the measured and the predicted velocity are given in Figure 8. 
Note that the predicted velocity matches well with the measured significant 
velocity. 
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Figure 8. Comparison of the predicted swash velocity to the measured swash 
velocity. 

Modeling of Swash Period 
In order to develop a prediction model for swash period, a possible simple 

method is to apply a model which predicts the probability of wave overtopping for 
offshore structures. Since the probability of runup can be expressed &sTswo/TBW , 
the runup prediction model becomes 

, 2~ 

71, = 71. exp y 
(9) 

assuming that the runup height on natural beaches has a Rayleigh distribution. In 
(9), Tsxo, and Tsw are the initial swash period at_y=0, and the swash period at any 
elevation of y, respectively, and Rrms is the rms value of runup height. 

Note that in order to apply (9) for the prediction of swash period, it is 
necessary to express both T.„0 and Rrms in terms of known deepwater wave 
conditions or swash variables. It is possible to express 71„ with T0 using the 
laboratory data by Mase and Iwagaki (1984). They indicated that the ratio of the 
number of deep water waves to the number of runup waves, N/N0 (or TJTm<^, 
varies nonlinearly with the deep water wave condition, expressed as the Iribarren 
number. Fitting a second order polynomial to their experimental data yields 
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a = - •=0.69^° Slnfl (10) 

where T0 is the deepwater wave height and S, is the Iribarren number (or surf 
similarity parameter). From the analysis of the laboratory measurements, Hwang 
(1995) also gives a linear relationship between R^ and ymax: 

^ax=1.65/C (11) 
From (10) and (11), the swash period is given as 

-exp 
165^ 

y m 

(12) 

A comparison between the predictions and the measurements for the swash 
period is shown in Figure 9. The predictions for the swash period are in good 
agreement with the measurements. 
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Figure 9. Comparison of the predicted to the measured swash period. 

Modeling of Swash Force 
Previously, the summing-up method has been used to relate the swash force 

to the volume eroded at the dune. However, applying this method directly to the 
prediction model for dune erosion is computationally intensive since each swash has 
to be computed and summed up for each time step (usually 20 minutes). An 
alternative approach is to use statistically representative swash parameters, such as 
mean, rms and significant values. As an example, a swash force by mean 
parameters may be denned as 
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F_ 
71 

-V     H (13) 

where subscript m represent the mean values of the swash height, the swash 
velocity, and the swash period. Note that the ratio T/Ts^,, in (13), which 
represents the number of swash hit at the dune face, is introduced to scale the total 
swash force for a given duration of test. 
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Figure 10. Relationship between F^ and F^. 

The swash force by mean parameters was computed with the measured 
mean swash parameters for each test. Comparisons of the swash force using (13) 
with total swash force (F„) obtained by summing-up method are shown in Figure 
10. It is interesting to notice that swash force defined by mean swash parameters is 
linearly related with the swash force by the summing-up method. The linear 
relationship obtained by the best fit line is 

F^ = 0.69F„, (14) 

Predictive Model for Dune Erosion 

The dune erosion model predicts the volume eroded at the dune due to 
wave impact. The model consists of an input data routine, prebreaking zone wave 
height routine, surf zone wave height routine, swash zone hydrodynamics routine, 
dune erosion routine, and an output routine. As initial input data, the model 
requires the deepwater wave conditions and initial beach and dune profile data. 
Linear wave theory is used to determine the wave height from deepwater or a 
specified water depth offshore to the breaking point.   Shoreward of the breaking 
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point, a modified form of Sobey's prediction model is used to compute the wave 
height. The swash zone hydrodynamics routine computes each statistically 
representative swash height, swash velocity, and swash period. Once the swash 
parameters are determined, the corresponding swash force is computed and used to 
calculate the volume eroded at the dune. 

In order to determine the wave heights across-shore, the model uses an 
explicit solution scheme in which quantities known at a specific grid point are used 
to determine corresponding quantities at the next grid point. Propagation of 
individual waves is not described by the model. 
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11. Comparison of predicted dune erosion to the measured dune erosion 
using predicted Rm from runup equation. 

Dune erosion was simulated for all 13 tests using the data from 
SUPERTANK laboratory experiments. Data used for each prediction were the 
significant wave height at Gage #14, peak spectral wave period at Gage #14, mean 
wave period at Gage #14, beach and dune profile, test duration, and dune toe 
location. Assuming that ymax can be replaced by runup height, the runup height 
equation proposed by Mase and Iwagaki (1984) was used for the computation of 
ymax which was required for the prediction of all swash parameters (swash height, 
swash velocity and swash period). Comparisons of model predicted dune erosions 
with measurements for all 13 tests are shown in Figure 11. It is easily noticed that 
the prediction of dune erosion by model is not successful. The model predictions 
deviate by as much as a factor of 4 from the measured dune erosion. 
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Since the runup height equation has been used for the prediction of ymM, a 
slight modification to the model was made to check the effect of the runup height 
on the prediction of dune erosion. Instead of calculating the runup height and using 
it as ymax, the measured ymax was used for the simulation of swash force and dune 
erosion for each test. Predictions of dune erosion using the measured >Wc are 
shown in Figure 12 and compared with the measured dune erosion. It is obvious 
that predictions are much improved, as the model predictions deviate by at most a 
factor of 2 from the measured values. 
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12. Comparison of predicted dune erosion to the measured dune erosion 
using the measured jw 

Clearly, ymax is a significant factor and plays a important role in the 
prediction of dune erosion. Consequently, it is concluded that quantitatively good 
prediction for dune erosion can be obtained by improving the ability of prediction of 
ymax. 

Conclusions 

A simulation model has been developed using SUPERTANK experimental 
data to predict dune erosion due to wave impact. The analysis of the laboratory 
data confirmed an apparent linearity between swash force and dune erosion. With a 
modification of Sobey's model, predictions of wave height variation in the surf zone 
were improved, especially near the swash zone. Swash height, swash velocity, and 
swash period predicted by the model agreed well with the laboratory 
measurements. However, the model predicted dune erosion with limited success. 
An uncertainty in the value of ymax is the primary cause which led to the failure of 
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the prediction of dune erosion.   The results indicate that improvement in the dune 
erosion model will depends upon more reliable estimates of runup height. 
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CHAPTER 181 

Numerical Modelling of Three-Dimensional Wave-Driven 
Currents in the Surf-Zone 

Philippe Pechon1 and Charles Teisson1 

Abstract 

The numerical modelling of time-averaged three-dimensional currents due to 
breaking waves is presented. The basic equations and the closures are described. The 
driving terms in the momentum equations are the radiation stresses derived from 
"organised" velocity of waves and the roller contribution. The model is validated on 
measurements collected in a flume. The application to the case of a rectilinear beach 
with oblique incidence wave displays a helicoidal circulation. In the situation of a 
detached breakwater with a normal wave, depth-integrated currents show two large 
symmetrical cells in the lee of the structure whereas streamlines near the bottom 
converge spirally toward the centres of the eddies. 

Introduction 

Longshore currents induced by breaking waves are often assumed to be 
responsible for changes in the shoreline plan-shape on extend of some kilometres 
(Horikawa 1988 , Southgate 1987 , Pechon, 1982). However the action of cross- 
shore currents have to be taken into account for the prediction of detailed bathymetry 
variations, for instance when appraising the impact nearby coastal structures (Hansen 
and Svendsen 1984 , Okayasu 1989). 

A compound system is being developed to simulate wave, current and 
sediment transport patterns for the design of coastal projects. The module for time- 
averaged wave-driven 3D-currents is presented ; the physical concept and applications 
are described. In this article we focus on the wave-driven currents due to breaking 
phenomena exclusively. The wave is assumed to be regular and the wave pattern is 
supposed to be known here, resulting from the wave module of the system. 

1 Laboratoire National d'Hydraulique, Electricite de France 
6, quai Watier, 78400 Chatou, France 

2503 
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The Three-Dimensional current model 

The equations 

For sake of clarity the Navier-Stokes equations are considered in the case of a 
two-dimensional motion in a flume : 

du du2     duw _    \dp 
dt dx       dz        p dx 
dw duw    dw2 _    \ dp 
dt       dx        dz        p dz 

du dw _ „ 
dx dz 

where u, w are the horizontal and vertical components of the instantaneous velocity, p 
is the pressure. The viscous molecular terms are neglected in the highly turbulent 
environment. 

As it is proposed in Svendsen and Lorentz (1989), the velocity is separated 
into three contributions : a mean current (U, W), a purely periodic current (uw, ww) 
corresponding to wave motion, and turbulent fluctuations (V, w'). The time-averaged 
equations reads, the overbar indicating averaged quantities: 

dU    dU2    dUW    dul    duwww _    \ dp   du'2   du'w' 
dt      dx        dz       dx        dz p dx     dx        dz 
d£+dW_ = Q 
dx      dz 

and the vertical momentum equation leads to (Stive and Wind, 1982): 

p = pg(%-z)-pw'2- pww
2 

where ^ is the free surface level. By substitution in the momentum equation : 

dU    dlP_    dUW    d(ul-wl)    du^, _   JL3|   d(u'2-w'2)   du'w' 
dt      dx        dz dx dz p dx dx dz 

The derivative d(ul-wl)ldx is the wave radiation stress. The term duKwJdz created 
by waves is also considered whereas the term d(u'2-w'2)/dx is neglected except in the 
roller. Dropping the time derivative term, the 2 DV equations reduce to : 

dU2    dUW    d(uj - w»2)     3»,vHV _      3|   du'w' 
dx        dz dx dz dx      dz 

du | dW = 0 
dx      dz 

where t is the contribution of the roller of the breaking waves, t = -du'2 Idx. 
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The closures 

The terms which depends on the periodic current of breaking waves are 
expressed in function of the input wave characteristics and the energy dissipation 
(Longuet-Higgins 1970, Dingemans et al 1986, Deigaard and Fredsoe 1989): 

d (u2-wj) 

duwww 

ph 

dz •2pHD 

with D : energy dissipation 
C: wave celerity 
h : mean water depth 

It is noted that the contribution of non-breaking waves in the expression of the 
radiation stress is not included here. Apart from the roller, Reynolds stresses are given 
using the eddy viscosity concept: 

dU 
u'w' = -V t dz 

A uniform turbulence viscosity distribution is adopted, following Svendsen et 
al (1987) : 

V, = Mh (P-) i '3  The constant M is taken to be 0.03 
P 

The contribution of the roller in the term -3M'
2
 Idx  can be expressed by 

approximating the horizontal velocity profile as suggested by Svendsen (1984) : 

77777777777777777, 

I:    Z C : wave celerity 

:t< 

^77777777777777777 
Fig.l Vertical profile of velocity in the surfzone 

He proposed :e =0.9H2/L with H : wave height 
L  : wave length 

So we obtain r hi 
u'2dz =C2e =0.9^~H2 

The time-averaged entrainment force t due to the roller is specified uniform from the 
wave trough to the mean water level, on a layer thickness oiH/2. It follows : 

9
(09C2g^-     1.8^fl2 

Hdx L        HT   dx 
t =--2. 
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Introducing the flux of energy Ef, in shallow water : 

Ef=LpgH2Cg»LpgH2C 

U--B- where D = A 
PSHT dx 

T: wave period 

energy dissipation 

The exchanges of momentum and mass through the surface 

In quasi-3D models (Wind and Stive 1987, Sanchez-Arcilla et al. 1992) the 
equations are generally solved from the bottom to the trough level and a shear stress is 
specified at the boundaries. Moreover the mass flux above trough level is given as an 
input. 

Since the present model is 
fully three-dimensional, the time- 
averaged equations have to be solved 
from the bottom to the mean water 
level. The total flux of momentum due 
to breaking waves which is introduced 
in the computational domain is 
specified through the radiation stresses 
distributed over the water column and 
the force t on a thickness H/2. It 
follows that it is not relevant to impose 
any additional shear stress at the 
surface in this model ; so the shear 
stress is set to zero. 

instantaneous 
Ssvater level 

'7777777 

vertical profile of 
forces due to 
breaking-wave 

77777777 

Fig. 2 Vertical distribution of forces 

In nature the wave-induced mass-flux above the mean water level is not nil in 
and out the surf-zone and the horizontal variation of this quantity induce also mass 
flux through the time-average surface. Walstra et al (1994) take this effect into account 
in a 2DV model by adding a term in the continuity equation and they allow vertical 
velocities through the surface boundary. Since this type of circulation occurs for 
breaking as well as non-breaking waves, we chosen here to solve it separately with a 
Boussinesq type model which reproduces it automatically. This part is not presented 
in this paper. 

Applications 

Cross-shore currents in a flume 

The numerical model has been applied with standard parameters to the case of 
a flume which had been investigated on a physical model (Buhr-Hansen and 
Svendsen, 1986). 

The bottom profile is parabolic (fig. 3). The generated wave is regular with a 
period of 2.0 s and at the breaking point the wave height is 0.17 m and the still water 
depth is 0.20 m. The wave field specified in the numerical model is the one measured 
on the experimental set-up. 
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The computed undertow added to the mean currents due to wave motion has 
been compared to measurements collected in the surf-zone. In this case the currents 
due to wave motion (non-breaking contribution) is estimated with a non-linear wave 
theory (analytical solution of Serre equations) depending on the wave height. The 
numerical results were in good agreement with measured velocities. 
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Fig. 3   Wave-driven currents in a flume 
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Three-dimensional circulation along a rectilinear beach. 

The studied domain had a constant bottom slope equal to 2/100 , the off-shore 
water depth was 9.0 meters. The wave height at the deeper limit was 2.0 m, the period 
8.0 s and the incidence 25° (fig. 4). All boundaries were closed in this test, with a 
slipping condition. 

Wave propagation was computed with a simple refraction model and the 
decay in the surf-zone was deduced from the energy equation where the energy 
dissipation in      the bore is assumed to be similar to an hydraulic jump one. 

In this situation an helicoidal wave-driven flow occurs in the domain (fig. 5) 
and the velocity near the bottom is oriented offshore. This qualitative result is 
confirmed by field observations (Ingle 1966) but measurements are not available for 
validation. Moreover it is pointed out that the "non-breaking contribution" of wave 
motion is not included in this result. 

0.20 m 
-«     1050 m  ». 

coastline 

x = 940. m 
y = 300. m 

+ 
impermeable 
boundary 

offshore boundary 

impermeable 
boundary 

440 m 

9.0 m 
Profile 
bathymetry 

The computational domain 
coastline 

HO   =2.0m- 
T     = 8.0 s 
a    =25° 

Wave refraction pattern 

Fig. 4 Wave propagation along a rectilinear coast 
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Currents near a the detached breakwater 

The bottom slope is constant and equal to 3/100. The still water depth is 5.0 
meters at the off-shore frontier and it is 0.5 meter at the shoreline. The off-shore 
boundary is open while the three others are closed and combined with slipping 
conditions. The detached breakwater is 100 meters long and it is located at 100 meters 
from the shoreline. The still water depth at the toe of the structure is 3.5 meters. 

The wave at the open boundary is 2.5 meters high, its period is 8.0 seconds 
and its incidence is normal to the coast. For this preliminary simulation the wave field 
is schematised, the wave-driven terms are nil in the lee of the structure and the wave 
height decay elsewhere in the surf-zone is given by a formula. Of course this wave 
field is very crude but the aim of this test is to display vertical heterogeneity of the 
velocity pattern. A more accurate computation of the wave field is planned in the 
future. 

The depth-averaged flow pattern shows two large and symmetrical eddies 
behind the breakwater (fig.6). The maximum velocity reaches 1.5 m/s. In order to see 
three-dimensional effects, particles tracks computed with the bidimensional velocity 
fields near the bed, near the surface and with depth-averaged one are also visualised 
on figure 6. The streamlines near the bottom are oriented toward the centre of the eddy 
while the others describe large cells. This difference between the depth-averaged and 
the near-bed flow patterns is crucial for sediment transport modelling. 

Conclusion 

The computation of time-averaged wave-driven currents in the surf-zone for 
schematical 3D cases gives satisfying qualitative results. The model have already been 
compared successfully with measurements collected in experimental flumes but 
additional validation tests are needed in three-dimensional situations. 

The wave pattern in practical studies can be complex and its prediction requires a 
sophisticated wave model, especially if hydrodynamic results are used to determine 
sediment transport. It can be provided by bidimensional infragravity wave models 
(based on Boussinesq or Serre equations) which also simulate wave height decay in 
the surf-zone (Hamm et al. 1993, Karambas et al. 1992, Schaffer et al. 1992). The 
total velocity in the surf zone is the combination of the three-dimensional currents 
induced by breaking waves and the instantaneous wave velocity. However some care 
have to be taken in the summation of the two velocity fields because the current 
resulting from the wave model also partly includes the breaking effect. So the 
component which comes from breaking in the wave model must be subtract before 
adding the two velocity fields. 
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CHAPTER 182 

Sediment Transport in Various Time Scales 
Zbigniew PRUSZAK & Ryszard B. ZEIDLER1 

Abstract 
Some basic sediment movement characteristics such as critical velocities of mo- 
tion, bed load layer thickness, as well as local and overall sediment transport 
have been measured in field at Lubiatowo, Poland. 

The survey was carried out in a multi-bar (4-5 bars) Polish coastal zone 
with the medium grain diameter D50 from 0.2 to 0.25 mm. Irydium glass grains 
tracer, close in size to the natural sand, has been used. The investigations em- 
bodied 8 hydrodynamical situations in various climates of waves and currents. 

For oblique wave incidence it has been found that local intensity of long- 
shore sediment transport can reach 40-100 kg/(m h) under storm conditions, 
strongly dependent on local bed topography. The overall sediment transport 
rate across the entire surf zone can exceed 7-10-3 m3/s under storm conditions. 
For weak wave motion the bed surface layer of sediment transport has a thick- 
ness of several grain diameters, while it may be even 4-6 cm thick during storms. 
Vertical distributions of sediment concentration beneath of bed surface are iden- 
tified. Transport rates are related to the product of squared breaker height and 
longshore velocity. Annual time series of sediment transport are presented. 

1 INTRODUCTION 

Coastal zone is characterized by intensive sediment transport and considerable 
morphodynamic changes. Because of its importance as an interface of the atmo- 
sphere, the sea, the land and engineering structures, its dynamics should be well 
understood. 

Some primary quantities describing sediment transport in the coastal zone 
include critical speeds of incipient movement, thickness of the bedload layer and 
velocity distribution within this layer, and the resulting bedload transport rate. 

For the purposes of this study, we distinguish snort-term changes (hours, 
at most days) mainly associated with a single storm, meso-scale ones (weeks or 
months) and long-term changes (years or decades). In this paper, emphasis is 
placed on the first and third scale. 

^ssoc.Prof.   and Prof.; Polish Academy of Sciences' Institute of Hydro-Engineering IBW 
PAN 7 Koscierska, 80-953 Gdansk, Poland 
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Field studies provide a reliable background for understanding coastal pro- 
cesses and drawing conclusions on various estimates of sediment transport quan- 
tities. Numerical models are still inaccurate and require validation based on field 
measurements. 

This paper describes results of recent field studies, thus expanding the 
earlier investigations by Pruszak & Zeidler (1992). The sediment transport ex- 
periments were carried out at the IBW PAN Coastal Research Facility off Lubi- 
atowo. 

2 FIELD DATABASE 

The Coastal Research Facility (CRF) at Lubiatowo is situated on the southern 
Baltic beach and shore of transitional nature, which experiences neither accretion 
nor erosion in long time scales. The short-term variability of shore processes is 
evidenced by cyclic occurrence of erosion bays or accretion cusps every 30 years 
(Pruszak 1993). 

The shore at Lubiatowo is dissipative mild slope one with conspicuous 
four bars about 110,190, 370 and 650 m from shoreline (Fig. 1). An ephemeral 
unstable bar is sometimes visible close to the shoreline (some 30-40 m away). 
The median grain diameter D50 varies between 0.2 and 0.25 mm. The littoral 
drift is substantial since the net annual wave momentum flux is oriented obliquely 
to the shoreline. Wave breaking in the Lubiatowo surf zone is pronounced at 
a few locations, identified with underwater bars. During average storms the 
significant wave reaches the height Hs « 2-3.5 m with the period T from 5 to 
7 s at the seaward boundary on the depth of 7 m. As a result of the subsequent 
transformation, the mean wave height falls to 1-1.5 m on the depth of 2-3 m 
(about the second and third bars) while the mean wave period becomes 4-5 s. 

Along with parameters of wind, waves, currents and other hydrologic fac- 
tors, topographic features have been measured at Lubiatowo since 1983 on a 
2.7-km beach and nearshore zone extending some 800 m from shoreline. The 
beach profiles have been arranged every 100 m, and have been recorded every 
four weeks. Subaqueous profiles extending to about 100 m from shoreline have 
been measured systematically every four weeks since 1991. 

In our tracer studies of sediment transport we have been using irydium 
glass grains close in size to the natural sand. The half-life period of the radioiso- 
tope is 74.4 days. 

The 1993-1994 field campaign included inter alia the disposal of six tracer 
batches at six different locations of the Lubiatowo coastal zone, as depicted in 
Figure 1. The disposal points were chosen so as to monitor the three charac- 
teristic subareas of the coastal zone shown in Figure 1, as already pursued by 
Pruszak & Zeidler (1992). 

The sediment transport investigations were carried out in two series in 
autumn 1993 and spring 1994. Simultaneous measurements of waves, currents 
and wind were conducted during the radioisotopic studies. The measurements 
were continued regularly every three hours at two locations of the surf zone 
denoted by Dl and D2 in Figure 1. An exemplary record of wind, waves and 
currents along and across shore is given in Figure 2. 

Ninety four core samples 40 cm in length were taken from the sea bed. 
The samples originate from various areas coupled with the movement of tracer 
plumes. The samples were analysed in 2-cm layers by the use of a very sensitive 
scanner. Both location and intensity of the radiotracer in plumes was measured 
from a boat with a special monitoring and recording apparatus.  Examples of 
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Figure 1. CRF Lubiatowo, bottom topography and measuring arrangements. 
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Figure 2. Wind, wave height, cross-shore and longshore velocity at CRF Lubiatowo during the 
1993 field studies. 
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Figure 3. Radiotracer plumes at CRF Lubiatowo, fall 1993; (52) etc. tracer sampling location, 
(imp) - pulse; (I) - injection spot; (S) - sand trap 
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subsequent locations of 3-4 plumes out of total six are shown in Figure 3 for the 
first measurement series of autumn 1993. 

Simultaneously with the observations and measurements of the radio- 
tracer, measured at two locations of the surf zone were suspended loads up 
to 2 m above sea bed, at stations denoted by SIE, SIW and S4, as in Figure 
3. The suspended load was measured separately for longshore and cross-shore 
directions. Tracer grains were identified m every sample. 

3 SEDIMENT MOVEMENT FIELD STUDY 

3.1 Critical velocities 

Two primary thresholds of sediment transport can be identified under waves and 
currents: 

• incipient motion of single grains Fj.1' 

• critical velocity of bulk transport identified with the movement of the bed- 
load layer having the thickness a, i.e. Vj?\ 

From recent investigations, including those by Pruszak & Zeidler (1988), it 
is known that the motion of single grains having the median diameter Dso=0.10- 
0.25 mm and the density ps=265Q kg/m3 occurs at V^.1' « 8-12 cm/s. In ex- 
ceptional cases coupled with local bathymetry and random disturbances of wave 
motion, those velocities can be smaller than 8 cm/s or greater than 12 cm/s, up 
to 20 cm/s. 

The other sediment transport threshold lies at V^ « 40-50 cm/s or even 
20 cm/s for fine particles having .D5O=0.08-0.10 mm. The bulk motion of sediment 
grains can obviously occur in layers of different thickness. It can be assumed that 
the incipient motion occurs in a thin layer of a few sand grains when the flow 
velocity reaches about 30-40 cm/s, and it is fully developed at currents reaching 
50-70 cm/s, when the moving layer of sediment is considerably thicker. 

3.2 Sand grain speed 

Once the critical velocity Fj.1' is surpassed, the sediment is likely to move in a 
very thin surficial layer. The grain speed at the mud line vmi will depend on the 
intensity of water flow. As the latter increases, the grain speed will also change 
but the sediment at the mud line will move much faster than that beneath. The 
bulk motion of sediment in the deeper layers is much slower than the mud line 
velocity vmi as illustrated in Figure 4. Sediment grains participating in the mud 
line motion are much more mobile and their speeds exceed that of the deeper 
layers by a factor of two and more. 

The discrimination of the bed surface layer at mud line and bulk transport 
of sediment grains is schematized on the right hand side of Figure 4. The 
experimental relationships between the mean grain speed and water velocity for 
the two distinct sediment layers are shown on the left hand of the same drawing. 
In our analysis of sediment transport characteristics in the above layers, we have 
followed the distinction of three characteristic subareas of the coastal zone having 
different hydrodynamic and morphodynamic conditions, as identified at CRF 
Lubiatowo by Pruszak & Zeidler (1992), cf. Figure 1. 
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Figure 4. Mean longshore sediment speed versus velocity of longshore current 

The mean longshore mud line velocity of sediment grains within the entire 
active cross-shore profile is given as follows: 

tw = 0.0013V; (3.1) 

while the bulk transport velocity reads 

Wt = 0.0003V! (3.2) 

where Vi = longshore current velocity averaged over respective subarea (i = 1, 
2 or 3). 

The sediment transport velocities obtained for the Polish conditions of the South 
Baltic are smaller by an order of magnitude than those given by Kraus et 
al. (1982). The discrepancy indicates that such relationships are regional and 
depend on local parameters. It should be noted that the grain speed given by 
Kraus et al. (1982) is presented as a function of the longshore current velocity 
averaged across the entire shore profile, not a specific subarea, as in our analysis. 

3.3 Bedload layer thickness 

Examples of a few vertical distributions of the radiotracer in the three subareas 
of motion are presented in Figure 5. Zero denotes that the radioactivity of the 
selected layer was smaller than 600 pulses/100 s, that is below the natural back- 
ground of sea bed activity. Upon thorough analysis of the obtained distributions 
one can identify stratification of sediment transport in sea bed. Major concen- 
trations of the radiotracer occur at the mud line and seldom deeper than about 
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Figure 5.   Vertical distributions of bedload as jugded from the 1993 tracer studies at CJRF 
Lubiatowo; (imp) pulses. 

15 cm below mud line. It was only in one case that tracer concentration of 640 
pulses/100 s was detected 30 cm below bed surface (sample No. 70). In that case 
the sample was taken in the immediate vicinity of the disposal point, and the 
initial radioactivity was rather high. The results and the analysis suggest that it is 
only during storms that the bed surface layer of moving sediment exceeds 2 cm 
in thickness, while the latter can be assessed at a few or several grain diameters 
for average waves, whereas the maximum thickness of 4-6 cm could be expected 
at very severe storms. The thickness of the bedload layer also depends on local 
bed topography. Considerable differentiation of the thickness is noted about an 
underwater bar crest. 

It should be emphasized that the values given above refer to the active 
bedload layer in which all moving sediment grains are in motion at the same 
time and move in the same direction. 

From our recent and earlier investigations it can be concluded that the 
bedload layer thickness corresponds to the estimate given by Kraus et al. (1982): 

a = 0.027tfi, (3.3) 

in which Hi = breaker height at a depth of 2-3 m (about the second bar). 

3.4 Sediment transport 

3.4.1 Cross-shore transport 

Sediment transport rate can be computed by the following formula: 

q = q_mi + qbt = (p, - p){vmiami + »H«K) (3.4) 
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Figure 6. Cross-shore distribution of cross-shore sediment transport rate in five classes of waves. 

where v denotes time-averaged sand speed (either along or across shore), the 
index ml denotes mud line and bt stands for bulk motion. 

The most intensive net cross-shore transport occurs at the second and third bar 
in the cases of average or high waves, as illustrated in Figure 6. The sediment 
transport rate at crests of those bars can reach 25 kg/(m h) during storm phases. 
Local maxima can even amount to 35-40 kg/(m h). The transport rate decreases 
in the seaward direction and for the average wave conditions it is about 5-10 
kg/(m h) in subarea 3. For the predominant oblique wave incidence it can 
be assumed that a local ratio of cross-shore transport rate to the longshore one 
oscillates about 1:3-1:4. However, it should be noted that the above mean values 
can deviate substantially from instantaneous rates because of the high variability 
of sediment transport. 

It has been found that the cross-shore transport in the troughs between 
bars is negligible, so that practically all grains move about bar crests. The result- 
ing movement of sediment in the cross-shore direction can be coupled with the 
displacement of bar crests. The latter can be both landward and seaward. 

3.4.2 Longshore sand transport (local) 

The longshore sediment transport depends on the nature and intensity of waves 
and currents and on local topography. In local terms, the sediment transport is 
a function of sand grain speed v and the thickness of transport layer a, and can 
be approximated as follows: 

The cross-shore variability of the longshore sediment transport rate com- 
puted by Equation 3.4 is illustrated in Figure 7 for a few selected wave-current 
cases. The most intensive longshore sediment transport appears to occur at sec- 
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Figure 7. Cross-shore distribution of longshore sediment transport rate in five classes of waves. 

ond and third bars, and decreases both seawards and shorewards. It is worthwhile 
to note the existence of a relatively high sediment transport in between bars, par- 
ticularly in areas of the prevailing wave breaking, in our case again about second 
and third bars. This finding is not widespread, and contrary arguments on the 
low importance of the troughs in the overall longshore sediment transport have 
often been raised. In many instances, particularly at smaller wave incidence an- 
gles, the longshore sediment transport rate between bars is of the same order as 
that on bars. In some situations the troughs did not permit cross-shore spreading 
of sediment, especially if they were deeper and steeper. 

By and large, the longshore sediment transport under weak waves (break- 
ing between second bar and shoreline, with breaker height much lower than 1 m) 
occurs only in subarea 1, and its rate does not exceed 5-8 kg/(m h). As the wave 
height increases (wave breaking between third bar and shoreline, mean breaker 
height slightly below 1 m), the longshore sediment transport occurs in a wider 
surfzone and extends up to the fifth bar at maximum. Depending on local long- 
shore current and wave parameters, the longshore sediment transport rate may 
vary between 5-30 kg/(m h) in subareas 1 and 2 and 0-15 kg/(m h) in subarea 3. 

The longshore sediment transport rate increases substantially under storm 
conditions, when waves break far away from shoreline and at many locations 
across the surf zone, with the mean breaker height above 1 m. Hence in subarea 
1 the local magnitude of qi reaches 100 kg/(m h) and varies from 40 to 100 
kg/(m h) about bars. In subarea 2 the longshore transport is similar, but often 
even exceeds the earlier magnitude. In subarea 3 the transport rate decreases 
considerably, and falls to 30 kg/(m h) about the fifth bar. Further seawards one 
observes transport rates falling to 5-10 kg/(m h) at depths of 6-7 m. Obviously, 
the transport rate can be higher under extreme storms. In general, the longshore 
transport rate during storms is a few times greater than at average waves. 
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q = 0fl0225* 0.008(H£-V) 
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<} = K-(HJ-V) = 0.023  IH'b-V) 

Figure 8. Dependence of littoral drift rate on the product Hi V. 

3.4.3 Littoral drift rate 
From our experiments and the analysis of the obtained data it follows that the 
littoral drift rate i.e. the overall longshore transport rate across the coastal zone 
(assumed 950 m wide for the purposes of this study) reaches 3-7-10-3 m3/s under 
conditions of intensive waves approaching the shore at angles from 10 to 30°. 
Of course, local unit transport rates vary across the shore, as pointed out above. 
If waves are very high and conspicuously oblique then the transport rate can 
exceed 710~3 m3/s, while at lower waves under our conditions the transport rate 
varied from 0.35-lO"3 to 2-3- 10"3 m3/s. 

The overall longshore transport rate can be presented as a function of 
Hi • V, where V represents the mean longshore velocity of water. It appears that 
the relationships between the sediment transport rate and that quantity (Fig. 8) 
can be approximated by two straight lines. For smaller values of the quantity 
Hi • F=0-0.15, thus small and medium waves, the function q = f(H% • V) reads: 

qi = K(Hl-V) = 0.023(^1/) (3.5) 

For higher waves and storms, with Hi • V >0.15 the function is as follows: 

q, = qo + Kt(Hl • V - 0.15) = 0.00225 + 0.008(#t
2V) (3.6) 

It seems that the above relationships can be used for the forecast of the overall 
longshore transport rate in short time scales. 

Upon comparison of the results obtained under this study and our earlier 
investigations (Pruszak & Zeidler 1992), versus other sources of data, one can 
say that the formula must be site specific. From investigations by Drapeau et al. 



2524 COASTAL ENGINEERING 1994 

GO  0.4  0.8   1.2   1.6  ZO   2.4 28  3.2  3.6 40  4.4   48   5.2   [g/h] 

Mensurtfnr 
20.09-r- 29.09.93 
29.09-^ 05.10.93 
05.10-^-11.10 93 

QO  0.4   0.8  t2   1.6  2.0 2.4  2.8 3.2  3.6  4.0  4.4   4.8 5.2 [g/h] 

Figure 9. Vertical distributions of sediment concentration in sand traps; trap slots aligned along 
shore (upper) and across shore (lower). 

(1990) carried out in the North Atlantic in the presence of strong tides it follows 
that the proportionality factor K in Equation 3.5 is 0.278. On the other hand, 
Kraus et al. (1982), under mesotidal conditions, obtained K=0.024. It may be 
seen that this proportionality factor coincides with ours up to H% • F=0.15, while 
a conspicuous deviation is noted for higher values of that parameter, i.e. higher 
waves. 

3.4.4 Suspended sediment 

The concentration of suspended sediment is higher in subarea 1, with predom- 
inant wave breaking and high turbulence, than in subarea 3. Under storm con- 
ditions (cf. Fig. 2), the sediment was picked up from the sea bed in subarea 1 
to reach the free surface. In cases of less intensive waves (situations II and III) 
the sediment was kept in suspension up to 1-1.2 m above bed, that is middepth 
at the investigated location (Fig. 9). 

The radioactive tracer was disposed of some forty metres away from sand 
traps. It was found at different elevations up to 1.3 m above bottom. This indi- 
cates that the radiotracer moves not only as bedload but also in suspension, quite 
high above sea bed. The proportions between bedload and suspended load are 
difficult to define as they depend on many factors such as intensity of wave mo- 
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E31" 

El 

Figure 10. Annual time series of wind (upper) and the resulting littoral drift rate (lower). 

tion, circulation and currents, local topography and sediment properties. From 
different observations and estimates, including those with radiotracers, it can be 
assessed that about 70-80% of total transport belongs to bedload under weak 
wave conditions, or even about 100% in exceptional cases. On the other hand, 
storm conditions bring about intensive suspension, and bedload and suspended 
load become of the same order, whilst suspended load can clearly predominate 
under very intensive storm conditions. The latter structure is typical of the surf 
zone, about wave breaking line and on small depths. On greater depths bedload 
seems to prevail. It should also be added that suspension is usually preceded by 
bedload. 

3.4.5 Mesoscale sediment transport 

From many observations and investigations it appears that major effects of the 
longshore sediment transport are noted in time scales counted in days, months 
and even years. Our field studies provide a certain insight into the yearly struc- 
ture of the longshore sediment transport. If one averages over a day the causative 
sequence of events bringing about the sediment transport (wind, waves, currents, 
sediment transport), then one obtains a picture permitting conclusions on the 
yearly structure of sediment transport rates. This is illustrated below and in 
Figure 10 where both wind input and the resulting sediment transport itself are 
shown. It should be recollected that only causes, not sediment transport itself 
are measured in the yearly series. The sediment transport rate was computed 
from Equations 3.5-3.6. 

From our computations and the distributions shown in Figure 10 it appears 
that although daily transport rates can exceed 1000 m3/day (across the entire surf 
zone), the resulting mean net monthly rate is only 4000 m3/month, corresponding 
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to the mean annual rate of 50000 m3. It is also visible that the yearly course 
of sediment transport is stepwise: some 25% of the mean monthly amount of 
sediment transported can be derived from a single storm. 

4 CLOSING REMARKS 

Upon comparison of our results with other investigations and findings it can be 
concluded that many sediment transport formula are site specific, or depend on 
particular environmental properties embedded in those formulae. Hence from 
studies by Drapeau et al. (1990) for the North Atlantic and strong tidal effects 
it appears that the parameter K is 0.278. Kraus et al. (1982) conclude that K 
is 0.024 for a nontidal shore with a single bar. On the other hand, from our 
measurements for the Polish Baltic conditions the coefficient is identical with 
Kraus's if the characteristic quantity HiV <0.15 predominates, while it deviates 
considerably if that quantity is above 0.15, i.e. for intensive wave conditions. 
The observations, measurements and conclusions drawn for the two ranges of 
E\V above and below 0.15 add an interesting message to the linkage between 
sediment transport rate and its causes. 

No matter how approximate and incomplete, the annual distribution of 
sediment transport rate shown in Figure 10 for the Polish Baltic conditions con- 
tains an important information on the stepwise nature of sediment transport. 
The estimates shown can be regarded as typical of the southern Baltic. 

It is worthwhile to emphasize our finding that the sediment transport be- 
tween bars can be quite conspicuous particularly at locations of the most frequent 
wave breaking (our bars II and III) This is contrary to the widespread belief that 
the sediment transport in troughs is much less important than that on bar crests. 
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CHAPTER 183 

SEDIMENT TRANSPORT UNDER (NON)-LINEAR WAVES 
AND CURRENTS 

Jan S. Ribberink1), Irene Katopodi2), Khaled A.H. Ramadan3), 
Ria Koelewijn4^ and Sandro Longo5) 

Abstract 

Two series of experiments were carried out in the Large Oscillating Water 
Tunnel of Delft Hydraulics, which was recently extended with a recirculation flow 
system. Combined wave-current boundary layer flows were studied with a mobile 
sand bed in the sheet flow regime. Detailed intra-wave concentration and velocity 
measurements were carried out and revealed a three-layer system, i.e. a pick-up 
layer, a sheet flow layer and a suspension layer. In the suspension layer time-lag 
effects of the sediment concentration led to sediment fluxes in upstream direction. 
The suspended sediment was more confined to the near-bed region than according 
to diffusion theories, most likely due to turbulence damping. The horizontal time- 
dependent and net sediment fluxes were concentrated in the sheet flow and pick-up 
layer. Measured net sediment transport rates could be described as a linear relation 
with the third-order velocity moment <U3> near the bed. 
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Introduction 

COASTAL ENGINEERING 1994 

The understanding of the physical processes near the sea bed in combined wave- 
current flows plays an essential role in the description of the sediment transport in 
the coastal zone. A general lack of basic knowledge on the interaction between 
waves, currents, sediments and the sea bed in the combined wave-current boundary 
layer exists. The validity of various mathematical models can hardly be assessed due 
to the low number of measurements available, especially at prototype scale 
(Horikawa, 1988). The present study is focused on the boundary layer processes in 
the case of high bed-shear stress conditions (Shields parameter > 0.6). In this 
regime the sea bed is plane with sheet flow and suspension as the dominating 
transport modes. A research programme is concentrated around the Large Oscillating 
Water Tunnel of Delft Hydraulics in which the wave-induced near bed oscillatory 
flow and sediment transport phenomena can be simulated in the scale of nature (1:1). 
The present research is a follow-up of earlier work by Ribberink and Al-Salem 
(1994) and Al-Salem (1993) whom collected a large series of data on the sediment 
dynamics in mainly asymmetric oscillatory flow conditions. They verified and deve- 
loped several mathematical models for the description of the observed phenomena. 
In 1992 the tunnel was extended with a recirculation flow system (see Figure 1) 
which enabled the superposition of net currents to the oscillatory flow. During a first 
experimental programme the behaviour of the tunnel flow and the various bedform 
regimes were investigated in regular wave-current conditions (Ramadan, 1993). 

Figure 1   The Large Oscillating Water Tunnel with its recirculation system 
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In the present paper the main results of two experiment series (series C and E) are 
presented.   Series C was focused on the influence a net current superimposed on 
asymmetric (second-order Stokes) waves on time-averaged quantities such as the 
suspended load and the net sediment transport rate. 
During series E detailed time-dependent (intra-wave) measurements were carried out 
in the suspension layer and the sheet flow layer in a number of sinusoidal wave/net 
current combinations. 
The main objectives of the experiments were: i) to increase the understanding of the 
wave-current boundary layer processes in the case of mobile sandy beds, and ii) to 
obtain a number of datasets to be used for the development of sediment transport 
models. 
For the complete experimental results, reference is made to the original datareports, 
i.e. Ramadan (1993), Ribberink (1994) and Katopodi et al (1994). 

Experimental set-up and programme 

The Large Oscillating Water Tunnel (LOWT) has the shape of a vertical U-tube 
with a long rectangular horizontal section and two cylindrical risers on either end. 
The desired oscillatory water motion inside the test section is imposed by a steel 
piston in one of the risers. The other riser is open to the atmosphere. The test 
section is 14 m long, 1.1m high and 0.3 m wide. A 0.3 m thick sand bed can be 
brought into the test section, leaving 0.8 m free for the oscillatory flow above the 
bed. The range of the oscillatory velocity amplitudes is 0.2-1.8 m/s and the range 
of periods is 4-15 s. The LOWT, extended with a recirculation flow system for the 
generation of a steady current, is shown in Figure 1. The maximum capacity of the 
two pumps is 1001/s and 201/s. The maximum superimposed mean current velocity 
in the test section is 0.5 m/s. The two risers are used as sand traps, moreover the 
recirculation system is provided with a 12 m long pipe sand trap. 

As a follow-up of previous research with asymmetric (second-order Stokes) waves 
(Ribberink and Al-Salem, 1994), a series of experiments was conducted (series C) 
with asymmetric waves combined with following and opposing currents (following 
current = a positive current in the direction of the crest half wave cycle motion). In 
total 10 conditions were investigated. Series C was mainly aimed at the measurement 
of time-averaged concentrations and sediment transport rates. Each condition was 
repeated 3-5 times. Each test started with a flat horizontal sand bed. Table 1 
gives the main flow characteristics of series C, i.e. the pump discharge Q, the mean 
current velocity in the test section < U >, the root mean square velocity of the 
oscillatory flow part U^ and the wave period T. Sand was used with characteristics 
D10 = 0.15 mm, D50 = 0.21 mm and D90 = 0.32 mm. 

Detailed time-dependent measurements were carried out during series E for four 
sinusoidal wave/net current conditions (see Table 2). From El to E4 the oscillatory 
velocity amplitude tj decreases but the net current velocity increases in such a way 
that the third-order velocity moment < U3 > of the horizontal oscillatory flow (above 
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the wave boundary layer) is approximately constant. This choice was based on the 
linear relation between the net transport rate and <U3> as found by Al-Salem 
(1993) for only (asymmetric) waves. During 5 series of experiments different 
measuring techniques were used and 115 tests (tunnel runs) were carried out using 
the same sand as for series C. 

Exp. 
Net current Oscillatory flow 

Q (rnVs) <U> (m/s) tms T(s) 

Cl 
C2 
C3 
C4 
C5 

0 
0.012 
0.072 
0.036 
0.096 

0 
0.05 
0.3 
0.15 
0.4 

0.56 
0.56 
0.55 
0.56 
0.55 

6.5 
6.5 
6.5 
6.5 
6.5 

C9 
CIO 
Cll 
C12 
C13 

0 
0.096 
0 
0.024 
0.096 

0 
0.4 
0 
0.1 
0.4 

0.56 
0.8 
0.8 
0.8 
0.8 

6.5 
6.5 
6.5 
6.5 
6.5 

Table 1  Experimental conditions series C (sheet flow) 

Exp. 
Net current Oscillatory flow 

Q (mVs) <U> (m/s) t) (m/s) T(s) 

El 
E2 
E3 
E4 

0.036 
0.048 
0.072 
0.096 

0.15 
0.20 
0.30 
0.40 

1.6 
1.35 
1.10 
0.9 

7.2 
7.2 
7.2 
7.2 

Table 2 Experimental conditions series E (sheet flow) 

Suspended sediment concentrations in the range of 0.1 - 50 g/lt were measured with 
a transverse suction technique for time-averaged values (series C, E) and an optical 
infra-red light extinction technique OPCON for time-dependent values (series E). 
The large (time-dependent) concentrations in the sheet flow layer ( 100-1600 g/lt) 
were measured with an electro-resistance technique CCM (series E). 
Time-dependent velocities were measured with a 2 component forward-scatter laser- 
doppler flow meter LDFM for mainly clear water (series C, E), an electro-magnetic 
flow meter EMF in the suspension layer (series C,E) and a high-speed video 
technique HSV for grain velocities in the sheet flow layer (series E). Net sediment 
transport rates were measured with a mass-conservation technique using sand trap 
volumes and measured bed-level changes. For more detailed information about the 
techniques, reference is made to Katopodi et al (1994). 
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Suspended sediment 

During the 10 series C and 4 series E conditions totally 81 time-averaged 
concentration profiles were measured with the transverse suction technique in the 
layer between 1-1.5 cm and 25 cm above the bed. 
In Figure 2 all suspended concentration profiles of series E are plotted on a log-log 
x-y scale. The straight best-fit lines imply a vertical distribution according to the 
following power-law: 

<C(z)> 

where Ca is a reference concentration at the level za and the power a is a concen- 
tration decay parameter. 
Despite the different combinations of waves and currents during series E, the best-fit 
lines are almost parallel, indicating that the power a is almost constant 
(1.9 < a < 2.4). 

Also for the series C experiments the power-law distribution (1) fitted well with the 
measurements. The concentration decay parameter a varied between 1.6 < a < 2.3. 

> 
0)   10-2 

SUCTION  (x=2.35m) 

10"3 10"a 10"' 1 10 102 

concentration  (g/l) 

Figure 2 Time-averaged concentration profiles of suspended sediment, series E 

Ribberink and Al-Salem (1994) found the same power-law form for a large number 
of waves-only cases in the sheet flow regime (same sand). The power a was almost 
constant (a - 2.1) in a wide velocity range (Urms = 0.3-1.2 m/s). Figure 3 shows 
power a as a function of the maximum Shields number 6,,,^ (maximum value during 
the wave cycle) for the 'waves alone' measurements and the new 'waves + currents' 
measurements. 
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0max is computed on the basis of the maximum bed-shear stress during the wave 
cycle according to: 

6m< 

/ 
Tt>„ 

(P.-P) 8D50 

Herein Tb = 0.5 p fcw (<U> + U)2 with the combined wave-current friction factor 
according to the theory of Jonsson (1966) using kg = D50 as bed roughness height. 
The measured values of < U > at z = 10 cm above the bed are used as input for the 
formulation. 

Figure 3 shows that all measured values of alfa (for waves alone and waves + 
currents) scatter around a = 2, showing no relation with the Shields number. 

a 

o 

• 
o   < 

• 

> 
o 

o    \ 

; 
3    • • 
• 

i 

• •• • 

\ 

\ 

0.6 

— constant eddy viscosity 
model 

o measured, waves only 
• measured, waves + current 

Figure 3  Concentration decay parameter a vs. maximum Shields number 

In the case of a time-invariant sediment mixing or diffusion coefficient increasing 
linearly with distance above the bed, diffusion models for suspended sediment 
generate a similar power-law distribution for the time-averaged concentration (see 
Ribberink and Al-Salem, 1994). However, the models generally lead to decreasing 
values of a (= Rouse number) for increasing Shields numbers. This is due to an 
increasing turbulent or sediment mixing coefficient with increasing bed-shear stress. 
The full line in Figure 3 represents the theoretical solution of the Rouse number. It 
is shown that the measured concentration decay is always greater than the theoretical 
decay and shows no relation with the Shields number. 
Apparently, the suspended sediment is more confined to the near-bed region than the 
theory predicts. Moreover, the result indicates the increasing importance of 
turbulence damping above the mobile bed (sheet flow layer) for increasing Shields 
numbers. 
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The measured time-dependent behaviour of the suspended sediment concentrations 
during experiment El is shown in Figure 4. In the lower part ensemble-averaged 
concentrations measured with OPCON are shown during one wave cycle at three 
elevations near the bed. The upper part shows the time-dependent horizontal velocity 
(at z = 20 cm) as well as the vertical position of the piston driving the oscillatory 
flow. 
It can be observed that the concentration exhibits two peaks that roughly coincide 
with the maximum downstream and upstream velocities. Due to the asymmetry of 
the flow (downstream velocity amplitude > upstream velocity amplitude) the two 
peaks are not of equal magnitude. Two other generally smaller concentration peaks 
occur near the moments of flow reversal. Similar peaks were observed by Al-Salem 
(1993) for waves only. A possible explanation for their existence may be found in 
turbulence generation due to shear instabilities in the bottom boundary layer (see 
Foster et al, 1994). 

2.0 

1.0 - 

-0.0 

-1.0- 

-2.0 

— horizontal velocity (nv/3) 
-- piston displocement fm> 

i l i n 
0 1 4 

time  (s) 

-TT-T 
5 

Figure 4 Time-dependent suspended sediment concentrations, El 

With increasing distance above the bed the concentration decays rapidly and the 
concentration maxima occur at a later moment (time lag effect). At higher elevations 
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the maximum concentrations occur even after the next flow reversal, indicating 
history effects from a previous half wave cycle. 

From El to E4 the flow asymmetry increases due to an increasing net current 
velocity/oscillatory velocity ratio (see Table 2). Simultaneously, the concentration 
measurements show an increasing history effect of the 'downstream' half cycle 
during the 'ustream' half cycle. Moreover, the concentration peaks at flow reversal 
become less dominant. For more detailed results, see Katapodi et al (1994a). 

Sheet flow 

At lower elevations near the bed (z < 1 cm) the sheet flow layer is entered with 
very large sediment concentrations (100-1600 g/lt). Time-dependent concentration 
measurements were carried out with the CCM. The CCM was brought into the test 
section from below through the sand bed in order to minimize possible flow distur- 
bance. The lower part of Figure 5 shows ensemble-averaged concentrations (El) at 
various elevations around z = 0. The elevation z = 0 is defined as the mean bed 
elevation before/after the experiment (without sediment motion). The upper part of 
Figure 5 shows the time-dependent velocity at z = 20 cm. 

JHMIIMI|IIIIIIIN|lllllllll|IMMIMI|limilM|IIIMl|MJIIMIIMITn 

R = 0.56      z = 20 cm 

Tin 
Figure 5  Time-dependent concentrations in the sheet flow layer, El 
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Two layers with different behaviour can clearly be observed, i.e. a pick-up layer 
with minimum concentrations in phase with maximum velocities and a sheet flow 
layer with maximum concentrations in phase with maximum velocities. In the pick- 
up layer two phases occur during each wave cycle with no sediment motion and 
maximum sand concentration (settled sand, near U = 0), which are both followed 
by a phase with lower concentrations due to the vertical pick-up of grains. In the 
sheet flow layer (z > 0) the phase behaviour is opposite, reflecting the exchange of 
sand with the pick-up layer (see also Al-Salem, 1993). Near the moments of flow 
reversal large concentration peaks with a short duration occur, which are probably 
related with similar peaks as observed in the suspension layer somewhat later in time 
(see Figure 4). In general, all series E experiments show very small phase shifts 
between the concentration peaks at different elevations, indicating that time-lag 
effects are of minor importance in the these near-bed layers. 
The concentrations in the sheet flow layer do not show the asymmetry of the two 
half cycles as observed in the suspension layer of El. However, for E2...E4 the 
increasing flow asymmetry effect becomes also visible in the sheet flow layer. 

Figure 6 shows the complete time-averaged concentration profile on a log-linear 
x-y scale for all layers of El obtained from the CCM, OPCON and SUCTION measure- 
ments. The approximate positions of the suspension layer (C < 100 g/lt), the sheet 
flow layer (C > 100 g/lt) and the pick-up layer are indicated. 
In the upward direction the concentration profile shows the transition from a convex 
shape (pick-up layer) to a concave shape (suspension layer), reflecting the presence 
of different physical mechanisms of the mixing process. 

0.09 ~ 

%   *                E1               + + * + + Ccm 
,    t                                       * * > ** Opcon 
**                                           * * • * • Suction 

0.08 -_ # 
0.0? - * "• 

0.06 z t 

"5 > 
.3 

0.05 ~ 

0.04 J 

%  , 
0.05 -_ 

0.02 ^ 

suspension layer    * *   „" 

0.01 - 

0.00 - 

-0.01 - 

sheet flow layer                                   *^f 

Concentration (g/l) 
100 1000 

Figure 6 Time-averaged concentration profile of El, a three-layer system 

A high-speed video camera (500 frames/s) was focused through the glass side wall 
2 cm inside the test section on a vertical image of 1.55 x 2.15 cm parallel to the 
oscillatory flow direction. A time counter on the video image was synchronized with 
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the piston motion. Two different particle tracking techniques were applied to 
measure the grain velocities at a number of phases of the cycle at several elevations 
above the bed. 
Figure 7 shows measured horizontal grain velocity profiles of El. Large velocity 
gradients occur especially in the sheet-flow and pick-up layer. 

..... 0 deg 
Bfyaoa 45 deg 
**»« 90 (min vel) 
W-M-* 135 deg 
MHHHt 180 deg 
«-». 225 deg 
I,I 270 (max vel.) 

„«. 315 deg 
suspension  layer 

sheet  flow layer 

pick-up 1 ayer 

1.5        -1.0        -0.5 0 0.5 ,1,0 
horizontal  sediment velocity (m/s) 

Figure 7  Horizontal grain velocity profiles of El (obtained with high-speed video) 

Sediment fluxes and net sediment transport rates 

By multiplication of the horizontal velocities U(z,t) (LDFM, EMF) and concen- 
trations C(z,t) (OPCON), time-dependent horizontal sediment fluxes <p(z,t) were 
calculated in the suspension layer. The same was done in the sheet flow layer using 
the horizontal grain velocities (HSV) and the concentrations (CCM). The result of 
this analysis for experiment El is shown in Figure 8, using a log-linear x-y scale 
(with <J> = ± 10"3 m/s as separation between negative and positive fluxes). The 
dimensionless volume concentration is used for the flux computation, and thus the 
the sediment flux unit is m/s. 

Maximum fluxes occur at the moments of maximum downstream and upstream 
velocity (above the wave boundary layer) in the sheet flow layer. Deeper into the 
sheet flow and pick-up layer the fluxes gradually reduce. A very strong reduction of 
the fluxes occurs in the suspension layer. The net horizontal sediment fluxes over the 
wave cycle were computed by time-avaraging, making distinction between a current 
related and a wave related contribution, according to: 

<4> (z,t)> = <U (z,t) • C (z,t)> = <t>c + <|>w 

$c = <U (z,t)> • <C (z,t)> 
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4>w = <U(z,t)  • C(z,t)> 

Herein U and C represent the periodic parts of U and C after substracting the wave- 
mean values <U> and <C> respectively. The distinction between <|>c and <|>w was 
only possible in the suspension layer where the mean velocity <U> could be 
computed with a reasonable accuracy. 
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Figure 8 Time-dependent horizontal sediment flux profiles, El 

shows the computed net sediment flux profiles of the suspension layer 
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Figure 9  Net horizontal sediment flux profiles in the suspension layer, El 
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It can be observed that due to time lags of C with respect to U (phase differences) 
a negative wave related flux is present at elevations z > 2 cm. However, this 
negative contribution is almost compensated by the positive contribution of the 
current-related flux (the latter is positive by definition). Closer to the bed (z < 2 
cm) both contributions become positive and a relatively large positive total net flux 
results, showing a strong increase in the direction of the bed. 

The complete total net horizontal flux profile for El is shown in Figure 10. In 
comparison with Figure 9 the scale of the horizontal axis had to be changed consi- 
derably (factor 10), due to the large magnitude of the net fluxes in the sheet flow 
and pick-up layer. The fluxes in the suspension layer can now hardly be recognized, 
indicating their minor importance for the total net sediment transport rate. 
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Figure 10 Total net horizontal sediment flux profile, El 

The fluxes in the sheet flow and pick-up layer show a considerable scatter, which is 
mainly caused by the low number of measured grain velocities per wave cycle in 
combination with a low accuracy of the grain velocity measurements. Vertical 
integration of the flux profile was carried out to estimate the total net sediment 
transport rate during El. The obtained transport rate (120 10"6 m2/s) agreed 
reasonably well with the (relatively accurate) total net transport rate as obtained with 
the mass conservation technique (92.4 10"6 m2/s). 

Also the experiments E2...E4 confirmed the result of experiment El, namely that 
the net transport rate is mainly concentrated in the sheet flow and the pick-up layer. 
Even for E4 with the greatest net current the contribution of the suspension layer to 
the total net transport rate is minor. The previously mentioned relatively small 
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suspended sediment mixing above the mobile bed, most likely caused by turbulence 
damping effects of the sheet flow layer, is responsible for this phenomenon. 
The results are only valid for the investigated conditions. It is expected that for finer 
sand, an increased current dominance (with respect to the waves) and in cases with 
rippled beds the importance of suspended sediment will strongly increase. 

Al-Salem (1993) showed that in case of asymmetric 2nd order Stokes waves the net 
sediment transport is also concentrated in the sheet flow layer (same sand). 
Ribberink and Al-Salem (1994) showed that the net sediment transport can be 
described with a linear function of <U3>, i.e. the third-order moment of the 
horizontal velocity above the wave boundary layer. 
The measured net sediment transport rates of the series C and the series E experi- 
ments (totally 69 tunnel runs) were used to verify this relation in the case of 
combined waves and currents. The result is shown in Figure 11. 
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Figure 11   Measured net sediment transport rates vs. velocity moments <U3> 

As the net current velocity is a function of the elevation above the bed and the 
velocity moment is computed on the basis of measured velocities, a choice was made 
for z = 10 cm (series C) and z = 20 cm (series E). Both elevations are above the 
wave boundary layer. The influence of the difference in the selected elevation 
(10 or 20 cm) on Figure 11 appeared to be minor. 

The 'wave+current' cases in Figure 11 show approximately the same correlation 
between <qs> and <U3> as the previous 'waves alone' cases. 
The reasonable  success  of this relation (for this  sand type and the  selected 
experimental conditions) can be explained by the concentration of the sediment 
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transport near the bed (sheet flow layer) and the quasi-steady character of the 
transport process in this layer. 

Conclusions 

Two experimental studies were conducted in the Large Oscillating Water Tunnel 
of Delft Hydraulics which was recently extended with a new recirculation system. 
Detailed time-dependent measurements were carried out in the combined wave 
current boundary layer in sheet flow conditions (series E) using a number of 
measuring techniques, among them a high-speed video technique for the 
measurement of grain velocities in the sheet flow layer. Series C concerned time- 
averaged measurements near the bottom. The datasets obtained can be used for the 
verification and development of boundary layer flow and transport models. In the 
present study a first analysis of the experimental results was presented. 
The main conclusions are: 

1. The time-dependent measurements of series E revealed a three layer transport 
system, viz. a pick-up layer, a sheet flow layer and a suspension layer with: 
- 4 concentration peaks per wave cycle in the sheet flow and suspension layer, 

(2 main peaks related to the maximum downstream and upstream velocities 
and 2 peaks near flow reversal), 

- increasing phase lags for increasing elevation in the suspension layer and 
almost no phase lags in the sheet flow and pick-up layer. 

2. The time-averaged suspended sediment concentration profiles showed a similar 
negative power distribution as found during previous experiments with only 
waves. The concentration decay parameter a appeared to be almost constant 
("2) for all experiments (waves alone and waves + currents). The measured 
concentration decay near the bed was larger than the predicted decay of a 
theoretical diffusion model (with a time-invariant diffusion coefficient) and did 
not show the expected decrease for increasing Shields numbers. This is probably 
caused by turbulence damping effects above the mobile bed (sheet flow layer). 

3. Using the time-dependent velocity and concentration measurements horizontal 
time-dependent and time-averaged sediment fluxes were computed and analyzed. 
The horizontal fluxes were concentrated in the sheet flow and pick-up layer near 
the bed. The contribution of the suspension layer to the total net flux appeared 
to be minor. 

4. Due to the quasi-steady character of the transport process in the sheet flow and 
pick-up layer the measured net sediment transport rates of series C and series 
E showed a similar linear relation with <U3> as obtained during previous 
experiments with asymmetric waves and no current. 
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CHAPTER 184 

WAVES AND CURRENTS AT THE EBRO DELTA SURF ZONE: 
MEASUREMENTS AND MODELLING 

Rodriguez,A.; Sanchez-Arcilla,A.; Collado,F.R.; 
Gracia, V. Coussirat M.G. and Prieto J. 1 

Abstract 

The wave incidence and the wave-induced circulation in the surf zone (SZ) is 
studied from both experimental and numerical point of view. The DELTA'93 
experiments were carried out in the Trabucador bar of the Ebro Delta, in 
the Spanish mediterranean coast. The emphasis of DELTA'93 was on the 
SZ vertical flow structure, measuring simultaneously undertow and longshore 
current in a barred profile. The numerical simulation with NEARGIR 
Q3D model assumes longshore uniformity and stationarity. The wave decay, 
2DH currents and 1DV undertow and longshore currents are modelled. The 
agreement is quite reasonable as can be seen in the included figures. 

Introduction 

The Ebro delta, one of largest in the Mediterranean, is located on the Spanish 
coast, 200 Km Southwest of Barcelona (figure 1). As in many other deltas of 
the world, the Ebro delta is experiencing a severe erosion due to the nearly total 
reduction of solid river discharges associated to dam construction (Jimenez and 
S.-Arcilla, 1993). Because of this there is an important monitoring activity 
around the deltaic coastline from which hydrodynamic, morphodynamic and 
meteorological data have been extracted to support the surf-zone campaign, 
which is the main object of this paper. 

The data recorded during the surf-zone campaign, which took place along the 
Trabucador bar, will be described in this paper, together with some references 
to the wealth of previously recorded information along the deltaic coastline. 
The numerical model used to simulate surf-zone processes and to gain insight 
into the physics at the Ebro delta surf-zone during the time of the campaign, 
is the NEARCIR model presented in (S.-Arcilla et al., 1990/1992). This Q3D 
model works at the current time-scale and is structured into three modules: 

1 Lab. Ing. Marftima , L.I.M., Univ. Politecnica de Cataluna, U.P.C. 
Av. Gran Capitan s/n, 08034 Barcelona, Spain. 

2542 



EBRO DELTA SURF ZONE 2543 

i. Wave Propagation Module (based on the kinematic conservation principle 
and the wave action balance equation). 

ii. Depth Uniform Current Module (based on the 2DH rigid-lid mass and 
momentum equations). 

iii. Depth Varying Current Module, including the Bottom Boundary Layer 
(this module is briefly described for completeness within this paper). 

Ametlla 
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MEDITERRANEAN 
SEA 

Flatja de la; 
/ Ktarquesa   \ 

N 

Cap Tortosa^ 

Trabucador 
(p-ii) Meteo. station 

Tidal gauge 
Bathymetric line 
Buoy 

Figure 1. The Ebro Delta 

DELTA '93 Field Experiments 

The motivation for this campaign was the lack of detailed 3D data on surf-zone 
hydrodynamics in a microtidal environment. The campaign was thus focussed 
on the 3D structure of wave-induced circulation, i.e. on the simultaneous 
vertical structure of shore-normal (undertow) and shore-parallel (longshore 
current) flows. Because of this, and trying to avoid excessive complexities 
and/or unknowns, it was decided to look for an alongshore uniform beach 
subject to unidirectional waves and a time interval without significant wind. 

Based on these considerations and because of the availability of previously 
recorded field data, the Trabucador bar in the Ebro delta was selected as the 
most suitable coastal stretch to carry out the surf-zone field exercise. The 
campaign was centered around the beach profile Pll (see figure 1). The 
obtained field data include bathymetry, shoreline, wave data outside and inside 
the SZ, mean water levels across the SZ, and the associated velocity fields (both 
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horizontal and vertical structure). 

The bathymetry in the field site is shown in figure 2. Only relatively modest 
bottom variations were recorded during the three days of the campaign, which 
allows assuming a steady bottom geometry for the hydrodynamic analyses. The 
wave climate was recorded at 50 m and 7.5 m water depth by means of two 
directional wave rider buoys recording 20 minutes every 3 hours. An Etrometa 
step wave-gauge was located at the beach sledge, which was used to monitor 
hydro- and morphodynamic conditions across the surf-zone from the shoreline 
down to 2.5 m water depth. A BW video camera, placed at 20 m height, was 
used to record SZ images from which, after digital image processing, information 
on wave direction, breaking intensity, etc. could be obtained. An X-band radar 
was also used to measure mean surface roughness (mean wave height) and low- 
frequency oscilations of the mean water level in the SZ and adjacent nearshore 
area. 

Figure 2.  The Trabticador bar bathymetry (Pll) for 16/December/93. 

Some wave field characteristics plus 2DH circulation and mixing patterns 
derived from the video images using the developed digital processing technique 
have been presented in Redondo et al. (1994). This technique allows to quantify 
the time and space evolution of sea surface tracers (foam, dyes and Lagrangian 
buoys) and the horizontal mixing properties associated to dye spots. 

The vertical structure of horizontal instantaneous velocities was measured wtth 
six electromagnetic current meters (Delft Hydrauhcs-S type) placed in a vertical 
pole at the sledge, see figura 3. The vertical spacing of the electromagnetic 
sensors (ems) range from 0.10 to 0.20 m above the bottom up to maximum 
level of 0.80 m above the bottom, with a sampling rate of 20 Hz allowing 
therefore to measure some macroturbulence features. Simultaneously with the 
velocities, the local water level evolution was measured at the same vertical 
with the step wave-gauge mentioned above (sampling rate 4 Hz). The MWL 
was computed by averaging the free surface time series, while crest and trough 
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Figure 3.  Movable Sledge with: 6 EMS, 1 WG, 3 OBS, 1 COMPASS, Data- 
Logger and 1 Optic-Prism). 

levels were obtained as the mean of the upper "1/3" series of individual crest 
and trough values. The crests and troughs were obtained after numerically 
filtering the original water-surface series to remove the effect of long waves and 
other alien-phenomena. 

Waves: Measurements and Modelling 

Wave Features 

Table 1 summarizes the 5 cases measured during the DELTA'93 experiments. 

Cases I     Date LE.L Spectra T, (s) Sea State Testa.    | 

I              26/JS/93 High doubled- 
peak 

T„18 
T*3 

unsteady - 

II      |      15/12/93 Low wide 7.5 Q-staedy NT1-NT4 

m     |     16/12/93 
1         <Lm- 

Medium- 
High 

sharp 6.0 Q-steady NT5-NT7 

jy     |     16/12/93 
H        pjn. 

Medium sharp 5.5-7.0 unsteady NT8-NT12 

V      |      17/12/93 Low wide 7.5 steady I 
Table 1: Measured conditions I.E.L.: Incident wave energy level; 

Spectra: type of wave spectra; Tp: wave period; Test n.: Test number 

In this paper only cases III and IV, measured during 16th December 1993, are 
considered for an in-depth analysis because they were the most complete cases 
with strong enough wave-induced currents. There are several potencial sources 
of error, such as the linear interpolation in directional wave data recorded every 
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3 hours by the buoy (to have time correspondance with the wave gauge data 
recorded every half-hour), the spreading in wave direction given by the buoy 
or those inherent to the measurement equipment and processing techniques. 
In spite of this, there was reasonable agreement between the surf-zone spectra 
from wave-gauge and video images data, showing a good correspondance of 
frequencies or dominant periods. The comparison between wave angles from the 
video (VTR) and the ems is not finished because of the large amount of data- 
processing necessary to obtain a mean angle of wave incidence. The incident 
wave conditions during the 16th December 1993 (outside and inside the SZ) are 
sumarized in tables 2 and 3. Hrms (m) is the root mean square wave height, 
Tp(s) is the wave period, 0m is the mean angle of wave incidence, X is the 
crosshore coordinate, h is the mean water depth and U-V (m/s) are the depth- 
averaged cross- and alongshore velocity components at different sledge positions 
(test) inside the surf-zone. 

Wave incident conditions (DWR) 
Test Hrms (m) Tp(s) Qm GMT 

5 .61 6.0 177.0 10:04 
6 .60 6.1 175.3 10:55 
7 .59 6.3 173.0 12:05 
8 .50 5.7 179.5 14:07 
9 .44 5.4 183.3 15:07 

10 .43 5.4 180.6 15:46 
11 .425 5.6 176.1 16:20 
12 .42 5.8 171.9 16:51 

Table 2: Incident wave conditions at dwr position 
(1500 m offshore, h:7.5m) during 16/December/93. 

Hydrodynamic measurements in the SZ 
Test Hrms Tp(s) X(m) h(m) y* U* 

5 .47 7.1 87.9 1.29 .48 .15 
6 .38 7.1 73.2 0.80 .88 .19 
7 .31 8 65.1 0.70 .66 .13 
8 .41 7.1 93.5 1.34 .23 .08 
9 .40 7.1 79.8 0.70 .62 .24 

10 .33 7.1 74.0 0.68 .60 .16 
11 .27 8 69.5 0.60 .46 .11 
12 .18 8 60.0 0.38 .28 .10 

* (mean below wave trough level ztr) 
Table 3: Hydrodynamic conditions from WG and ems 

An image processing technique, still under development, has also been used 
to evaluate the acrosshore distribution of the intensity of wave breaking, Qj,. 
JVom an image threshold intensity associated to breaking, the breaking wave 
distribution acrosshore can be determined for a time series of beach profile 
transects derived from the video record. The processing technique is able to 
reproduce some of the features of the acrosshore evolution of the fraction of 
breaking waves, as derived from e.g. the Battjes and Janssen (1978) (hereinafter 



EBRO DELTA SURF ZONE 2547 

BJ'78) model (figure 4). 
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+ + + +NT6 metiured 
O O O ONT7 menuted 

X-crosshore [m] 

Figure 4. Measured and computed Qb for case III (around 100 waves) 

Wave Propagation 

The wave conditions for cases III and IV were quasi-stationary, although in 
this latter case a transient component was also apparent (see test 8 in figure 
5). Wave decay due to breaking has been modelled using the BJ'78 approach 
for random waves (neglecting bottom disipation). In spite of the lack of perfect 
stationarity the obtained results are quite reasonable (figure 6). The single value 
used for the dissipation parameter a, leads to overestimating the higher wave 
values near the shore. Moreover, in this shoreline region, the shoaling process 
dominates over the breaking-induced decay which yields some oscillations in 
the cells of the computational domain close to the shoreline (not appreciable in 
figure 6). 
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Figure 5. Wave height (Hrms) at 7.5 m depth from DWR 
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Case IV test comparison 
+   +   +   +D«u 
  NT08 Modelled 
 NT09 Modelled 
 NT10 Modelled 
 NTH Modelled 
— —   — NT12 Modelled 

50. 100. 150. 200. 
X-crosshore [m] 

250. 350. 

Figure 6. Wave decay Case IV. The different lines correspond to the varying 
conditions at the offshore boundary corresponding to the SZ-test time. 

To achieve a reasonable setup prediction, a general sea level rise due to storm- 
surge has to be assumed in the field data. This general sea level rise has been 
estimated in 15cm and 8cm for cases III and IV respectively, using an iterative 
process. The resulting setdown/up predictions are reasonable although the fit 
is far from perfect. There is not yet a satisfactory explanation for this mean 
water level behaviour (figure 7). The predictions of the angle of wave incidence 
are in general acceptable (see figure 8), although numerical results overpredict 
systematically the experimental data from the ems. The origins for this could 
be the procedure used to derive an angle of wave incidence from the ems data, 
the spreading in wave angle given by the directional buoy (which is quite high 
when compared to the accuracy of the computations) or wave current interaction 
effects which have not been considered in this preliminary analysis. 
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Figure 7. Wave setdown/setup for Case III. 

Apart from the incident wind waves, there was evidence of stationary long 
waves with a period of around 40 s in the water surface time series. This long 
period pulsations are more clear in the spectral and moving average analysis 
of the velocity time series, both for the longshore and undertow components. 
These pulsations were uncoupled for longshore and cross-shore currents in most 
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of the measured tests. The longer period oscillations and the macroturbulence 
features are still being processed and will not be further discussed in this paper. 

J3   »- 

Theta Case III 
NT6 Modelled 

+   +   4-   +Data (ems) 

100. 150. 200. 

X-crosshore [m] 
250. 300. 350. 

Figure 8. Incident wave angles for Test 6, Case III 
The current measurements have shown the coexistence of a strong longshore 
current with a clear undertow crosshore distribution. The general pattern of 
measured data agree with the expected 3D "helicoidal" current structure shown 
in figure 9. Aditionally it was observed the maxima for cross- and longshore 
components located at roughly the same across-shore coordinate. 
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Figure 9. Measured 3D current field structure for Case IV. 
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Depth Averaged Currents 

The velocity data were obtained after debbuging, compass-correction and 
quality controls applied to the "raw" time series. The mean (referring to 
time and depth average) current values were calculated after time and vertical 
averaging over the series length (from 20 to 40 minutes depending on the record) 
and from the bottom up to the highest sensor (always below trough level). 

Eulerian (ems) and Lagrangian (buoys and dye-spots) current velocities have 
been compared for the same time and space intervals, showing reasonable 
agreement eventhough the potential sources of error are different for each type 
of measurements. The main sources of error include the dye-spot location in 
the vertical, inaccuracies of the pixel-coordinates transfer function, ditto for 
the ems-orientation, limitations of the scale range and those inherent to the 
processing/filtering technique. 

The 2DH currents have been modelled assuming an alongshore uniform beach 
which implies a mass balance restriction per profile. The bottom shear stress is 
modelled using a standard linear expression and the horizontal eddy viscosity 
coefficient follows the De Vriend and Stive (1987) (hereinafter DVS'87) proposal. 
These values agree well with the experimental data obtained from the processing 
of dye dispersion images (see Rodriguez et al, 1995). The numerical domain 
extends up to the shoreline, considering dynamically the "dry-flood" problem 
in that region. 

The obtained results are quite reasonable (see figure 10) with two maxima 
roughly in the region of the two bars present in the profile. The mean cross- 
shore flux, obtained using the external mass flux closure submodel of DVS'87, 
is acceptable only in some regions. This point must be clearly improved in the 
future, from which better longshore current predictions can be expected. 

Case IV test comparison 
+  +  +D«U 
  NT08 Modelled 
 NT09 Modelled 
 NT10 Modelled 
 NTH Modelled 
- —   — NTI2 Modelled 

X-crosshore [m] 

Figure 10. Longshore currents for Case IV. The different lines correspond to 
the hydrodynamics conditions of fig. 6. 

1DV Structure of Currents 

The vertical flow structure during DELTA'93 was monitored with six ems 
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placed at 0.1, 0.2, 0.3, 0.4, 0.6 and 0.8 m above the bottom, at a single vertical 
pole located at the sledge. Measurements above ztr were used to estimate the 
mass flux during the "wet intervals". Measurements below ztr were used to 
characterize the vertical profiles of longshore and cross-shore currents, outside 
the bottom boundary layer (BBL). 

The undertow profiles show a maximum near the bottom as expected according 
to previous experimental information (see e.g. Okayasu, 1989 or Smith et al., 
1992). The longshore current profiles below z<r show a mildly increasing trend 
upwards rather than a constant value. 

The 1DV module, described in S.-Arcilla et al. (1992), splits the total current 
velocity vector into depth uniform, u, and depth varying, u, components. The 
crest-to-trough layer is not solved because it is considered exclusively via its 
interaction with the middle layer at trough level through the imposition of 
the appropiate boundary conditions. The BBL model is inspired on the one 
proposed by Freds0e (1984), whose solution leads to algebraic expressions of 
logarithmic form that have been here parameterized to achieve an economic 
solution.      The  middle  layer  equations   are  solved  using   a  power  series 
approximation, ]T}j Oj«', to reproduce the vertical variation of u. 

It can be shown theoretically (S.-Arcilla et al, 1992) that the middle layer 
equation may not converge under certain conditions. Because of that, in general, 
the profile obtained consists of a first logarithm within the BBL, from z0 up to 
zi> (zb ~ %o ~ I'm), a second one up to a given z\ level, and from this level to 
ztr the power series a,{z%. 

The "optimal" z\ level to achieve an efficient convergence and to avoid artificial 
profile distorsions is here considered to be z\ ~ 0.2z(r. The trough level ztr has 
been estimated as: 

ztr — max [Q.8h; h — 0.5Hrms] 

-# -* 
The u model needs three mainjsxternal closure submodels to determine the u 
profile: a) the shear stress < rtr > at trough level, b) the mass flux over this 
level, < Qs >, and c) the eddy viscosity vertical distribution, tt(z). 

For the case of longitudinal uniformity, the mean cross-shore velocity u is 
obtained using a Qs expression similar to the one proposed in DVS'87. This 
expression, which is given by: 

< Qsx >= (1.0 + 7.0 Qby)-Kx 

does not fit well the experimental w (see figure 11). In the < Q33. > formula Qj 
is a measure of the breaking intensity, h is the water depth, L the wave length, 
E the wave energy density, <r the wave frequency and Kx the x component of 
the wave number vector. 
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Figuie 11.   Crest-to-trough mass flux calculated according to DVS'87 and 
measured mean flow values (across-shore distribution) 

The closure model for < Ttr > uses the general expression proposed by Deigaard 
(1993), which extends the 1-dimensional expression obtained in Deigaard and 
Freds0e (1989). The closure model for the eddy viscosity allows either a constant 
or a parabolic form for vf The resulting expression is made up of two terms, the 
first one corresponding to the current induced eddy viscosity (similar to the one 
proposed in e.g. Coffey and Nielsen (1984)) and the second one corresponding 
to the breaking induced eddy viscosity similar to the value proposed by DVS'87 
and Battjes (1983). 

The resulting undertow profiles for cases III and IV are obtained with a constant 
vt and N = 20 in the middle layer equations, see figures 12 and 13. The 
continuous line represents the modelled undertow using as mean return flow 
the experimental value, while the dashed line represents the modelled undertow 
with an analytically calculated mean mass flux. It is apparent that the model 
fits much better the measured vertical structure when the experimental mean 
mass flux is used. The obtained fit is quite satisfactory eventhough there are 
no data from the bottom boundary layer. 

The values above trough level, also indicated in the figures, have only been 
used to calculate the mean mass flux. Points I and II, physically "unrealistic", 
have been disregarded. No explanation for these two points is available. It can 
be, thus, concluded that most of the profiles show a good agreement between 
experimental and modeled values in the middle layer. This agreement is also 
reasonable near the bottom, although there is a small trend to understimate 
measured current values in the lower part of the water column. 

The corresponding longshore current vertical profiles for cases III and IV are 
shown in figures 14 and 15. The model results, which are preliminary, have been 
obtained using a parabolic power series. The solution with the complete power 
series is now been tested although the fit appears to be reasonable enough with 
the second order approach. 
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Figure 12.   Undertow measured and modeled for Case III. 
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Figure 13. Undertow measured and modeled for Case IV. 
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Final Remarks 

The DELTA'93 field campaign is a modest field effort with respect to other 
experimental studies (e.g. DUCK, SUPERDUCK, NSTS, B-BAND, EGMOND, 
C2S2, NERC, DELILAH, etc.). The emphasis of DELTA'9Z was on the SZ 
vertical flow structure since the Mediterranean sea is an adequate environment 
to study this kind of processes, due to its roicrotidal range and medium wave 
energy-level characteristics. 

The developed methodology works successfully eventhough there were some 
difficulties to define what was the still water level and what was the mean water 
level due to setup, setdown and storm surge. The identification of different flow 
modes (e.g. splitting up between low frequency, high frequency and current 
type motions) needs to be careful due to the non-negligible dependence on the 
filtering/processing techniques. 

Long period pulsations are clear in the spectral analysis of the velocity time 
series, both for the longshore and undertow components. These pulsations were 
uncoupled for longshore and cross-shore currents in most of the tests. 

The general pattern of measured data in the SZ agree with the expected 3D 
"helicoidal" current structure (figure 9). The maxima for cross- and longshore 
components happen at roughly the same across-shore coordinate. 

The undertow profiles show a maximum near the bottom and the longshore 
current profiles below z*r show a mildly increasing trend upwards rather than 
a constant value. 

A good estimation of Qj from video images needs time series longer than 100 
waves period. 

The disipation model have showed difficulties in the fitting of the measured data 
when it was applied in the considered domain. 

With respect to the modelling effort a general conclusion is the inherent 
limitation of field data to accurately validate numerical models. These 
numerical models always simulate a much simplified situation with respect to 
the field one, which precludes any definite and accurate validation conclusions 
for the time being. 

In the wave modelling part there were in general good agreement with a 
slight overpredicted wave heigts and some decay/shoaling oscillations near 
the shoreline. The main trouble with respect to the depth-averaged current 
modelling were the current overpredictions near the shoreline because of the 
decay oscillations just mentioned. 

The 1DV model showed a good enough fitting of the vertical profiles, 
although the mass flux submodel should be improved due to its sistematic 
underpredictions. It was also noted a slight trend to underestimate the current 
values near the bottom. 



2556 COASTAL ENGINEERING 1994 

Acknowledgements 

This work was undertaken as part of the Surf Zone Research project of LIM-UPC. 
It was funded jointly by the Programa de Clima Maritimo PCM-MOPTMA and the 
Ministerio de E. y C. (DGICYT) of Spain, with some support from the MAST-II G8M 
Project of the E.U. We want to thank the research staff of LIM-UPC, particularly J 
Gomez , J Sospedra and all those who endured the field work. Thanks are also due to 
G Voulgaris and MA Tenorio from Southampton University for their OBS and radar; 
and to MJF Stive and JM Redondo for their helpful collaboration "before, during and 
after" the experiments. 

References 

Battjes J. (1983) Surf zone turbulence.Proc. 20th IAHR Gong., Moscow. 
Battjes J. and Jansen J. (1978) Energy loss and set-up due to breaking of random 
waves. Proc. ICCE, ASCE, pp 569-587. 
Coffey F. and Nielsen P. (1984) Aspects of Wave Current Boundary Layer Flows..Proc. 
ICCE, ASCE, pp 2232-2245. 
Deigaard R.  and Preds0e J.  (1989)  Shear stress distribution in disspative water 
waves. Coastal Engineering, 13, pp. 357-378. 
Deigaard R. (1993) A note on the three dimensional shear stress distribution in a surf 
zone. Coastal Engineering, 20 , pp. 157-171. 
De Vriend H. and Stive M.J.F. (1987) Quasi-3D modelling of nearshore currents. 
Coastal Engineering, 11, pp 565-601. 
Freds0e J. (1984) The turbulent boundary layer in Wave-Current Motion, J.H.E, 
ASCE, Vol 110, N° 8, pp 1103-1120. 
Jimenez J. and Sanchez-Arcilla A. (1993) Medium-term coastal response at the Ebro 
delta, Spain. Marine Geology, 114, pp. 105-118. Okayasu A. (1989) Characteristics of 
turbulence structure and undertow in the surf zone. Ph.D. thesis, University of Tokio, 
Japan. 
Redondo J., Rodriguez A., Bahfa E., Falques A., Gracia V., Sanchez-Arcilla A. and 
Stive M.J.F. (1994).  Image Analysis of Surf-Zone Hydrodynamics.   Proc.   Coastal 
Dynamics 94, ASCE, pp. 350-365. 
Rodriguez   A.,    Sanchez-Arcilla   A.,   Redondo   J.,   Bahia   E.,   and   Sierra,   J.P. 
(1995), Pollutant dispersion in the nearshore region:  modelling and measurements. 
Int.Jour.Water Sc. and Tech., IAWQ, (inpress). 
Sanchez-Arcilla A., Collado F., Lemos C. and Rivero F. (1990) Another quasi-3D model 
for surf-zone Flows.Proc. ICCE, ASCE, Delft, pp. 316-329. 
Sanchez-Arcilla A., Collado F. and Rodriguez A. (1992) Vertically varying velocity field 
in Q3D nearshore circulation. Proc. ICCE, ASCE, Venice, pp. 2811-2824. 
Smith J.M., Svendsen I. and Putrevu, U. (1992) Vertical structure of the nearshore 
current at Delilah: measured and modeled. Proc.  ICCE, ASCE, Venice, pp.  2825- 
2838. 



CHAPTER 185 

A numerical simulation of beach evolution based on 
a nonlinear dispersive wave-current model 

Shinji Sato1 and Michael B. Kabiling 

ABSTRACT 

A numerical wave model based on the Boussinesq equation was extended to the computation 
of two-dimensional wave-current field including diffraction, refraction and wave breaking. The 
energy dissipation due to wave breaking was modeled by a momentum mixing term using eddy 
viscosity. Beach deformation was estimated based on the wave-current field simulated in the 
nearshore region. Energetics-based equations were used to estimate the total sediment transport in the 
cross-shore and longshore directions. The model applicability was confirmed with laboratory 
experiments. 

1.   INTRODUCTION 

In the nearshore region, where water depths are shallow and amplitudes are relatively large, 
waves are highly nonlinear characterized by asymmetric orbital motion of the water particle. This 
nonlinearity becomes increasingly dominant with decreasing water depth. Hence, it is expected that 
numerical models based on the linear wave theory will not provide an accurate simulation of the 
nearshore wave phenomenon. Moreover, since the nearshore current is caused by the gradient of 
nonlinear radiation stress, it cannot be estimated simultaneously with the wave variables in linear 
wave models. 

The Boussinesq equation can be considered as one of the valid nonlinear dispersive wave 
theories for finite amplitude wave transformation. The nearshore currents generated by the wave 
action can also be determined from nonlinear wave computation using the Boussinesq equations. The 
performance of the Boussinesq equations in 1-D wave transformation was evaluated by Madsen and 
Warren (1984)[10], Abbott et al. (1984)[1], and McCowan (1987)[13]. It was noted that Boussinesq 
equations with various forms of the dispersion terms generally performed well in the shallow water 
region. Madsen et al. (1991)[11] also presented a method of extending the validity of the Boussinesq 
equations to deeper water. The use of the Boussinesq equations was extended to the surf zone by 
more recent researches by Schaffer et al. (1992)[16], Karambas et al. (1992)[8] and Sato et al. 
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(1992)[15], It was shown that with the use of an appropriate additional term expressing the 
momentum mixing due to wave breaking, the Boussinesq equations give reasonable results even 
inside the surf zone. However, most of the previous works in this area have been confined to 1-D 
wave modeling. 

In this study, the nonlinear dispersive wave model based on the Boussinesq equation is 
extended for wave transformation in two horizontal dimensions. A new breaking criterion using the 
ratio of the water particle velocity at the crest surface to the wave celerity for three-dimensional wave 
field is presented. A momentum mixing term is introduced to simulate the energy dissipation due to 
wave breaking and thus extend the use of the Boussinesq equations into the surf zone. These two 
factors extended the wave-current model application into the surf zone. A beach run-up sub-model 
similar to that used by Iwasaki and Mano (1979)[5] was added to extend the model application up to 
the swash zone. It also allowed for the estimation of the beach deformation beyond the initial 
shoreline. Results from the numerical computations are compared with previous theoretical works 
and with existing laboratory data. 

2.     WAVE AND CURRENT MODELING 

2.1.    Governing equations 

The Boussinesq equations for 2-D incompressible flow applicable for a horizontal or mildly 
sloping bottom are used as the basis for the governing equations. Additional momentum mixing terms 
MDx and M^ were added into the Boussinesq equations to simulate the energy dissipation due to 

wave breaking inside the surf zone. Another term was also added to include the effect of the bottom 
friction. The governing equations thus read: 

dr/ dQx dQy 

dt       dx       dy 

dQx 

dt dx 

-{•• 

dt dx 

% 
d 

dy d 

dx1dt 

d'Q, 

dx dy dt 

d  J 
d 

[d I 
«?& *Q, 

+ gd 
dx 

'id1 Q,ylQ,2 + Qy
2+MD 
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dx dy dt     dy1 dt 
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(3) 

Q^Q:+Q,
2
+MD 

where as shown in Fig. 1, Qx(x,y,t) = u^d and Qy{x,y,t) = U,d are the depth-integrated flow rates in 

the x-axis and y-axis directions respectively, ZLc = ux(x,y,t) and Uy =uf(x,y,t) are the depth- 

averaged water particle velocities in the x-axis and y-axis directions respectively, d(=h+ tf) is the 
total water depth, h = h(x,y) is the still water depth, T]= t]{x, y,t) is the water surface elevation, g is 
the acceleration due to gravity, /„ is the bottom friction coefficient, and MDx and MDy are the 

momentum correction terms in the x-axis and y-axis directions respectively. 

An Alternating Direction Implicit (ADI) finite difference scheme with a double sweep 
algorithm on a staggered rectangular grid region was used in the wave-current computations. In all 
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Figure 1   Definition sketch of a typical 
wave profile. 
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Figure 2  Wave shoaling under 1-D non-breaking 

wave computations. 

computations, monochromatic first-order cnoidal waves were generated at the incident boundary. The 
incident boundary was set as an absorbing boundary which allowed the reflected waves to pass 
through freely. An absorbing boundary was defined by solving the radiation problem along this 
boundary. The computation started from still water and continued until both wave and current fields 
reached equilibrium state. The time required to reach the equilibrium was about 40 wave periods in 
the present computations. 

2.2. Wave shoaling 

To verify the numerical scheme, 1-D non-breaking wave computations (MDx = MDy = 0) were 

performed on a rectangular region where the onshore boundary was set as an absorbing boundary 
which allowed the non-breaking waves to pass through freely. The still water depths at the incident 
and onshore boundaries were set to 0.127^ and to just below the wave breaking limit respectively. 
Numerical computations for bottom slope tan/?= 1/30 to 1/20 were made with incident wave 
condition Ho/L0 =0.0064 where H0 and Z<, are the deep water wave height and wavelength 
respectively. 

Figure 2 shows the ratio of the wave height to the deep water wave height H/H, for 
computations with and without the dispersion terms. The small undulations were caused by small 
amounts of wave reflection arising from the bottom slope as well as the onshore boundary. The 
values of H/H0 from nonlinear non-dispersive wave computations overestimate wave shoaling. In 
contrast, those from nonlinear dispersive wave computations adhere closely to the theoretical curve 
presented by Shuto (1974)[17]. This indicates the importance of including the dispersion terms in 
nonlinear wave computations. These results confirmed the capability of the Boussinesq wave model 
for wave shoaling up to the breaking limit. 

2.3. Two-dimensional wave breaking criterion 

In order to establish an appropriate 2-D wave breaking criterion for nonlinear dispersive 
waves in a multi-directional wave field, the ratio of the water particle horizontal velocity at the 
surface of wave crest u,mia to the wave celerity c at the breaking point was investigated. The aim of 
the investigation is to determine the critical ratio at incipient wave breaking. 

The wave celerity c was taken to be equal to the celerity in the direction of the maximum 
horizontal water particle velocity usma which occurs at the crest surface. The ratio umia/c was thus 
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estimated by: 

_2=- = J L (4) 

c a 

where k is the wave number vector and a is the angular frequency. The wave number k was 
determined from the gradient of the phase lag <J>. The phase lag was estimated from the Fourier 
analysis of the computed water surface elevation fj{t). A quadratic vertical distribution of the 
horizontal velocity was assumed. Based on the investigation, the critical values of usmaxjc was found 
to be in the range 0.4 < umax/c < 0.70 depending on the bottom slope and incident wave condition. 

2.4. Energy dissipation due to wave breaking 

Significant amount of energy is dissipated by the turbulence generated by the breaking of 
waves. Several momentum correction models have been proposed so far to simulate wave damping in 
the surf zone (eg.,Karambas and Koutitas, 1992, Schaffer et ai, 1992). Watanabe and Dibajnia 
(1988)[21] presented a numerical wave model based on the linear wave theory. It computes wave 
transformation by using a set of time-dependent mass and momentum conservation equations that are 
equivalent to the mild-slope equations. The functional form of MD that was used in the wave 
transformation computations from this linear wave model for which results well agree with laboratory 
data is: 

M„ =-fB-Q = -aB tan ft* *• ' ^   G^ 
UKQ.-Q.. ~ (5) 

where fp is an energy dissipation coefficient, Q is the discharge per unit width, aa is a coefficient 

which is 2.5 inside the surf zone and zero elsewhere, tan /} is the bottom slope, d is the mean total 

depth, Q is the amplitude of discharge per unit width, Q, is the wave induced flow rate inside the surf 
zone, and Q. is the flow rate amplitude of recovered waves. Based on the experimental data of Isobe 
(1986)[4] and Maruyama and Shimizu (1986)[12] respectively, Q, and Qr can be estimated as: 

0, = 0.4 (057 + 5.3 tan /?) Jgd* (6a) 

Qr = 0.135 -JgcP (6b) 

Wave breaking however, involves strong turbulence and momentum mixing particularly at the 
front face of the wave. The energy dissipation is a direct result of the diffusion of momentum in the 
surf zone. It is therefore necessary to use a more appropriate form of MD that can better describe 
these phenomena. Sato et at (1992)[15] presented an energy dissipation term that was proportional to 
the diffusion of the momentum. The following formulation of MDx and MD}, by Sato et al. (1992) in 

terms of an eddy viscosity  ^ was used to describe the momentum exchange due to turbulence. 

MDl=v,\^r+~r\ (7a) 

with        v = vR + vL (7b) 

dx2       dy 
f 

M    = v. 
r^Qy    d

2Q, 
dx1        Jy1 

The functional form of i£ was analogically deduced from Eq. (5). By assuming sinusoidally varying 
Q, the form of \fe for long waves becomes: 

aD&d\mp fg j Q-Q, 

d     vUJe,-G, (8) 
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with Eq. (5). Sato et al. (1992) confirmed that 
the momentum mixing model given by Eq. (8) 
is capable of simulating the tilting of the wave 
profile as the wave propagates into shallow 
water. 

0.05 0.1 0 

Equation (8) is used only in the surf zone 
and the eddy viscosity % is zero outside the 
surf zone. However, this will result in the 
appearance of enormously large velocities at 
sharp corners of structures located outside the 
surf zone. These large velocities occur in places 
where there is a sudden difference in wave 
height and mean water level. They are likely to 
occur in sharp corners like at the tip of a 
detached  breakwater.   To  avoid   these  large 

velocities, additional viscosity is introduced. An appropriate form for this additional viscosity   l£ is 
found to be similar to that proposed by Longuet-Higgins (1970)[9] and is given by 

yL= 0.016 /tan fljgd (9) 

where / is the horizontal distance from the shoreline. The magnitude of  if, is set to be much smaller 
than  i£ so as not to cause additional wave damping. 

Figure 3   Comparison of wave height and mean 
water surface. 

2.5.    One-dimensional wave transformation 

Data from a series of 1-D laboratory experiments conducted in a wave flume by Sato et al. 
(1988)[14] were used to verify the wave transformation capability of the present model in the surf 
zone. In one wave flume experiment, the instantaneous surface elevation and the near-bottom velocity 
at several points were measured along a line in the direction of the wave propagation. The bottom 
slope was tary?= 1/20, the still water depth at the incident boundary l\ = 40 cm, the monochromatic 
incident wave period T = 1.18 s and the incident wave height H0 = 8.76 cm. 

The computed non-breaking wave heights as well as the mean water level Ij well agree with 
the measurements as shown in Fig. 3. With the inclusion of the momentum mixing terms into the 
Boussinesq equations, the computed H/H, in the surf zone also agree well with the measured H/H„. 
From the profile of 7jjHo, it can be seen that the model is capable of simulating the wave set-down 
before wave breaking and the subsequent wave set-up after wave breaking. 

The computed instantaneous water surface elevation r^tJT) and near-bottom velocity ii^it/T) 
were compared with the measurements. Figures 4(a) and 4(b) show rj and 14, respectively at two 
measuring points located before and after wave breaking. In these figures, t denotes the time within 
one wave period and x is the horizontal distance from the still water shoreline. 

The best agreement between computation and measurement seems to occur before wave 
breaking. This is expected since the Boussinesq theory has been proven to be a valid nonlinear wave 
theory for non-breaking water waves. Inside the surf zone, there is a good agreement of the computed 
7} with the data. The computed near-bottom velocity Ub also agrees fairly with the data. The slight 

deterioration in model accuracy in the surf zone may be due to three reasons. First, the Boussinesq 
theory may not be valid for such strongly nonlinear dispersive waves where wave nonlinearity and 
wave dispersion do not have the same order of magnitude. Second, strong turbulent mixing generated 
by wave breaking cannot be well simulated by the simple eddy viscosity approach that uses a constant 
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Figure 4   Time history of water surface elevation rjit/T) and near-bottom velocity Uf,(t/T). 

eddy viscosity value for one wave period. Third, the assumption of a nearly horizontal slope may 
have caused this inaccuracy. In spite of these, the model can be regarded to be applicable in the 
region outside the surf zone and fairly accurate within the surf zone. 

3.   BEACH DEFORMATION MODELING 

3.1.    Total sediment transport equations 
Two sediment transport equations were used by Kabiling and Sato (1993)[7] in modeling 3-D 

beach deformation. The first of which was used to simulate the sediment transport due to the current. 
It can be expected therefore that cross-shore sediment transport will not be simulated. On the other 
hand, the second model based on the Bailard (1981)[2] equations, was seen to be inaccurate around 
the breaking point. To improve the accuracy in estimating sediment transport around the breaking 
point and at the same time to include the sediment transport due to asymmetric oscillatory motion of 
nonlinear waves during one wave period, another set of energetics-based sediment transport 
equations is needed. 

The bed load and suspended sediment equations were formulated to include a threshold value 
for the initiation of sediment transport. In the case of bed load transport, this threshold value can 
include the effect of wave breaking on the bed load transport. The bed load transport qB (t) at any 
time t was formulated as: 

*•'" '• "    '• »• "•"> CO., I ;= aB\nt)\"[max(V(t)-Vc,ol 
\pJp-l)gD?        "'       ' L       ' |«t(')| 

where Cfa, a and b are parameters that need calibration, T is the critical Shield's parameter for the 
initiation of bed load transport, ub(t) is the near-bottom velocity at time r, pt is the density of the 
sediment particle, and p is the density of water. 

Investigations by Kabiling and Sato (1993) on their second sediment transport model based on 
Bailard (1981) equations revealed that the overestimation of the total sediment transport at the 
breaking point was mainly coming from the estimation of the suspended sediment transport which 
was modeled in terms of the near-bottom velocity raised to the fifth power. This can be corrected by 
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expressing suspended sediment transport as a function of near-bottom velocity raised to less than the 
fifth power. Furthermore, it was revealed that the first sediment transport model by Kabiling and Sato 
(1993) was able to simulate the suspended sediment transport. This leads one to adopt a form for the 
present suspended sediment transport equation in the form: 

'*(0      -Uax^O-M]'.^ dOb) 
w.D. k(0 

where qs (t) is the suspended sediment transport rate, ws is the sediment particle fall velocity, and c% 
and p are parameters that also need calibration. Equation (10b) is different from the second sediment 
transport by Kabiling and Sato (1993) since it is expressed as a function of the instantaneous near- 
bottom velocity. This will result in the inclusion of the effect of nonlinear waves on the suspended 
sediment transport. In both Eqs. (10a) and (10b), the Shield's parameter is estimated using the 
Jonsson (1966)[6] friction coefficient: 

/„    few]2 

2 \p,lp-y&D, 
The total sediment transport in the present model is estimated by the summation of Eqs. (10a) 

and (10b). Sediment transport rate in the swash zone was overestimated due to the large velocity 
moments from highly nonlinear waves that are usually found in this zone. The direction of the net 
sediment transport was also seen to have been always in the offshore direction which indicated that 
the offshore rush was larger than the onshore rush. This may be due to the big difference in the water 
depth during onshore and offshore rushing of the shoreline. During the offshore rush, total water 
depth is less than that during the onshore rush so larger velocities will result during the offshore rush. 
In order to avoid unrealistic erosion, sediment transport rate in the swash zone was linearly 
interpolated between the sediment transport at the still water shoreline and the zero sediment 
transport at the maximum beach run-up point. 

To calculate the local bottom elevation change due to the sediment transport, the sediment 
conservation equation proposed by Watanabe et at (1986) is used. The sediment conservation 
equation is given by 

where z is the bottom elevation, /Z (=0.4) the sediment porosity, and e is a coefficient that reflects the 
effect of local bottom slope on the sediment transport. 

3.2. Two-dimensional beach deformation 

Watanabe etal. (1980)[19] measured the change in beach topography in a wave flume. In one 
set of the experiments, the initial bed slope was tanzfc 1/20 and the sediment mean diameters were 
Dt =0.2 and 0.7 mm respectively. Monochromatic incident wave periods were 1.0, 1.5, and 2.0 s 
while wave steepness varied from 0.006 to 0.073. The beach was exposed to wave action for a period 
of one hour. At the end of this period, the beach profile was measured and the cross-shore sediment 
transport rate was computed based on the measured beach deformation. 

One-dimensional wave computations for six cases were done. Based on the computed velocity 
field, Eqs. (10a) and (10b) with Eq. (12) were used to estimate the beach deformation for each case. 
The values of the parameters in Eqs. (10a) and (10b) were ccB = 1.0, a = 0.5, b = L0, as= 3.5, 
p = 10, and ¥ = 0. Since surf zone beach deformation is of prime interest in the present study, the 
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values of a and b were such as to make the bed load proportional to u^. The beach deformation time 
step At' c was estimated following Watanabe et al. (1986): 

At' < min 
1    Ax2 1    Ay1 

'24i, 
(13) 

where Ax and Ay are the grid spacing in the x-axis and y-axis respectively, qx and qy are the net 

total sediment transport rates in the x-axis and y-axis respectively and s= 4.0. 

(1) Fine Sediment 

Figure 5(a) shows the computed bed elevation, cross-shore net bed load q'B, suspended 
sediment q's, and total sediment q' transport rates (which are positive in the onshore direction) for 
A = 0.2 mm and tarv?= ]/20 (Cases A-213, A-225 and A-234). The closed triangle indicates the 
computed location of the breaking point. When compared with the measured beach topography (open 
circle) and computed net sediment transport rate (closed square) of Watanabe et al. (1980), the 
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magnitude of the computed beach deformation and sediment transport rates have the same order of 
magnitude. This confirmed the values of the parameters used in Eqs. (10a) and (10b). 

The direction of the sediment transport as computed by Watanabe et al. (1980) was generally 
offshore. Sand ripples were observed during the experiment which indicated the predominance of 
suspended sediments. The direction of sediment transport was simulated correctly by the present 
model with suspended sediment transport accounting for approximately 60% of the maximum total 
sediment transport which occurred at the breaking point. Unfortunately, this cannot be confirmed 
with the data since the contributions of bed and suspended load cannot be separated in the laboratory 
experiment. The location of the breaking point was correctly estimated by the wave model and 
generally was between the initial and final measured location of the breaking point. 

(2) Coarse Sediment 

Computation results for Cases B-215, B-225 and B-234 where Ds = 0.7 mm are shown in Fig. 
5(b). When compared with measurements of Watanabe et al. (1980), it can be seen that the computed 
beach deformation and net sediment transport rates are also consistent. The computed sediment 
transport was onshore-directed which is consistent with those computed by Watanabe et al. (1980). 
Watanabe et al. (1980) noted that the bed load was predominant in cases where D, = 0.7 mm. At this 
sediment size, the computations in this study still indicate the predominance of the suspended 
sediment. This renders inconclusive the investigation on whether the present sediment transport 
model can simulate properly the proportion of bed load and suspended sediment transports. 

3.3. 3-D beach deformation 

In a 3-D beach deformation laboratory experiment, Watanabe et al. (1986)[20] measured the 
wave heights, currents, and beach deformation around a detached breakwater. Sand with a median 
grain diameter of 0.2 mm was placed on a 4 m long by 7.2 m wide wave basin with an initial slope of 
tan/7= 1/20. A 1.5 m long and 0.5 m high model detached breakwater was placed parallel and 1.8 m 
offshore from the initial shoreline. Monochromatic waves with period and wave height T= 0.87 s 
and Ht = 4.5 cm respectively were incident normal to the initial shoreline. The bottom topography 
was measured at £ = 0:00, 2:37, 5:05 and 6:55 (hnmin). The location of the breaker line was 
determined from overhead photographs taken near the middle of each time duration while the wave 
height and current fields were measured from t = 0:00 to 2:37, t = 2:37 to 5:05, and t = 5:05 to 
6:55. 

To verify the wave-current model performance under steeper bottom slopes and to verify the 
3-D beach deformation model, numerical results were compared with measurements from this 
experiment. Two-dimensional numerical computations on a half-width of the wave basin were done. 
The uniform grid spacing was Ax = Ay = 4 cm, the computation time step was At = 0.035 s, and the 
bottom friction coefficient was estimated from the Jonsson (1966) friction factor formula. The 
incident boundary was set as an open boundary while the adjacent side boundaries were fully 
reflecting boundaries. 

(1) Breaker Line 

The computed breaker line location at t =0:00 is shown in Fig. 6 taken at quasi-steady state 
that was achieved after 40 wave periods. In Fig. 6, it can be seen that the general location of the 
computed breaker line agrees with the measurements of Watanabe et al. (1986). Simulation by the 
present wave-current model was particularly good in the region behind the breakwater. This 
confirmed the applicability of the 2-D wave breaking criterion in a predominantly 2-D wave field. 
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(2) Beach Deformation 

Equations (10a) and (10b) were used to 
estimate the 2-D sediment transport based on the 
computed 2-D velocity field. The parameters 
used in Eqs. (10a) and (10b) were <a& = L0, 
a= 0.5, 6 = 10, 35 = 3.5, p = L0, and ¥ =0. 
These values are similar to those used in 2-D 
beach deformation in the previous section. 
Equation (12) was then applied to calculate the 3- 
D beach deformation. The time step in the beach 
deformation computation was estimated by Eq. 
(13) with <f=4.0. 

Figure 6  Comparison of breaker line 
location. 

The first 2-D wave-current computation 
followed  by the first 3-D beach deformation 
computation gave results that were compared 
with measurements during the period t = 0:00 to 
2:37 (hr:min). Using the newly computed beach 

topography at t = 2:37, the second 2-D wave-current computation followed by the second 3-D beach 
deformation computation were made and results were compared with measurements during the period 
t = 2:37 to 5:05. 

The swash zone sediment transport was found to have been largely overestimated by the 
model as was discussed in 2-D beach deformation modeling. Hence, the sediment transport vector in 
the swash zone was linearly interpolated between those at the still water shoreline and maximum 
beach run-up point. The computed beach topographies are shown in Figs. 7(a) and 7(b). Compared 
with the laboratory measurements, it can be seen that the accretion behind the breakwater was 
simulated well. The alternate pattern of erosion and accretion in front of the breakwater was also 
simulated as well as the erosion at the tip of the breakwater. Some discrepancies still exist 
particularly at the region beyond the tip of the breakwater where the measured erosion was simulated 
at about 1 m onshore. When the computed and measured breaker line locations are compared, it can 
be observed that in this region, the computed breaker line was located onshore by roughly the same 
amount. This may explain the discrepancies in this region. This is further reinforced by the fact that 
both the measured and computed breaker lines are located along the steepest change in their 
respective bottom topographies. Moreover, the instantaneous near-bottom velocity may not have been 
estimated accurately in the region. 

Comparing with results from the simple sediment transport model by Kabiling and Sato 
(1993), the present model simulated the beach topography change due to asymmetric nonlinear waves 
in the region bounded by x> 2.0 m and y>1.5 m where x is the cross-shore distance from the 
incident boundary and y is the alongshore distance. In this region, erosion was simulated in the 
offshore side of the breaker line while accretion was simulated on the onshore side of the breaker 
line. In general, the measurements were qualitatively simulated by the present model and 
computations are consistent in magnitude particularly in the region located behind the breakwater. 

(3) Wave Height and Nearshore Currents 

The wave height and currents computed from the bottom topography at t = 2:37are shown in 
Figs. 8 and 9 respectively. These figures show results from computations started from still water 
conditions. The currents are the time average of the computed velocity field over one wave period. 
Agreement with measurements was improved over those presented by Kabiling and Sato (1993). The 
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Figure 7   Computed beach topographies. 

computed wave height shown in Fig. 8 exhibits an overall agreement with the measured wave height 
particularly in the surf zone. This can be observed by comparing Fig. 8 with Fig. 5.10 in Horikawa 
(1988)[3], The nearshore circulation pattern behind the breakwater was simulated well by the present 
model as seen upon comparison of Fig. 9 with Fig. 5.10 in Horikawa (1988). The computed current 
magnitude was found to be consistent with the observed nearshore circulation pattern. 

4.   CONCLUSIONS 

A two-dimensional nonlinear dispersive wave-current model was presented on the basis of the 
Boussinesq equations. The wave breaking criterion that is based on the ratio of water particle velocity 
at the surface of the wave crest to the wave celerity was found to accurately predict the breaker line 
location for a three-dimensional wave field. The correction terms that were introduced into the 
momentum  equations  were  found  to   sufficiently   simulate  the   wave  decay  caused   by   the 
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Figure 9  Computed currents after initial beach topography change. 
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momentum mixing and strong turbulence at the front face of the breaking wave. The wave set-up and 
set-down as well as the nearshore current have been simultaneously simulated by the model. The 
temporal variation of water surface elevation and near-bottom velocity was accurately estimated 
outside the surf zone. The accuracy of the estimation in the surf zone was slightly impaired. This can 
be caused by the use of a constant eddy viscosity during one wave period, the limited accuracy of the 
Boussinesq theory to weakly nonlinear and weakly dispersive waves, and by the assumption of a 
nearly horizontal bottom. 

Beach evolution around a detached breakwater was estimated on the basis of the computed 
wave-current field. There was a general agreement and consistency with laboratory data of the 3-D 
beach deformation simulation result. The accretion behind the breakwater was simulated. The present 
sediment transport model was found to simulate surf zone sediment transport in the cross- shore and 
longshore directions including that caused by asymmetric wave motion. However, the present model 
was still seen to be unable to simulate the sediment transport in the swash zone. 
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CHAPTER 186 

An experimental study on beach 
transformation due to waves under the 

operation of coastal drain system 

Michio Sato*. Sadakatsu Hata" and Masahiro Fukushima* 

ABSTRACT 
The performance of a coastal drain system was investigated experimentally. 
When the drain pipe was buried in the seaward area of a shoreline, the system 
was most effective. When the discharge is large, the drain system could 
accumulate a large amount of sediments on a beach face even under erosive 
wave conditions without drainage. The flow toward shore induced by drainage 
seemed to play an important role. 

INTRODUCTION 
The coastal drain system has been publicized to be a new effective soft approach to 

coastal erosion control and beach restoration that has no impact on human activity 
and the environment (Parks,1989; Vesterby,1991). However, there seemed to have 
been negative view on the performance of it e.g. Bruun(1989). Moreover, this 
system does not seem to have enough physical basis which enables us to design 
optimum system. 
The purpose of this study is to investigate experimentally the function, performance 
and optimum location to install of a coastal drain system. 
The results showed that this system has a potential ability to accumulate a large 
amount of sediments on a beach even under storm wave conditions and it protects the 
landward area of the drain pipe at the worst. 
The reason the system work has been explained by relating effects of drain to the net 
sediments carried due to runup-down wash processes of waves on a beachface. Our 
experimental results showed, however, that the flow toward the shore generated by 
drain in surf zone carried suspended sediment and migrated a bar toward the 
beachface and seemed to play the most important role. 

EXPERIMENTS 
A series of experiments was carried out using a wave basin of 26.7m long, 14m wide 
and 1.2m deep (Figure 1) to take a survey of the performance of coastal drain 
system by comparing the beach profile of drained part with the one of part where 
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the system was not installed. The beach profile of each side was obtained as the 
mean profile of 16 measuring lines perpendicular to the initial shoreline(Figure 2). 
A drain pipe of 7m long was installed under the beachface of the left half of the beach 
parallel to the shoreline. The diameter of the pipe was 50mm. Filter sheet of 10mm 
thickness was bound round the pipe. Then, the pipe was buried under the beach face 
of 1/20 slope. The initial covering was 50mm (Figure 3). 
The dependence of the performance on location of the system was investigated to 
find optimum location to install by changing the relative location of the drain pipe 
from landward to seaward of the shoreline. Water depth was changed to change the 
relative location of the system from the shoreline instead of changing the location of 
the system itself. 
The experimental conditions are shown in Table 1. According to the classified 
laboratory beach profiles by Sunamura and Horikawa, runs 2,3 and 6 are expected to 
produce erosive beach profiles of Type I and runs 4 and 5 were expected to 
produce accretive profiles of Type HI (Figure 4). 

Table 1 Experimental conditions 

Run No. Wave Period Wave Height c Type Location 

1 2.0sec 10cm 7.3 II 1 
2 1.0 10 11.6 I 1 
3 1.0 10 11.6 I 2 
4 [ZAJTZ 5 3-7 III 2 
5 2.0 5 3.7 III 3 
6 1.0 10 11.6 I 3 

10 (lan/j '   (D/LQ) 

Figure 4. Classified laboratory beach profiles(Sunamura and Horikawa, 1974) 
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The pump used was 2.2kw and the discharge was 0.33I/sec/m when the covering was 
50mm. This discharge was equivalent to about 4 percent of flux that balances with 
the mass transport of the wave, E/pC (E: wave energy density; p: density; C: wave 
celerity). The velocity of water infiltrated into the bottom was about 2 percent of the 
settling velocity of the bottom sediments (c?50=0.29mm). 
As the discharge of the drain system for the experiments mentioned above was 
relatively small and invariable, we used a small wave flume of 13m long, 0.4m wide 
and 0.4m deep to investigate the dependence of the performance of a coastal drain 
system on discharge(Figure 5). Discharge of the drain system installed in the flume 
was variable by changing the engine speed and larger(maximum discharge was 1.6 
1/sec/m). 

pipe 
wave 

generator 

13m 

Figure 5 Experimental set-up 

RESULTS AND DISCUSSION 
Figure 6 is one of the experimental results under accretive wave conditions. The 
ordinate ,Ad, is the net change of the bottom level from the initial beach profile 
(Figure 7). Black circles in the figure denote the relative location of drain pipe from 
the shoreline(left vertical dashed line; another vertical dashed line indicates the wave 
breaking point). The profiles of upper part of the beach face could not be obtained by 
the surveys after 18 and 24 hours wave action because the berms of drained side 
developed too high to measure using our profiler. These results showed that the drain 
system enhanced accretion. 
Figure 8 is one of the results under erosive wave conditions. The profiles of drained 
side after 18,24 and 36 hours wave action show accretion on beach face in spite of 
the erosion in the rest side. This accretion ceased and turned into erosion as the 
erosion in the inshore region proceeded. However, the drainage reduced the erosion. 
Figure 9 shows the difference of shoreline change with time between the drained 
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Figure 8 Result under erosive wave condition 
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side(full line) and the rest(dashed line). The ordinate is the distance of shoreline from 
a reference point on the back shore. This figure shows the retrogression speed of the 
became smaller by drainage. 
These experimental results confirmed that a coastal drain system advances accretion 
of sediments on the beach face under accretive wave conditions and retards beach 
erosion under erosive wave conditions even if the discharge is not so large. 

Effect of location of the drain pipe 
Next, we consider the dependence of performance of a coastal drain system on the 
location of the drain pipe. 
Figure 10 shows the comparisons of beach changes between drained side and the rest 
due to twelve hours accretive wave action. The best results were obtained when the 
drain pipe was installed in the seaward of the shoreline. 
Figure 11 is a result of twelve hours erosive wave action. In this figure, there was no 
discernible difference between the two beach profiles. However, the difference 
became discernible after twenty-four hours wave action(Figure 12). This result also 
shows that seaward of a shoreline is the best to install. As we quitted the experiment 
for the case of landward installation after eighteen hours elapsed, results of two 
locations were depicted in Figure 12. Examination of the result after eighteen hours 
wave action did not affect the above conclusion. 
When the system was installed at a shoreline or somewhere landward of beach face, 
we were impressed to see visually the infiltration of runup waves into the beach and 
sheet-like sediments left and piled up on a berm for accretive wave conditions. For 
erosive wave conditions, however, the erosion of inshore zone was retarded most for 
the cases of seaward installation. 
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Figure 12 Comparison of beach change among two locations 
of drain pipe after 24 hours wave action 

Effect of discharge 
As the discharge of the drain system for the experiments mentioned so far could not 
be changed, we used a small wave flume to investigate the dependence of the 
performance on discharge. Discharge of the drain system installed in the flume was 
controllable by changing the engine speed and the maximum discharge was 1.61/sec/m. 
As the discharge increases, the system becomes effective even for storm wave 
conditions. Figure 13 is an example of such cases. Figure 13 (a) shows the change of 
beach profile when -the drain system was not operated. Just seaside part from the 
shoreline and offshore part were eroded and sediments from both parts formed a bar. 
When the discharge was 0.4 1/sec/m, there was no erosion of the part just seaside of 
the shoreline(b). For the case of 0.7 1/sec/m discharge, accretion of sediments in the 
inshore area resulted on a large scale after two hours' wave action. Observations of 
the sediment motion showed that a large amount of suspended sediments of the 
offshore zone moved toward the shore and a bar which was formed at the same 
location as the cases (a) and (b) in early stage grew and migrated to the shore with 
time. 
The function of a coastal drain system has been regarded as the reduction of 
sediments which are carried away by backwash than are brought to the beach face by 
uprush. It is because drainage lowers the water table and intensifies downward 
percolation of wave runup which lessens water runs down than runs up. 
However, our results revealed the idea that, when a shoreward flow induced by the 
drain system overcame the wave induced flow component to offshore like undertows, 
the system became effective even under erosive wave conditions without the coastal 
drain system. In any case, the shoreward flow seemed to play an important part when 
a drain pipe is buried in seaside area of a shoreline. 
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Figure 14 shows the change of classified beach profiles with discharge. We can see 
that some of Type I profiles changed into Type III as the discharge increased. This 
shows that the coastal drain system has a potential ability to coastal erosion control. 

CONCLUSION 
The performance , function and optimum location to install of a coastal drain system 
was investigated experimentally. 
From the experimental results, it was confirmed that a coastal drain system advances 
accretion of sediments on the beachface for accretive wave conditions and retards 
beach erosion for erosive wave conditions. 
Comparisons of the performance among three installation locations showed that 
seaward area of a shoreline was most appropriate for the installation. 
As the discharge increases, the system becomes effective even for storm wave 
conditions. 
The flow toward shore induced by drainage .in the surf zone carried suspended 
sediments and migrated a bar toward the beach face and seemed to play the most 
important role. 
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CHAPTER 187 

WAVE BREAKING AND INDUCED 
NEARSHORE CIRCULATIONS 

Ole R. S0rensen f, Hemming A. Schafferf, Per A. Madsenf, and Rolf DeigaardJ 

ABSTRACT 

Wave breaking and wave induced currents are studied in two horizontal dimen- 
sions. The wave-current motion is modelled using a set of Boussinesq type 
equations including the effects of wave breaking and runup. This is done with- 
out the traditional splitting of the phenomenon into a wave problem and a 
current problem. Wave breaking is included using the surface roller concept 
and runup is simulated by use of a modified slot-technique. In the environment 
of a plane sloping beach two different situations are studied. One is the case 
of a rip channel and the other concerns a detached breakwater parallel to the 
shoreline. In both situations wave driven currents are generated and circulation 
cells appear. This and many other nearshore physical phenomena are described 
qualitatively correct in the simulations. 

1. INTRODUCTION 

State of the art models for wave driven currents are based on a splitting of 
the phenomenon into a linear wave problem, described e.g. by the mild-slope 
equation, and a current problem, described by depth-integrated flow equations 
including radiation stress. Wave-current interaction effects such as current re- 
fraction and wave blocking may be included in these systems by successive and 
iterative model executions. 

A more direct approach to the problem would be the use of a time do- 
main Boussinesq model which automatically includes the combined effects of 
wave-wave and wave-current interaction in shallow water without the need for 
explicit formulations of the radiation stress. In the present work this direct 
approach is used in the study of wave-induced current phenomena in two hori- 
zontal dimensions. 

The drawback of traditional Boussinesq models is that they cannot re- 
produce the effects of wave breaking. This precludes the modelling of surf 
conditions and thus the primary cause of wave driven currents. Priiser (1991) 
and Kabiling and Sato (1993) have modelled the effects of wave breaking by 

f International Research Center for Computational Hydrodynamics (ICCH), 
Danish Hydraulic Institute, Agern Alle 5, DK-2970 H0rsholm, Denmark 

t Institute of Hydrodynamics and Hydraulic Engineering (ISVA), Technical 
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Figure 1  Cross-section and components of assumed velocity profile of a 
breaking wave with a surface roller. 

including eddy viscosity terms in the equations. In general this approach tends 
to smear out the effects of breaking over the whole wave cycle. Thus basic phys- 
ical phenomena like, for example, the pronounced vertical asymetry in breaking 
waves may not be reproduced. 

Schaffer et al. (1992, 1993) incorporated wave breaking in a Boussinesq 
model by assuming a redistribution of momentum as a surface roller develops, 
taking the roller to be a passive bulk of water moving with the wave celerity. 
Accordingly, the vertical distribution of the horizontal velocity was approxi- 
mated by the simple profile shown in Fig. 1. This was originally suggested by 
Svendsen (1984). Based on the idea of Deigaard (1989) the surface rollers were 
identified by a simple geometrical method. Despite the rather simple approach 
the results for e.g. wave height decay and set-up were promising. This work 
continues in two directions. One is confined to cross-shore processes (Madsen 
et al., 1994) while the other (present paper) deals with obliquely incident waves 
and wave induced circulations. 

A number of coastal wave phenomena, such as the generation of infragravity 
waves, are sensitive to the conditions at the shoreline. For example, a natural 
beach tends to reflect most energy at low frequencies, while energy in the high 
frequency range is almost fully dissipated. Reproducing this as well as many 
other physical phenomena in a numerical model requires a runup condition 
allowing for a moving boundary. In the present model the formulation of such a 
shoreline boundary condition is based on a modified version of the slot-technique 
described by Tao (1983). This method is described in Madsen et al. (1994). 

2. WAVE BREAKING AND RUNUP IN A BOUSSINESQ MODEL 

2.1.   Governing equations 

Assuming the simplified velocity profile shown in Fig. 1 to be valid in case 
of wave breaking, the following modified version of the Boussinesq equations 
appear 

dt      dx \ d)      dy (?) + dRxx 
dx 

+ ^ + W^ + V>i + - = 0      (la) 
ay ox p 
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Here (p, q) is the depth integrated velocity in the Cartesian coordinate system 
(x,y), d = h + r\ is the instantaneous depth and r\ is the surface elevation. The 
definition of the surface roller terms are 

(c   - £)2 

R" - S    i_l (2a) 
1     d 

:\c*       d) \CV       d) 
1 

Rxy = 6V>        dJVTI        d) (2&) 

(c   - ^l2 

1
   d 

as derived by Schaffer et al. (1992, 1993). Here 8 = 8{x,y,t) is the thickness 
of the surface roller determined in a heuristic geometrical way as given below. 
Components of the wave celerity are denoted cx and cy. 

The terms denoted ip are dispersive Boussinesq type terms which in shallow 
water may be taken from Peregrine (1967). Here we use the version derived by 
Madsen et al. (1991) and Madsen and S0rensen (1992): 

IT,      
lM.2f  d3P d3q    \       _   j3 fd

3r, A 

,dh (I d2p      1 d2q     „„ , d2T)     „ ,d2n\ 
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,dh (\ d2q      n ,   d2rj 

dy \6 dxdt dxdy 
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3q d3p    \      „   ,3 fd

3r)        d3r, 

vdh (\ d2q      1 d2p      „ , a2»?     n„ , <92rA 

, aft /i d2
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as valid for a wider range of water depths using B = 1/15. 
Bottom friction is modelled using 

(T*>r,) = p%ijr-M (4) 

where C = Md1!6 is the Chezy resistance (m1/2/s), M being the Manning 
number. This formulation is very simplified and does not represent the effect of 
turbulent interaction between oscillatory boundary layers and the mean flow. 
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The equation for conservation of mass is unchanged 

9v     dp     dq 
Tt+Tx + Yy~Q (5) 

2.2.  Determination of the surface roller 

The determination of the surface roller S(x, y, t) (see Fig. 1) is made as described 
in detail by Schaffer et al. (1992) and summarized below, beginning with the 
case of only one horizontal dimension. 

Breaking sets in when and where the local slope exceeds a certain value 
tan<^s and the actual point is taken as the instantaneous toe of a surface 
roller. At the given instant, the roller is then taken to be constituted by the 
water above the tangent of angle fag starting at the roller toe and going in the 
direction opposite of wave propagation. After incipient breaking the procedure 
is the same except now decreasing angles <j> = fat) are used in place of <j>g. The 
system keeps track on the age of each surface roller and applies a value given 
by 

tan fat) = tan fa + (tan <j>g — tan fa) exp   — In 2—  
1/2   J 

(6) 

Here fa is the terminal value of fat), ts is the time of incipient breaking and 
t\j2 is the half time for tan fat). The following values were used in all the results 
presented below: fas = 20°, fa — 10° and *i/2 = T/10 where T is a typical 
period of the waves. After the determination of the surface roller in each time 
step, 6 is multiplied by a shape factor fs prior to the inclusion in the governing 
equations. A value of fg = 2 was used. 

In two horizontal dimensions the toe of the roller becomes a curve instead 
of a single point and the tangent becomes a set of generating lines determined 
by the instantaneous local angle fat). Whereas fat) in the one-dimensional 
case is constant within each roller, it is allowed to have a lateral variation in 
the two-dimensional case. This lateral variation of fat) within each surface 
roller must be allowed since, for example, when oblique regular waves break on 
an alongshore uniform beach both the initial and the final stage of the breaking 
processs will be represented within the same roller. The lateral variation of fat) 
is allowed for by keeping track on the surface roller age along the orthogonal 
to the roller toe curve. Thus, between each pair of generating line used for the 
roller determination, fat) decays according to (6). 

2.3.  Solution technique 

The differential equations are discretized using a time-centered implicit scheme 
with variables defined on a space-staggered rectangular grid. The method is 
based on the Alternating Direction Implicit algorithm. For more details of 
the solution procedure reference is made to Abbott et al. (1978, 1981, 1984), 
McCowan (1978, 1984) and Madsen et al. (1991, 1992). 

The finite-difference approximation of the spatial derivatives is generally a 
straight-forward mid-centering. However, in the present work we have treated 
the nonlinear convective terms somewhat differently. The use of high-order 
central schemes for the discretization of convective terms is known to introduce 
non-physical oscillations in regions with large gradients of the convected vari- 
able.   Typically these appear around corners of structures e.g.   at the tip of 



INDUCED NEARSHORE CIRCULATIONS 2587 

0.5 

0.25 

£, 0.0 

I"-0.25 

-0.5 

-0.75 

2    4-    6    8   10 12 H 16 18 20 22 24 26 28 

Distance (m) 

Figure 2  Beach profiles for the rip channel test.   ( ):  along a plane 
beach section and ( ): along the rip channel. 
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a breakwater, in regions of strong wave-induced circulations, and in the bore- 
like stage in the inner surf zone. The classical first-order upwinding scheme 
is non-oscillatory, but introduces an unacceptable artificial diffusion. Higher- 
order upwinding schemes significantly reduce this diffusion, but still overshoots 
and undershoots may occur in the solution. 

A number of oscillation-free schemes have been proposed in the litera- 
ture, especially within the field of compressible flows with strong shocks. A 
disadvantage of these schemes is that they increase the computational cost 
significantly. For this reason a more simple approach has been used here: a 
first-order upwinding scheme is applied in sharply varying regions, that is in 
regions where the depth-integrated velocity is non-monotonic, and elsewhere 
second-order (quadratic) upwinding is applied. 

3. NUMERICAL SIMULATIONS 

In principle, the model can be used for a wide range of coastal phenomena. 
However, since the inclusion of wave breaking is more or less based on the 
spilling-breaker assumption, it is primarily suited for mild slopes and rather 
steep waves. 

We have chosen two different situations with waves normally incident on 
a plane sloping beach but with some alongshore non-uniformity to trigger 
nearshore circulation. In the first example a rip channel is present while the 
other concerns a detached breakwater parallel to the shoreline. In both ex- 
amples the bathymetry has a crosshore line af symmetry. In case of normally 
incident unidirectional waves the numerical computation was only made in half 
of the region in question. This reduced the computational cost, but precluded 
possible instabilities of currents along the line of symmetry. 

3.1.  A plane beach with a rip channel 

The first example is chosen according to laboratory experiments reported by 
Hamm (1992). The wave basin was 30m by 30m and the bathymetry was a a 
plane sloping beach of 1:30 with a rip channel excavated along the centerline. 
The profiles of the rip channel and the plane beach is shown in Fig. 2. Two of 
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Figure 3 Birds view of the free surface elevation for the rip channel case 
with regular waves. The surface rollers are shown in white. 

Hamm's test cases were modelled numerically. In the first test the waves were 
regular with a period of 1.25s and a wave height of 0.07m and unidirectional with 
normal incidence. In the second test the incident waves were multidirectional 
and irregular and sampled from a JONSWAP spectrum with a peak period of 
1.25s and a significant wave height of 0.07m and with a directional spreading 
corresponding to a cos6 ^-distribution. In both cases a Manning number of 
72m1/3/s was used in the bed friction term. The grid spacing was 0.05m and 
the time step 0.01s. 

For the regular-wave case a birds view of the surface elevation (in a sub- 
domain) is shown in F;g. 3. The surface rollers are shown in white. Due to the 
increased depth and due to depth refraction by the rip channel incipient break- 
ing occurs comparatively close to shore along the centerline. Here the setup 
is quite small and the larger setup appearing away from the rip channel gives 
an alongshore gradient in the mean water surface forcing a current towards the 
centerline. Here the flows from the two sides join to form a rip current and two 
symmetrical circulation cells appear. 

The effect of the rip current on the wave height counteracts the effect of 
depth refraction and hence incipient breaking starts locally at the centerline. 
The rip current also causes a small local oscillation in the wave crest occuring 
at the same place. These phenomena also show up in a video of the experiment 
kindly supplied by Hamm. 

A vector plot of the depth-integrated velocity averaged over one wave pe- 
riod is shown in Fig. 4. A subdomain is shown in order to focus one of the 
circulation cells which has developed. A pronounced rip current is seen along 
the centerline of the bathymetry i.e. at the top of the figure. 

Figure 5 shows the cross-shore variation of the rip current computed as the 
time-average of the velocity below the roller, UQ. For reasons of symmetry the 
rip current was bound to be directed exactly perpendicular to the shore. In 
Hamm's experiments the measured rip current showed a significant deviation 
from this direction. It is unclear whether this was due to imperfections in the 
supposedly symmetrical experiment or if instabilities of the rip current could 
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Figure 5 Rip current along the rip channel for the regular-wave case. 

be responsible. With regard to the order of magnitude of the rip current speed, 
agreement was found between the numerical simulation and the experimental 
results. 

Figure 6a shows the wave height at some distance from the rip channel 
where the beach is a plane slope. A similar plot but along the excavated beach 
at the centerline is shown in Fig. 6b. The measurements of Hamm are included 
for comparison and the agreement is quite good. The large variation of the rip 
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Figure 6  Comparison of the cross-shore wave height variation for the 
regular wave case of the rip channel case a) along a plane 
beach section and b) along the rip channel. ( ): numerical 
simulation, (o): measurements by Hamm (1992). 
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Figure 7 As Fig. 3, but for the case of irregular multidirectional waves. 
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current (see Fig. 5) is seen to cause a pronounced increase in the wave height 
in Fig. 6b. 

Figure 7 shows a birds view of the surface elevation for the multidirectional 
irregular-wave case. The duration of this simulation was too short to give con- 
fidential statistics precluding comparison of significant wave height and average 
velocities with the experimental values. 

3.2.  A plane beach with a detached breakwater 

The second example concerns a plane sloping beach of 1:50 with a 300m long 
detached breakwater placed at a still water depth of 6m i.e. 300m from the 
shore. Regular, unidirectional waves of normal incidence, a period of 8s and a 
wave height of 2m were generated at a depth of 10m. The computational domain 
extended 700m offshore and 600m alongshore from the line of symmetry and 
the seaward side of the breakwater was treated as land. The grid spacing was 
lm and the time step was 0.08s. Bed friction was modelled using a Manning 
number of 32m1/3/s. 

A birds view of the elevation is shown in Fig. 8. Again, surface rollers 
are shown in white. The diffraction around the breakwater gives the expected 
oscillations in the wave height along the wave crests, see Fig. 9 for the wave 
height variation. This further results in scattered incipient breaking, but the 
surface rollers quickly merge extending the breaking process to cover the long 
crested wave. In the simulation the roller dissapears before the waves reach the 
shore. This is an unwanted side effect of a spatial smoothing which for reasons 
of stability was applied in the vicinity of the swash zone. Note the nonlinear 
cross-wave pattern close to the shore in lee of the breakwater. 

The depth-integrated velocity averaged over one wave period is shown in 
Fig. 10. The maximum current speed behind the breakwater is approximately 
0.7m/s and it occurs about 80m from the shoreline near the edge of the breakwa- 
ter. In addition to the expected circulation cell, a local phenomenon resembling 
thin rip currents appears further away from the breakwater. This is more pro- 
nounced in Fig. 11 showing the time-average of the velocity below the roller, 
(f/o, Vo). This velocity field includes the depth averaged undertow. The thin rip 
currents may be caused by the lateral variation of the wave height as created 
by the diffraction around the breakwater. However, this remains to be studied 
further. 
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Figure 8 Birds view of the free surface elevation for the detached break- 
water case with regular waves. The surface rollers are shown 
in white. 
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Figure 9 Wave height variation for the situation in Fig. 8, showing only 
half of the region. 
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Figure 10 Time-averaged and depth-integrated velocity corresponding to 
Fig. 9. 

(Gridspacing 1 m) 
J L 

1 m/s 

150 250 350 450 550 650 
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CHAPTER 188 

ACCURACY AND APPLICABILITY OF THE SPM 
LONGSHORE TRANSPORT FORMULA 

by 
J S SCHOONEES* and A K THERON* 

ABSTRACT 
The ability to predict the time-averged longshore sediment transport rate accurately 
is essential for many coastal engineering applications. Because the longshore 
transport formula in the Shore Protection Manual (SPM; US Army, Corps of 
Engineers, 1984) is possibly the most widely used, it is important to know its 
accuracy. The aim of this paper is therefore to investigate the accuracy and 
applicability of this formula (the SPM formula). In addition, a number of variations 
to this formula are presented; these are also tested against a comprehensive data set. 
Finally, the SPM formula is re-calibrated and guidance is given regarding the use of 
this formula for coarse bed material. 

INTRODUCTION 
The ability to predict the time-averaged longshore sediment transport rate accurately 
is essential for the design of breakwaters at harbour entrances, navigation channels 
and dredging requirements, beach improvement schemes incorporating groynes, 
detached breakwaters and beach fill as well as for the determination of the stability 
of inlets and estuaries. 

Because the longshore transport formula in the Shore Protection Manual (SPM; US 
Army, Corps of Engineers, 1984) is possibly the most widely used, it is important to 
know its accuracy. The aim of this paper is therefore to investigate the accuracy and 
applicability of this formula (the SPM formula). In addition, a number of variations 
to this formula have been presented; these will also be tested against a 
comprehensive data set. Finally, the SPM formula is re-calibrated and guidance is 
given regarding the use of this formula for coarse bed material. 

* Research Engineers, CSIR, P O Box 320, Stellenbosch, 7599, South Africa 
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The data considered in this paper are only for participate (non-cohesive) sediment 
(including sand, gravel and shingle) being transported alongshore from the swash 
zone across the surf zone to deep water. Only bulk (total rate across the shore) and 
not local transport rates are considered. These bulk rates include both the bedload 
and suspended load. Only field data are used because of possible scale effects in 
laboratory investigations and/or because regular waves were used. Furthermore, the 
ultimate aim is to be able to predict longshore transport accurately in the field 
(Komar, 1988). 

The data are not meant to provide average long-term data at (a) specific site(s). It is 
rather assumed that if a longshore transport formula is capable of accurately 
predicting transport rates for the data sets given herein, it can be used with 
reasonable confidence at similar sites to determine the long-term longshore sediment 
budget if representative wave and other input parameters are available. It would of 
course be even better to have site-specific calibration data before calculating average 
long-term transport rates. 

Previous studies where a few longshore transport formulae have been tested against 
data are Swart (1976), Fleming etal. (1986) and Kamphuis et al. (1986). Schoonees 
(1994) evaluated 51 formulae against an extensive data base. This paper reports the 
findings of the above-mentioned study with regard to the SPM formula and variations 
thereof Two of the most important papers on the development of the SPM formula 
are Komar and Inman (1970) and Komar (1988). The latter study in which the 
dependency of the SPM formula on sediment grain size, beach slope and wave 
steepness was investigated, is partially revised here with a bigger data base. 

DATA 
Schoonees and Theron (1993) compiled and reviewed almost all the available field 
data on longshore transport. They used a point rating system to assess the quality of 
the data in detail. Two data sets, namely Data Sets 1 and 2, were extracted from the 
data contained in Schoonees and Theron (1993) together with their point ratings. 

Data Set 1 containing 123 data points, consists of data where all the required 
parameters are available. Table 1 summarizes this data set and gives the point ratings 
in percentages according to Schoonees and Theron (1993). Data Set 2 includes Data 
Set 1 and contains other measurements totalling 240 data points. These other 
measurements are usually where only values of the energy flux factor, the longshore 
transport rate and the median grain size are available. Table 2 lists the sources of 
Data Set 2. 

It is important to note that the data ranges of the particular Data Set 1 are: 
0,058 < Hta(m) < 3,400 
2,32 < Tp(s) < 16,60 
0,30 < 0b(°) < 35,00 
0,0070 (=1/142,9) < beach slope < 0,1380 (=1/7,2) 
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0,154 
600 

< 
< 

D50 (mm) 
S (m3/year) 

< 
< 

15,000 
14 793 000 

From the above values it is clear that the data ranges of this data set (and therefore 
also Data Set 2) are quite wide. Most conditions encountered on natural beaches are 
covered and the data were collected on beaches from a variety of sites from around 
the world. These give credibility to the conclusions drawn in this comparison with 
data. 

FORMULAE 
One of the earliest longshore transport formulae and perhaps the best-known method, 
the SPM formula (SPM = Shore Protection Manual) is given in US Army, Corps of 
Engineers (1984): 

K,  P„ (m3lyi) 

where 

P,. 

1289 (m4/(W.yr) for prototype beaches 

wave energy flux factor using the significant wave 
height in the calculation. (W/m) 

Eh "„ C„ sin Qh cos 6h 

with 

P 
g 

wave energy density 

P 9HI I 8 

density of sea water (kg/m3) 
gravitational acceleration (m/s2) 
significant breaker wave height (m) 

0,5 (1  *(4ndb/Liy(sinh4ndlb/L1)) 

and 

and 

Lb 
Ch 

breaker depth (m) 
wavelength at the breaker line (m) 
wave celerity at the breaker line (m/s) 

9-b 
/7V 

peak wave period 
wave incidence angle at the breaker line 

An alternative formulation of the SPM is: 
I = KA 
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with I = immersed weight longshore transport rate 
Pfr       = energy flux factor using the root-mean square breaker 

height 
where K,       = 0,5 (0,78) = 0,39 if the significant breaker height is 

used in Pb 

K,       = 0,78 if the root-mean-square breaker height (Hbms) is 
used in P,, 

Development of the SPM formula was done, among others, by the Scripps Institute 
of Oceanography (1947), Watts (1953), Caldwell (1956), Inman and Bagnold 
(1963), Komar (1969), Komar and Inman (1970) and Komar (1988). 

Swart (1976) adapted the coefficient Kj = 1289 to be a function of the median grain 
size (D50). His version of the SPM formula which appears to differ from the SPM 
formula given above because of several implications, is 

S - K, P,s        (m
3lyr) 

where K2       = 1876 log I0 (0,00146 /Dso) 
(D50 in m) 

This equation together with a relationship proposed by Bruno et al (1981) will be 
shown later. Komar (1988) maintained that there is no significant relationship 
between Kj and D50. This issue will be discussed further based on all the data. 

Kamphuis and Readshaw (1978) and Vitale (1981) investigated whether K! is a 
function of the surf similarity parameter (or Iribarren number) £b: 

tana 

*(«, IL )0'5 

where tan a = bottom slope in the surf zone 

Hbrms = »bs>   ft 

L0 = deep-sea wavelength 

Vitale (1981) used a mean wave height (measured in relatively deep water) instead 
of Hbnm. To prevent the need for calculation of the wave height at the breaker line, 
it was decided to use the relationship proposed by Kamphuis and Readshaw (1978) 
and Readshaw (1979), namely: 

0,7 1=     for   0,4   <L,   < 1,4 

^ (say for    %    < 1,4) 
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1,24     for     $6 *  1 ,4 

with Q, (kg/s) =       Kp'Pb/2g 

31 557   600   Qs , 
and      S =     (m3 lyr) 

0 -P) Ps 

where p = porosity of the sediment (assumed to be 0,4 for sand) 
p„ = density of the sediment (usually 2650 kg/m3 for sand) 

and 31557 600 = number of seconds in one year 

Bailard (1981) generalized the Bagnold (1963, 1966) energetics-based stream 
model. After integrating the local time-averaged longshore transport rate, Bailard 
(1984) obtained the following alternative equation for Kls (called K3) valid for both 
model and prototype applications: 

K3    -   0,05 • 2,6 sin2 26b • 0,007  umb I w 

where w =        fall velocity of the sediment grains 
iW      = 0,5r(gdb)0'5 

and      y        ~        breaker index =0,8 

Bailard (1985) adds another term the equation for K3 namely, 0,0096 tan a. 
However, choosing a very high value of the beach slope (tana) of 0,2, it is clear that 
the estimated maximum value of this term is about 0,0019. For tana = 0,04, a typical 
value, the term is only 0,00038. Because its contribution to K, is negligible, this term 
was omitted. Furthermore: 

and      S 

Watts (1953) empirically related the longshore transport rate to the wave energy flux 
factor. The Watts formula in SI units is: 

S   -   2223 P°'9 

Similarly, Caldwell (1956) obtained his formula (given here in SI units): 

S   -   2505 P°'8     (m 3/yr) 

0,5 K3 Pls 

31   557  600 / (m V) 
(Ps - P) 9 (1   - P) 
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EVALUATION OF FORMULAE 

Method of Testing 
The results of the testing of the formulae will be presented in a number of ways in 
order to facilitate interpretation. These are: 

* A plot of the predicted longshore transport rates (Sp) versus the measured 
rates (S J. 
The relative standard error of estimate (a) was calculated (Kamphuis, et al, 
1986): 

'(log Sp, -logSmi/)
2 

* 

n - 1 

where n = number of data points 
i = number of the particular data point 

* The discrepancy ratio (rd) (Van Rijn, 1984) and its distribution were 
determined. 
rd,i = SRi' S^j 

A histogram of the percentage occurrence versus rd gives this distribution. 

(The residuals (ef = S^ - Sp?i) were computed and plotted against Sp to check whether 
there is a systematic trend in the residuals, or not - these are not shown. Refer to 
Schoonees (1994)). 

Results 
Table 3 lists the relative standard error of estimate (a) and the percentage occurrence 
of the discrepancy ration (rd) within certain limits for the formulae. For example, the 
percentage of the predicted transport rates for which the discrepancy ratio falls 
between 0,5 and 2 or between 0,25 and 4 can be read from this table. 

Figures 1 and 2 show the predicted longshore transport rates (Sp) versus the 
measured rates (Sm) for the SPM and the SPM, Kamphuis and Readshaw formulae 
respectively. The histogram of the discrepancy ratios for the SPM, Kamphuis and 
Readshaw formula is contained in Figure 3. Refer to Schoonees (1994) for similar 
figures of the other formulae. Note that in these figures mA3/yr means mVyr. 

Discussion 
A first impression when examining Figures 1 and 2 and Table 3 is that considerable 
scatter exists in the predicted longshore transport rates. Based on this particular data 
set, the SPM, Kamphuis and Readshaw formula gives the best answer of the six 
formulae over the full range of measured longshore transport rates (a=0,515; rd 

between 0,5 and 2: 65,0%). Even so this formula tends to underpredict high 
transport rates (Figure 2). This is an area of concern because at a particular site, most 



SPM LONGSHORE TRANSPORT FORMULA 2601 

of the longshore transport occurs during a few storms so that it is important to predict 
high transport rates accurately. 

It is interesting to note that the SPM formula, perhaps the best known and most used 
predictor, does not fare very well. Although one can argue that its poor performance 
at low transport rates (Figure 1) can be attributed to a lack of an incipient motion 
criterion, it is still clear that it over-predicts in the range 1,5 x 104 mVyear to 
1,5 x 106 mVyear. What is, however, comforting is that for high transport rates (> 
1,5 x 106 mVyear) the SPM predicts transport rates accurately. That is, for the few 
data points in this range. However, two of the oldest formulae, namely, the Caldwell 
and Watts methods, also do not have an incipient motion criterion but both appear 
to be more accurate than the SPM and the SPM and Swart formulae (compare 
a=0,579 (Caldwell) and 0,685 (Watts) to 0,708 (SPM) and 0,720 (SPM and Swart)). 
In fact, adapting the SPM formula for grain size (SPM and Swart method) caused a 
slight decrease in the accuracy of the predictions. The similar answers of these two 
predictors can, however, merely indicate that most of the data points were collected 
for grain sizes between 0,2 mm to 0,4 mm as indeed found by Schoonees and Theron 
(1993). In this grain size range the SPM and Swart formula gives very similar 
answers to the SPM formula. 

It is interesting to note that the original SPM, Kamphuis and Readshaw formula was 
only calibrated against laboratory data and therefore no field data of Data Set 1 were 
used in its derivation. The second-best formula (Caldwell's) only used a few of the 
data points, especially when compared to the 41 points of Data Set 1 included in the 
calibration of the SPM formula. 

FURTHER CALIBRATION OF THE SPM FORMULA 
One can argue that the SPM formula is not applicable for coarse-grained sediment 
which are included in Data Set 1. In addition, the data points for which only S and 
Pu are available, should also be used. 

Figure 4 shows the data in Data Set 2 with a distinction being made between fine - 
(Djo < 1 mm) and coarse-grained (D50 > 1 mm) sediment. It is clear from this figure 
that except for some minor overlap, two different populations of points are apparent. 
For the fine-grained sediment (206 data points) the best fit relationship is: 

1 = 0,20?, (1) 
(R2 = coefficient of determination = 0,72) 

Considerable scatter is evident. If the recommendation by Schoonees and Theron 
(1993) is followed whereby only data in their higher category (point rating 60% and 
better) is used (Tables 1 and 2), 46 data points are retained. Figure 5 illustrates the 
result while the equation is: 

I = 0,41PU      (R2 = 0,77) (2) 
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or       I = 0,82 P,,      (i.e. K, = 0,82) 

Unfortunately, the scatter is not significantly reduced and the range of Pb values is 
much smaller. In comparing Equations 1 and 2, it is clear that the elimination of the 
lower quality data, more than doubled the value of K,. K, = 0,82 is an increase of 
the value of 0,57 proposed by Komar (1988) based on 70 of the data points in Data 
Set 1. The value in the original formula is 0,78 which is derived from 41 data points 
(US Army, Corps of Engineers, 1984). Kraus et al. (1982) found K = 0,58 based on 
their data and those of Komar (1969), which are 25 data points. It would of course 
be even better to have site-specific calibration data before calculating longshore 
transport rates. The foregoing illustrates the great uncertainties involved in using the 
SPM formula and in view of this we recommend that the SPM, Kamphuis and 
Readshaw formula preferably be used. 

Both Swart (1976) and Bruno et al. (1981) presented relationships between K, and 
D50. Figure 6 shows these relationships together with the data having median grain 
sizes below or equal to 1 mm. From this figure it is clear that a single relationship 
between Ks and D50 will not explain all the scatter shown in Figures 4 and 6. The 
same applies if the settling velocity instead of the median grain size is used. 
Although this correlates with the finding of Komar (1988), the authors believe that 
a longshore transport formula must contain either D50 or the settling velocity. It is 
also evident from Figure 6 that neither of the relationships by Swart and Bruno et al 
are generally valid. The relationship by Bruno et al. (1981) almost forms an upper 
envelope to the values. 

Returning to Figure 4, a very approximate line through the coarse-grained sediment 
is: 

1 = 0,01?,,      (R2 = 0,11) (3) 

Because of the considerable scatter in the data and the very low R2, this equation 
should only be used to obtain a rough order of magnitude of the longshore transport 
rate. For these coarse-grained data as well, no single relationship between K, and D50 

(figure not shown) will explain all the scatter shown in Figure 4. Clearly, further 
work is required. For example, an incipient motion criterion (see e.g. Chadwick, 
1989, Brampton and Motyka, 1984 and Van Hijum and Pilarczyk, 1982) is necessary. 

CONCLUSIONS 
The data ranges of Data Sets 1 and 2 are quite wide and as such, cover most 
conditions encountered on natural beaches. 

Of the six formulae (SPM formula and variations thereof), tested against Data Set 1, 
the SPM, Kamphuis and Readshaw method fared the best. The standard error of 
estimate for this method was 0,515 while 65,0% of the time, the discrepancy ratio (rd) 
fell between 0,5 and 2. 
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By using only the data from Data Set 2 that fall in the higher (better) category of 
Schoonees and Theron (1993) - 46 data points -, the best fit relationship for sand 
(D,,, < 1 mm) is: 

I = 0,41 P„ (R2      = 0,77) 

Unfortunately, significant scatter is still evident (Figure 5). It was also found that no 
single relationship between K, and the median grain size (or the settling velocity) 
will explain ail the scatter in the data. In view of the uncertainties involved in using 
the SPM formula it is recommended that the SPM, Kamphuis and Readshaw formula 
preferably be used. 

For coarse grained sediment (D50 > 1 mm) 34 data points were available which 
yielded an approximate relationship: 

I = 0,01 Pb (R2      = 0,11) 

Because of the considerable scatter evident in Figure 4 and very low R2, this equation 
should only be used to obtain an order of magnitude of the transport. Again, no 
single relationship between K, and the median grain size (or settling velocity) will 
explain all the scatter in the data. 
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TABLE 1:      DATA SET 1 

Data 
set no. 

Reference(s) Location No of 
points 

Point rating 
(%) 

1 Caldwell(1956) Anaheim Bay California 5 46 

2 Watts (1952) South Lake Worth 3 42 

4 Adachi etal (1959) Miyazu Japan 8 24 

5          , Moore and Cole (1960) Cape Thompson Alaska 1                I 50 

6 Delorme(1981) North & Central Africa 5 49 

8 Sireyjol(1964) Cotonou Benin 1 51 

9 Castanho(1966) Lobito Angola 2 52 

10 Fairchild(1977) Ventnor (NJ) 
Nags Head (NC) 

2 36 
37 

12 Bijker(1968) Ivory Coast Abidjan 1 19 

13 Komar and Inman (1970) El Moreno & Silver Strand 11 62 

14 Duane and James (1980) Point Mugu California 1 56 

16 Lee (1975) Lake Michigan 8 57 

17 Kana(1977) Price Inlet South Carolina 25 48 

18 Bruno e/a/(1981) Channel Islands Harbour 18 55,67 

21 Inman et al (1980) Torrey Pines California 2 64 

22 Kana and Ward (1980) Duck North Carolina 2 57 

23 Gable (1981) 
Dean et al (1982) 

Leadbetter 
Santa Barbara 

9 68 

28 Kooistra and Kamphuis 
(1984) 

Pointe Sapin Canada 2 60,71 

29 Bodge (1986) Duck North Carolina 8 56,57,61 

32 Voitsekhovich(1986) Ros. Pri. Kin. Black Sea 39 58 

33 Chadwick(1989) Shoreham Sussex England 7 57,60 
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TABLE 2:      DATA SET 2 

Data Set 1 plus the following data: 

2607 

Data 
set no. 

Reference(s) Location No of 
points 

Point rating 
(%) 

3 Ishihara era/(1958) North Akashi 
Miyazu 

10 
7 

37 

7 Sato (1962) Fukue, Atsumi Japan 5 61 

11 Sato and Tanaka (1966) Port Kashima Japan 2 58 

15 Hou era/(1980) Taichung Harbour Taiwan 4 57 

19 Chang and Wang (1978) 
Wang and Chang (1978) 

Santo Rosa Island 
(Bayside) 

35 55 

20 Knoth and Nummedal 
(1977) 

North Bull Island 5 52 

24 Dean etal (1987) Rudee inlet Virginia 3 63 

25 Nicholls and Wright 
(1991) 

Southern England 
H. Bury Long Beach 
Hurst Castle Spit 

6 48 

26 Kraus era/(1982) Shi. Hir. Aji. Oar. Japan 12 63 

30 Laubscher era/(1989) Richards Bay South Africa 5 54 

34 Hou(1988) Lin-Kou Northwest Taiwan 1 58 

TABLE 3: RELATIVE STANDARD ERROR OF ESTIMATE (o) AND 
PERCENTAGE OCCURRENCE OF THE DISCREPANCY 
RATIOS (rd) FOR EACH FORMULA 

NUMBER 0 PERCENTAGE OCCURRENCE 
NAME OF FORMULA OF DATA OF r„ BETWEEN: 

POINTS 
0,5 and 2 0,25 and 4 

SPM 119 0,708 42,0 58,0 
SPM and Swart 119 0,720 42,0 58,0 
SPM, Kamphuis and Readshaw 123 0,515 65,0 95,1 
SPM and Bailard (bulk transport rate) 119 0,741 46,2 66,7 
Watts 123 0,685 42,2 65,0 
Caldwell 123 0,579 56,1 75,6 
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Figure 1: Predicted 
longshore transport 
rates versus measured 
rates for the SPM 
formula. 
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Figure 2: Predicted 
longshore transport 
rates versus measured 
rates for the SPM, 
Kamphuis and 
Readshaw formula. 
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CHAPTER 189 

FIELD VERIFICATION OF A NUMERICAL MODEL 

OF BEACH TOPOGRAPHY CHANGE 

DUE TO NEARSHORE CURRENTS, UNDERTOW AND WAVES 

Takuzo Shimizu 1, Masahito Tsuru 1 and   Akira Watanabe 2 

ABSTRACT 

A practical method for estimating the undertow velocity and its 
direction is developed and verified on the basis of field measurement 
data. It is found that a simple vector addition of nearshore current 
and undertow gives a good approximation. 

The actual bottom topography change during a year is simulated 
by the 3-D beach evolution model taking into account the cross-shore 
sediment transport due to waves and undertow as well as the trans- 
port due to nearshore currents. The results of both measurements 
and calculations show that the sediment transport due to nearshore 
current is predominant and the contribution of cross-shore sediment 
transports is cancelled for a long-term beach evolution. 

INTRODUCTION 

The sediment transport due to nearshore currents plays a predominant roll 
on the long-term beach evolution and the contribution of cross-shore sediment 
transports due to waves and undertow is usually cancelled for a long period be- 
yond approximately a year. In many cases for prediction of long-term beach 
topography changes due to construction of a coastal structure, only the sediment 
transport due to nearshore currents is taken into account. The shoreline model 
based on this concept is also widely used in practice. Therefore, the 3-D beach 
evolution model which treats only the sediment transport due to nearshore cur- 
rents, can be regarded as an improved version of the shoreline model, which has 

1Penta-Ocean Construction Co. Ltd. , 2-2-8 Koraku, Bunkyo-ku, Tokyo 112, Japan. 
2Professor, Dept. of Civil Eng., Univ. of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113, Japan. 
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an advantage of predicting the spatial beach topography changes. 
In recent years, we have applied the 3-D beach evolution model based on 

this concept to many practical problems and presented a few attempts to quan- 
titatively demonstrate its field applicability through comparisons with the actual 
topographical changes around harbors (e.g. Shimizu et al., 1990). It is well 
known, on the other hand, that the offshoreward sediment transport due to un- 
dertow in the surf zone and the onshoreward sediment transport due to sheet flow 
movement outside the surf zone causes a considerable beach profile change and 
form a bar during the storm. Most of the previous studies on the undertow and its 
effects on beach profile changes have been conducted mainly through laboratory 
experiments and are not thoroughly discussed on the basis of field measurement 
data. 

In this study, at first, we discuss the undertow velocity and its direction 
through comparisons between the field mesurement data and the calculated near- 
shore currents and, then, discuss their practical estimation method. We also try 
to simulate the actual bottom topography changes during approximately a year 
by taking into account the cross-shore sediment transport due to waves and un- 
dertow as well as the sediment transport due to nearshore currents. 

FIELD INVESTIGATION 

Fig. 1 shows the bottom topography of the investigation site and the calcula- 
tion area which is 0.9km long in the alongshore direction and 1.0km long in the 
cross-shore direction with the grid spacing of 12.5m. The field investigation site 
is located at the end of a sandy pocket beach. The bottom slope is approximately 
1/40. A part of the shore is bounded directly by the sea cliff, and the bottom slope 
is steep near the shoreline. The bottom contours are straight and parallel to the 
shoreline outside the harbor, and they extend offshoreward like a tongue around 
the harbor entrance owing to extreme accretion caused by nearshore currents. 
The seabed material is well-sorted fine sands in the nearshore region where the 
water depth is less than 10m, and the grain diameter is approximately 0.35mm. 

The field observation was carried out over a period of approximately one 
month during the winter stormy season, in order to obtain the data for verifi- 
cation of the numerical models for estimation of nearshore waves and currents. 
At Points 1 to 4 with the water depth of about 5m, the mean currents including 
nearshore currents and undertow and principal wave direction were measured at 
the level of 0.7m above the bottom by using electro-magnetic current meters. At 
Points 2 and 4, nearshore waves were also measured by pressure sensors attached 
to the electro-magnetic current meters. The incident wave conditions were also 
measured at Point 0 with the water depth of 20m by using a combination of an 
ultrasonic wave gauge and an electro-magnetic current meter. Data were recorded 
with the sampling interval of 0.5 seconds during 10 minutes every 2 hours. The 
pressure fluctuations obtained by a pressure sensor were converted into water 
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Fig. 1    Bottom topography and calculation area of investigation 
site. 
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surface motion on the basis of the small amplitude wave theory. During the ob- 
servation, storm waves greater than 3m in significant wave height attacked twice. 
The maximum significant wave height was 4.2m and its period was 9.6s. 

VERIFICATION OF WAVE MODEL 

The Employed Wave Model 
The parabolic-type equation model proposed by Isobe(l987) is employed in 

this study to properly estimate the wave field around the harbor entrance where 
combined diffraction and refraction occur. This basic equation is derived from 
the mild slope equation and the energy dissipation term due to wave breaking 
is included. The parabolic-type equation model has advantages that much com- 
putational time can be saved owing to the forward stepping scheme, and then, 
treatment of multi-directional irregular waves is easy. Random waves are de- 
scribed as a superposition of component regular waves with different frequencies 
and directions. 

In order to improve the accuracy of calculating the wave transformation for 
a wide range of propagation directions of component waves, a curvilinear coordi- 
nate system is introduced. In this model, the curvilinear coordinates are defined 
from the peak frequency and the peak direction of the directional wave spectrum. 
In a shadow region, additional wave rays are radiated from the tip of the break- 
water. The applicabilities of the model to the actual wave field over complicated 
bottom topographies were verified through comparisons with field measurement 
data (Shimizu et al, 1992, 1994). 

Comparison of Wave Height and Direction 
In order to compare the calculations with the measurements, the incident 

wave conditions measured at Point 0 are classified into three cases in accordance 
with the wave height level (#1/3 (PO): ~ 2.0m, 2.0 ~ 3.0m, 3.0m ~ ) and two 
cases of wave direction, the righthand side and the lefthand side directions to that 
perpendicular to the shoreline. For totally six cases of incident wave conditions, 
the mean values of significant wave height and principal direction were calculated 
at all measurement points. And these values were adopted as the field verification 
data. The numerical calculations were also conducted for the mean significant 
waves of these six cases, using the Bretschneider-Mitsuyasu frequency spectrum 
and the Mitsuyasu-type directional distribution function. 

Fig. 2 (a) and (b) show the comparisons between the measured and the calcu- 
lated significant wave heights and principal directions. The calculations of both 
significant wave height and principal direction by the parabolic-type equation 
model show fairly good agreements with the measurements. 

VERIFICATION OF UNDERTOW AND NEARSHORE CURRENT 
MODEL 
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Field Observation Results 
Fig. 3 (a) shows an example of the comparisons between the measured steady 

component vectors of near-bottom velocity and the calculated nearshore current 
vectors under the same wave condition with the significant wave height of 3.5m. 

The bold vectors are measurements and illustrated in a different scale from the 

calculated vectors. In calculating the nearshore current field of random waves, 
the radiation stress is evaluated as for a regular wave with the equivalent wave 

energy and the principal direction. 
During the storm, the wave-induced nearshore circulation develops around 

the harbor entrance behind the main breakwater. Extreme accretion around 

the harbor entrance is caused mainly by this nearshore circulation. Around the 

harbor entrance, the calculated nearshore current field satisfactorily reproduces 

the observed dominant nearshore circulation. 
On the contrary, at Point 4 where there is no influence of diffraction due 

to breakwater, when the significant wave height becomes larger than 2m and 
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the measurement point is involved in the surf zone, the remarkable offshoreward 
mean currents occur and the velocity becomes larger than 0.3m/s. Even at Point 
3 where the nearshore circulation occur, the mean current vector slaightly inclines 
offshoreward. The sensors of the electro-magnetic current meters were installed 
at the level of 0.7m above the bottom and at the water depth of about 5m and, 
then, they were always located under the trough level. The observed offshoreward 
mean current, therefore, seems to be due to undertow. 

Estimation Method of Undertow 
The undertow velocity is estimated as the sum of the return flows compensat- 

ing for the onshore mass flux due to breaking bores and due to irrotational wave 
motion and the Eulerian mass transport velocity. We adopt the following rough 
estimation of the undertow velocity due to breaking bores after Sato et al.(l988). 

II2 

f4=-A— (1) 

where A is a nondimensional coefficient, // the wave height, d the water depth 
and T the wave period. For random waves, assuming that only breaking waves 
contribute to generation of return flow, II2 is replaced by the breaking wave 
energy Eb/(pg/8). 

-%=/°VP(0#=tfL-A (2) 
pg/S     hb 

n=(l + ^)exp(-^) (3) 

where x\, = Ih/Hrms and Pi, is the probability of wave breaking which is es- 
timated by assuming the Rayleigh distribution for individual waves. The root 
mean square wave height Hrms is estimated by not taking into account the wave 
breaking. The breaking wave Height IIb is evaluated by using the appropriate 
coefficient value, 0.14 in the wave breaker indices for regular waves proposed by 
Goda(1970). If the breaking wave energy estimated by this equation becomes 
larger than that estimated by the parabolic equation model with the additional 
term of energy dissipation due to wave breaking, the breaking wave energy is set 
to be the value estimated by the parabolic equation model. 

In this study, it is assumed that the near-bottom mean current vector can be 
estimated by a simple vector addition of the nearshore current vector and the un- 
dertow vector after Svendsen and Lorenz( 1989). The undertow vectors are given 
in the opposite direction of the local wave propagation. 

Comparison of Undertow Due to Breaking Bores 
Fig. 4 shows the relationship between the measured undertow velocity due to 

breaking bores Ub and the estimated values of (II2/d • 7), in order to calibrate 
the nondimensional coefficient A. The nearshore current vectors are given by the 
numerical calculations. The measured undertow velocity due to breaking bores 
Ub is evaluated by extracting the calculated nearshore current vector (/,., the cal- 
culated return flow vector due to irrotational wave motion U„, and the calculated 
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Eulerian mass transport velocity Ue from the measured steady component vector 
of near-bottom velocity variation Um. 

Ub=Um-Uc- (Uw + Ue) (4) 

The appropriate value of nondimensional coefficient A is found to be 5.6 
through comparisons of the calculations with the measurements. This result 
is the same as the value obtained by Sato et al.(f988). 

Fig. 5 shows the examples of the calculated cross-shore distributions of the 
significant wave height i/i/3, the breaking wave energy Eb and the undertow ve- 
locity U under the incident wave conditions with the significant wave height of 
2.6m and 3.5m. The calculation results show that the undertow velocity increases 
exponetially and has a peak in the surf zone. The calculated wave heights and 
undertow velocities agree well with the measurements at Point 4. 

Comparison of Mean Current 
Fig. 3 (a) to (c) show the calculated mean current fields of nearshore current, 

undertow and the vector addition of both currents. Not only the nearshore cir- 
culation around the harbor entrance, but also the measured mean currents due 
to combined undertow and nearshore current are reproduced well by the simple 
vector addition. At Points f and 2 in the shadow region of the breakwater, the 
undertow velocity is small. At Points 3 and 4, on the other hand, where the 
incident waves directly attack, the undertow must be taken into account in order 
to properly estimate the mean current field during a storm. 

Fig. 6 (a) and (b) show the comparisons between the measured and the cal- 
culated mean current velocities and between the measured and the calculated 
mean current directions at all measurement points. The open symbols indicate 
the calculations of only nearshore current, and the solid symbols indicate the 
calculations of a vector addition of nearshore current and undertow. 

The calculations are the results conducted for the mean values of the inci- 
dent significant waves observed at Point 0 for six cases in accordance with the 
incident wave height levels and the principal wave directions. The measurements 
are the mean values for six cases at each point. By a simple vector addition of 
nearshore current and undertow, both the calculated mean current velocity and 
its direction show fairly good agreements with the measured ones. The method 
for estimating the near-bottom mean current in the surf zone employed in this 
study is a simple and primitive, but it has enough accuracy for practical use. 

VERIFICATION OF BEACH EVOLUTION MODEL 

In order to verify the field applicability of the 3-D beach evolution model. We 
tried to reproduce the long-term topography changes around the harbor entrance 
during a year. Before completion of the construction of breakwaters, the bottom 
contours are parallel, and after the completion, they stretched like a tongue along 
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Fig. 6     Comparisons between the measured and the calculated 
mean current velocities and directions. 

the sub-breakwater to the harbor entrance mainly owing to the neaishore circu- 

lation. 

Sediment Transport Formula 
The local sediment transport rate formula employed in this study is the lormula 

proposed by Watanabe et al.(1986). The formula for local sediment transport 
rate under combined wave-current action is formulated so as to be consistent 

with previous studies on both longshore drift and cross-shore sediment transport. 

The transport rate q is divided into qc due to mean currents and qZ due to 
waves. These formulas are based on the power model concept and assume that 

the sediments set in motion by the excess shear stress under combined wave- 

current action are transported with both mean currents and wave motion into 

the respective directions. 

qc = Mr-Tc)U/p9 (5) 

qZ = AWFD(T - Tc)ub/pg (6) 

where Ac and Aw are nondimensional coefficients, U the current velocity vector, 
ub the maximum near-bottom orbital velocity vector, FD a direction function 

for wave-induced net transport, r the maximum bottom shear stress in a wave- 
current coexistent system, TC the critical shear stress for the onset of the general 

movement, p the water density, and g the gravity acceleration. 
After Watanabe et al.(1991), the direction function for wave-induced net cross- 

shore sediment transport is set to be +1 for the onshoreward movements under 
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the Shields parameter less than 0.2 of the upper limit of bed load and larger than 
0.5 of the onset of sheet flow movement, and is set to be -1 for the offshore ward 
movements of suspended load over ripples under the Shields parameter between 
0.2 and 0.5. The bottom shear stress for a wave-current coexistent system is 
evaluated by the friction law proposed by Tanaka and Shuto(1981). The critical 
shear stress is calculated from the critical value of the Shields parameter, which is 
0.11 for fine sands and 0.06 for coarse sands according to Watanabe et al.(1980). 

The coefficient Aw in the formula for the transport due to wave action is 
related to another coefficient Bw in the formula for the wave-induced net sediment 
transport rate qw proposed by Watanabe(1982), which is expressed as follows: 

</> = Bw($ - </0^2 (7) 

where (j> = (l — Xv)qw/vj0D is a dimensionless net transport rate, D, w0 and A„ are 
the diameter, settling velocity and porosity of the sediment, ip = r/(ps — p)gD is 
the dimensionless shear stress or the Shields parameter, ps and p are the densities 
of sediment and water, and tpc is the critical value of ip for the onset of general 
movement of sediment. 

The coefficient Aw is related to Bw as follows: 

Aw/Bw = w0^fj2 I {(1 - Xv)S^fg~D} (8) 

where fw is the. wave friction factor. 
In the previous studies under the field conditions conducted by Watanabe et 

al.(1991), the value of Bw is considered to be approximately 3.0 to 5.0, though 
the coefficient must be calibrated in the field application. In this study, the value 
of Bm is set to be 2.0 after several tries and errors, and the value of Am changes 
depending on local wave conditions and properties of sea-bed material. The value 
of Ac is set by multiplying the value of Aw by 10.0 after Watanabe et al.(1991). 

Reproduction of Beach Topography Change 
The numerical simulation was performed under a simply modelled series of 

wave conditions by repeating the calculations of waves, mean currents and beach 
topogaraphy changes. The wave conditions during the calibration period of ap- 
proximately a year were replaced by the simply modelled four series of storms 
with the significant wave height larger than 2m as shown in Fig. 7. This mod- 
elled series of waves have the same occurrence frequency in total as that of the 
observed wave climate data. 

Fig. 8 (a) shows the measured topographical changes and Fig. 8 (b) shows the 
calculated bottom topography changes by taking into account only the sediment 
transport due to nearshore currents. Remarkable accretion around the harbor 
entrance and erosion around Point 3 and at the tip of the breakwater due to 
nearshore circulation are reproduced satisfactorily. The results of both measure- 
ments and calculations show that the sediment transport due to nearshore current 
is predominant for the long-term beach evolution and that the contributions of 
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Fig. 7    Simply modelled series of incident wave conditions. 

both the offshoreward sediment transport due to undertow and the onshoreward 
transport due to sheet flow are cancelled for a long-term beach profile change. 

The difference between calculation and measurement is that the calculated 
result does not show such a sharp extension of the tongue-shaped bottom con- 
tours, for example the 4m contour, compared with the measurements. This fact 
suggests that the nearshore circulation is sharper and the width of fast current is 
narrower in the field than they are expected. In numerical calculation, however, 
it is difficult to reproduce such a sharp circulation as observed in the field, owing 
to the numerical diffusion. 

Fig. 8 (c) shows the calculated bottom topography changes by taking into 
account the cross-shore sediment transport due to waves and undertow in addi- 
tion to the transport due to nearshore currents. Around the harbor entrance, 
accretion due to nearshore current is reproduced well. In the area where waves 
attack directly and the cross-shore sediment transport is active during the storm, 
however, the measured topography changes are not reproduced well. In numerical 
calculation, the topographical changes due to cross-shore sediment transport is 
not cancelled even after a year. 

We, therefore, tried to investigate more precisely the calculation results. Fig. 
9 shows the examples of calculated bottom topography changes after 3rd to 5th 
step during the decreasing period of the wave height. The upper figures show 
changes during each step, and the lowers ones show the cumulative changes from 
the initial topography. The eroded area during 3rd step with the largest wave 
height is accreted during 4th step. And the eroded area during 4th step is accreted 
during 5th step. The eroded area near the shore due to severe waves is, thus, 
gradually buried and the accreted area moves onshoreward during the decreasing 
period of the storm. These results suggests that the wave-induced transport due 
to sheet flow and the flow-induced sediment transport due to undertow play an 
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important role in the short-term beach profile change. 
The above tendencies of the actual beach profile change can be reproduced 

well by numerical simulation. However, the reason for disagreement of final topog- 
raphy after a year is that the modelled series of waves are not given continuously 
and the duration of each step is not appropriate. In order to properly estimate 
the beach profile changes due to cross-shore sediment transports, more detailed 
modelling of the storm is needed. 

Fig. 10 shows the comparisons between the measured and the calculated bot- 
tom elevation changes. The solid symbols indicate the mean values in each area 
and the open symbols indicate those at each calculation point. Although the 
results at each point scatter a lot, the averaged values of each area around the 
harbor entrance show reasonable agreements in both cases. 

CONCLUSIONS 

The results of this study are summarized as follows: 

(1) The parabolic equation model has a fairly good accuracy for estimating the 
random wave transformation such as combined diffraction, refraction and 
wave breaking. 

(2) The undertow was clearly observed through the field investigation. A simple 
vector addition of the nearshore current vector and the undertow vector 
has enough accuracy for practical use for estimating the near-bottom mean 
current in the surf zone. 

(3) For a long-term beach evolution, the measurement showed that beach pro- 
file changes due to cross-shore sediment transports were cancelled and the 
beach evolution can be reproduced satisfactorily by taking into account 
only the sediment transport due to nearshore currents. Further investiga- 
tions are, however, needed for properly estimating the short-term beach 
profile changes due to waves and undertow as well as the long-term beach 
evolution due to nearshore currents. 
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CHAPTER 190 

AN ATTEMPT TO MODEL LONGSHORE SEDIMENT 
TRANSPORT ON THE CATALAN COAST 

J.P. Sierra, A. Lo Presti and A. Sanchez-Arcilla 1 

Abstract 

In this work, the main variables involved in one-line shoreline evolution 
models have been identified and typical values for them have been found for 
different zones of the Catalan Coast. These values have been employed in a 
shoreline evolution model. The model has been calibrated in several points 
of the Catalan Coast, adjusting the free parameters in a longshore sediment 
transport formula. Taking into account the quality of the results, the model 
seems to be an efficient tool for medium term coastal engineering purposes. 

1. Introduction 

The estimation of longshore transport rates is an important problem 
in coastal engineering, in order to predict shoreline changes when coastal 
structures are constructed and to consider shore protection methods without 
unexpected effects. 

Beach changes are controlled by wind, waves, currents, sediment nature and 
water level among other variables, which are necessary data to estimate these 
changes. Given the complexity of beach processes, efforts should be made to 
identify and analyze all relevant physical data needed for an efficient evaluation 
and interpretation of beach evolution. 

Many often these data are not available in the target site. This situation 
increases the number of unknowns which must be obtained by reasonable 
estimates or by adaptation and extrapolation from other projects on similar 
or adjacent coasts. These assumptions should be considered when interpreting 
computed results because they could induce erroneous or misleading estimated 
beach changes. 

However, sometimes, the methods used for predicting longshore transport 
rates and beach evolution, over a medium-term period of time (several years), 

1 Laboratori d'Enginyeria Man'tima (LIM/UPC), Universitat Politecnica de 
Catalunya. C/ Gran Capita s/n, modul D-l, 08034 Barcelona, SPAIN. 
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fail in their predictions because the input parameters are not computed for local 
conditions and corrective procedures are not taken into account. 

As an example, the Catalan Coast, located in the Mediterranean Sea, 
presents distinctive features from other coastal areas like Atlantic or Pacific 
ones. Among these features, we can mention beach slopes, grain size, tidal range 
(which is practically negligible) or the wave climate, which presents storms of 
smaller intensity than other zones due to the limited fetches. 

For this reason, the input variables to predict longshore sediment transport 
rates and shoreline evolution should be expressed in terms of local parameters 
and conditions. 

Therefore, the main goals of this paper are the characterization of input 
variables for shoreline models in terms of Catalonian coastal features and the 
application of the obtained results to the Catalan Coast in order to calibrate a 
shoreline evolution model. 

2. Data employed 

The Catalan Coast has a total length of 580 Km, 270 of them being sandy 
beaches. The northern part shows a predominance of rocky cliffs and reefs. In 
the central and southern areas, sandy beaches are dominant. 

0° Greenwich 

Figure 1.  Location of the 82 beach profiles. 
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In this work, 82 beach profiles from the Catalan Coast have been used. 
These profiles are representative of 105.2 Km of beach (37.6% of the total 
length). In figure 1, the profile locations are shown. 

The profile data have been obtained from several field measurement 
campaigns. Some of them are described in Serra et al. (1989,1990) and Jimenez 
et al. (1992). 

3. Variables characterization 

The main variables involved in one-line shoreline evolution models are beach 
profile shape, closure depth, wave climate, sea level changes, sediment size, 
boundary conditions and interaction with coastal structures. 

The boundary conditions and coastal structures will be defined in each 
individual case to be studied. On the other hand, sea-level fluctuations at 
geological and intermediate time scales have not been taken into account. 
Shorter recurrence intervals which are related to climatic effects, as e.g. daily 
tides, are practically negligible on the Mediterranean Sea, because tidal ranges 
are very small in this area (order of 20-30 cm). Other episodic events will not 
be considered either. 

In this section, attention will be focused on the other mentioned variables 
and their characteristics along the Catalan Coast will be analyzed. 

3.1. Depth of closure 

The depth of closure can be defined as the limit depth for appreciable 
longshore transport. It is a fundamental parameter in shoreline evolution 
models but it is difficult to quantify it. 

Several expressions for the computation of the closure depth have been 
proposed. As an example, the Hallermeier (1978, 1981) expresssion has been 
widely used since it provides a guidance for the estimated closure depth: 

•,(*L) d„ = 2.28 ff.-68.5   -£r (1) 

where He is the wave height exceeded 12 hours a year, Te is the associated wave 
period and d,e is the estimated closure depth. 

If possible, it would be better to determinate the closure depth from beach 
profile changes at the site, but the scarcity and accuracy of data is the main 
difficulty to estimate this parameter which has a statistical nature. 

Based on the field measurements available from multiple profile surveys 
made over a 5 year period through the Catalan Coast, the depth of closure 
was estimated following a similar approach to the one employed by Kraus and 
Harikai (1983) on Oarai Beach. In this approach the closure depth was evaluated 
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Figure 2.  Depth changes 

plotting the standard deviation of the measured depth values versus the average 
depth for the overall studied area, as it is shown in figure 2. 

It can be observed that the most important deviations occur in depths 
shallower than 5.5-6 meters. On the other hand, if the closure depth is computed 
employing the Hallermeier expression (1) fed with the wave data from three 
existing buoys in the zone (as it will be explained later), the obtained values 
are of the same order of magnitude, as it can be seen in table 1. 

Buoy n„ T„ d,e 

Tordera 3.5 7.3 6.4 

Llobregat 3.2 7.4 5.9 

Ebio 3.8 7.0 6.6 

Table 1.  Closure depths from Hallermeier expression 

3.2. Beach profiles 

The second analyzed variable is the beach profile shape. The aim here 
is the obtention of an analytical expression which provides the best possible 
representation of the equilibrium beach profile in the Catalan Coast. 
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Bruun (1954) based on the analysis of beach profiles for the North Sea and 
California Coast, developed an empirical equation with a potential function 
which relates water depth h and shoreline distance y. 

h = AyB 
(2) 

Later on, Bruun and other authors found theoretical justifications for this 
expression. Dean (1976, 1977), centering his study on linear wave theory 
and assuming that the ratio of breaking wave height to water depth is 
constant, justified from three different points of view this potential form for 
the equilibrium beach profile. He found a value of 2/5 or 2/3 for the exponent 
B and showed that the aforementioned equation with B = 2/3 is consistent with 
uniform wave energy dissipation per unit volume across the surf zone. Other 
authors, who also adopted this equation, suggested a potential relationship 
between the shape parameter A and the grain size (Moore 1982, Hanson and 
Kraus, 1989). 

The wide spread use of this profile equation, together with its simplicity, 
led to its application to numerous beaches, which present quite different 
characteristics from the beaches of United States Atlantic Coast. For this 
reason, the first step consisted in the evaluation of the Bruun-Dean expression 
fit to measured data. It was observed that this equation over-predicts depths, 
specially when the A parameter values of Moore (1982) are used (see figure 3). 
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Figure 3.  Bruun-Dean profile vs measured data in Ebro Delta area 
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Considering that the combination of the Bruun-Dean type profile with A 
values from Moore (1982) was not suitable for the available data, the following 
step consisted in the use of an inductive approach to find alternative expressions 
for the beach profile (Lo Presti, 1994; Sierra et al., 1994). The aim was to 
improve the fit with respect to the aforementioned equation for the Catalan 
Coast and to avoid an infinite slope at the shoreline. 

This analysis of beach profile shapes was carried out with a purely statistical 
approach, without any in-depth analysis of the underlying physics. No attempt 
was made to relate the new profile expressions to the beach morphology or 
boundary conditions because of the limited number of surveyed profiles. The 
obtained expressions can be useful in the characterizacion of beach profiles for 
site-specific applications. It should be stressed that no attempt is here made to 
predict the actual beach shape parameters. 

The selection of alternative expressions is based on the previous knowledge 
of general profile shapes. Two alternative expressions have been proposed for 
the equilibrium beach profile. 

i) Exponential equation: 

e' = A(y + C)B (3) 

ii) Rational equation: 

-Th: (4) 

Both equations will be compared with the power-law (potential) expression: 

z = AyB (5) 

where z is the water depth, y the distance to the shoreline and A, B and C are 
parameters to be determined. 

In order to find the best fit curve, a suitable transformation of variables has 
been carried out followed by a straight line regression analysis using the least 
squares method. The curve that provides the best fit to the measured data 
is the one which shows the minimum vertical distance (or prediction error) to 
them. 

Taking into account the prediction errors of the expressions, in the major 
part of the 82 profiles it has been observed that both proposed expressions 
(exponential and rational) fit better to the measured data than power-law 
equations. Moreover, the differences in fit quality between both expressions 
are minimal, as it can be observed in figures 4 and 5. These figures show, 
as an example, the fit of the three expressions to two different measured beach 
profiles. A potential expression with B = 2/3 has also been plotted and referred 
with (D). The measured beach profiles are drawn with continuous line. 
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3.3. Sediment size 

The next studied variable was the sediment size. In this case, the aim was 
to find relationships between the parameters of the analyzed beach profile and 
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the sediment diameter. 

For the exponential equation no predictive relation was found. On the other 
hand, a poor relationship (with a correlation coefficient r = 0.50) between the 
A parameter of the potential expression and the gran size appears to exist (see 
figure 6), while a reasonable relationship (r = 0.82) between the A parameter 
of the rational equation and the sediment diameter D50 was found (figure 7). 
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3.4. Wave data 

As it is well known, waves are generally the most important external factor 
taking part in beach evolution at a short /medium time scale, while the variables 
before studied are beach parameters which graduate its response to wave action. 
For this reason, a good definition of waves characteristics in the studied zone is 
necessary in order to perform an adequate modelling. 

In this work, different sets of wave data were used. The monitoring program 
of the Regional Authorities for the Catalan Coast includes 3 offshore buoys, one 
of which is directional and began to operate in June 1990. The other two buoys 
entered in service in May 1984. In figure 8, the three buoys locations are shown. 
Visual data (since 1950) are available too. 

For obvious reasons of space limitation, a detailed analysis of the wave data 
can not be included here. As a summary of the available information, it can be 
said that the wave heights recorded by the three buoys present similar trends 
because the distances among them are relatively short (about 100 km). 

Since the Catalan Coast is the West boundary of the Occidental 
Mediterranean basin, it is opposite to the coasts of France, Italy, Africa and 
some islands, and as a consequence the maximum fetch on this coast is about 
750 Km. Due to this restriction in the fetch magnitude, the waves acting on 
this zone have a limited energy, as it was mentioned before. The most energetic 
storms are those coming from NE or E. 

The directions of the most frequent waves change along the Catalan Coast. 
In the southern part, near the Ebro Delta, there are three predominant 
directions (with almost 80% of the ocurrences) according to both visual and 
recorded data: NW, S and the sector comprised between E and NE. In the 
northern and central parts, there is no recorded directional information and the 
only source are visual data. Acording to this data, the waves are more uniformly 
distributed in all directions, with two predominant sectors: NE-E (about 40% 
of the events) and SW-W (about 28%). 

4. Shoreline evolution modelling 

4.1 Model description 

After all the necessary variables were characterized and their typical values 
defined, a numerical simulation of beach changes produced by spatial and 
temporal differences in longshore sediment transport was carried out at several 
areas of the Catalan Coast. In order to predict the shoreline evolution, a model 
was developed following Hanson and Kraus (1989). It is an one-line model and 
therefore it only considers longshore transport. 

Several longshore sediment transport expressions have been used in the 
model.   The most frequently employed was the Ozasa and Brampton (1980) 
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Qi = (H2Cg)b I oi sin 2ah, - a2 cos ah, -^-1 (6) 

in which H is the significant wave height (in m), Cg is the wave group celerity 
(in m/s), b is a subscript denoting wave breaking, ab, is the angle between 
breaking waves and the local shoreline and at, a2 are adimensional parameters 
given by: 

a* = —TP — 7T (7) 
16 [£l - (l - v){lAUf'2] 

a2 = -j-p ^ -y (8) 
8p--(l-p)tan/?(1.416)5/2] 

where Ku K2 are calibration parameters, p, is the sand density, p is the water 
density, p is the porosity and tan f3 is the average bottom slope from the shoreline 
to the closure depth. 

This formula is a modification of the well-Known CERC expression, with 
an additional term in order to consider wave height gradients alongshore. The 
free parameters (iSTi and K2) were calibrated as a function of the net volume 
changes between succesive historical coastlines at several beaches on the Catalan 
Coast. The average shoreline trend for each historical line was estimated, to 
avoid misinterpretations due to seasonal variability. 

Successive analyses were made to characterize sequential order and 
discretization fineness effects, particularly concernig wave angles. It was 
concluded that the effect of wave angle variation is very important because 
of nonlinearities. A small change in wave angle produces greater differences in 
beach evolution than small changes in wave height. 

A sensitivity analysis of the coastline discretization size was carried out too. 
The importance of both discretizations (spatial and temporal) was analyzed. 
It was found (within engineering accuracy bounds) that small changes in the 
spatial discretization parameter (Ax) do not give rise to significative differences 
in the results, if the stability condition (given by the Courant number) is 
satisfied. 

On the other hand, changes in the temporal discretization parameter 
(At) do not originate differences in the results, if the stability condition is 
preserved and provided that wave directions remain unaltered when a different 
discretization is adopted. 

4.2. Case study 

As an example of the model performance, one of the analyzed cases will be 
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described here. It deals with the beach between Comarruga and Calafell whose 
location is shown in figure 8. 

This coastal stretch is a sandy beach with a length of 13 km. Originally 
it was in a relative dynamic equilibrium and the shoreline was approximately 
a straight line. The bottom contours were also approximately straight and 
parallel lines. In this zone, there was a rather large gross longshore sediment 
transport (about 200,000 m3/year) but the net rate of longshore transport was 
practically negligible (about 10,000 m3/year). 

In the middle seventies two offshore marinas were constructed here, without 
taking into account the littoral dynamics and the important gross sediment 
transport existing in the area. The construction of both marinas induced 
important changes in the longshore sediment transport conditions and a 
tombolo was generated between the shoreline and each marina. 

Shoreline position data were available immediately before and four years 
after the construction of the marinas. Using this data set, the one-line model 
was calibrated simulating the generation of both tombolos. 

The main problem was the lack of recorded wave data during the tombolos 
formation. The necessary wave climate to feed the model was taken from the 
directional buoy wave data. This directional buoy provides wave parameters 
(height, period and direction among others) every 3 hours. The available wave 
data were from the nineties while the simulation period was from the seventies. 
It is nevertheless hoped that the recorded wave data are representative of 
average conditions in the zone so that they can be adopted to perform the 
simulation. A summary of the wave climate is shown in figure 9. 

The selected boundary conditions were of pinned-beach type on both sides, 
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because the simulation bounds were enough far from the studied zone. This 
means that the transport rate gradients are zero and as a consequence the 
shoreline at these points does not move. 

For other problem variables like closure depth, sediment size and beach 
profile shape, local values following the methodology described before were 
adopted. Correspondingly, a closure depth of 6 meters was employed in this 
case. The adopted gram diameter, obtained averaging several samples was 
Duo = 50 mm. With this value, a profile of the rational type was derived 
taking into account the curve shown in figure 7. Therefore the only unknowns 
of the problem were the parameters K\ and K% of the longshore sediment 
transport expression. These parameters were calibrated following a trial and 
error procedure. It was found that the more suitable values were Kt = 0.3 and 
K3 = 0.7. 

The value found for K\ is much smaller than the value of K\ = 0.77 
originally determined by Komar and Inman (1970), although several authors 
have recommended in more recent works a decrease of the Kt magnitude. On 
the other hand, the value of K3 seems too large. This is probably due to the 
difficulty in reproducing with accuracy the behaviour of the marinas since they 
are coastal structures with a complex geometry. 

Figuie 10.  Model calibration in teims of shore-line evolution 

The obtained prediction of shoreline evolution is shown in figure 10. A 
reasonable agreement between measured and predicted shoreline positions can 
be observed. It is also noticeable that the model reproduces the tombolos at 
the proper locations. 

Finally, a sensitivity analysis of the Kx parameter was carried out, as shown 
in figure 11.   In this figure, the deviations between measured and predicted 
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shorelines for other Kx values can be seen. 

5. Summary and conclusions 

The essential variables involved in shoreline evolution models have been 
identified and corresponding typical values have been determined for different 
zones of the Catalan Coast. The improved description of the relevant physical 
data in terms of local values is very important in order to reduce the number 
of unknowns involved in beach evolution simulation. 

On the other hand, two new expressions for equilibrium beach profiles have 
been tested, one of exponential type and the other one with a rational form. 
Both expressions give an improved fit in most of the measured profiles on the 
Catalan Coast with respect to other state of the art expressions. 

Finally, a shoreline evolution model has been calibrated for different areas 
of the Catalan Coast, employing local values for the variables involved in the 
process. The calibration was carried out adjusting the free parameters of a 
longshore transport formula and finding their most suitable values. 
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CHAPTER 191 

EROSION AND OVERTOPPING OF A GRASS DIKE 
LARGE SCALE MODEL TESTS 

G.M. Smith1), J.W.W. Seijffert2> and J.W. van der Meer1) 

ABSTRACT 

A comprehensive test series at full-scale was performed on a grass dike to obtain 
quantitative information on the wave loading, erosion rate, residual strength and 
overtopping under design storm conditions. The purpose was to establish design and 
assessment criteria for this type of dike, which exists in many places in The 
Netherlands. The particular dike tested exhibited, in general, a considerable 
resistance to erosion. However, such a non-homogeneous surface is subject to weak 
spots which can erode very quickly. The most critical region, where the wave 
loading is the highest, has been identified. The residual strength of the underlying 
layer of clay is defined as the time it takes for erosion to progress through the entire 
layer and expose the sand core of the dike. For the dike tested, the residual strength 
of the 0.8 m thick clay layer is estimated to be 10 hours under design conditions. 
Measurements of the average overtopping rate and the volumes per overtopping wave 
were compared to existing formulae, developed from the results of small-scale tests. 
The comparison was favourable, indicating that scale effects are not substantial for 
these quantities. 

INTRODUCTION 

Along many rivers and some sections of sea coast in The Netherlands a grass 
dike protects the low-lying polder land. Interest in grass dikes is growing, as a result 
of increasing environmental, economic and aesthetic concerns. In spite of this, no 
method was available to assess the strength of a grass layer for design or repair 

1) DELFT HYDRAULICS, P.O. Box 152, 8300 AD Emmeloord, The Netherlands 
2) Dutch Ministry of Public Works, Road and Hydraulic Engineering Division, P.O. Box 5044, 

2600 GA Delft, The Netherlands 
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2640 COASTAL ENGINEERING 1994 

purposes. In recent years the strength characteristics of a grass dike have been syste- 
matically studied in order to answer the following questions; Is the strength mostly 
determined by the grass itself, the root system or the underlying soil? How does the 
grass layer behave during long-term wave and current loading and how long does it 
take before the grass layer can be considered to have failed? What is the residual 
strength of the dike, ie. how long does it take, after failure of the grass layer, until 
the sand core of the dike becomes exposed? 

In 1992 a large-scale testing programme was created in order to answer these 
questions. By also measuring the overtopping rate, these tests then also provided the 
opportunity to compare recently derived overtopping formulae with full scale 
measurements. The aim of the study was: 

1. to study the behaviour of the water motion (velocity, pressure distribution, 
layer thickness and runup) over the grass slope. 

2. to measure the erosion resistance of the grass layer. 
3. to measure the average overtopping rate and the overtopping volume per 

wave, for a wide range of wave and water level conditions. 
4. to measure the residual strength of the underlying layer of clay. 

The project was commissioned by the road and hydraulic engineering division of 
the Dutch Ministry of Public Works and was performed by DELFT HYDRAULICS, 
Delft Geotechnics and the Agricultural University of Wageningen. 

The tests were performed in de Delta Flume of DELFT HYDRAULICS. This flume 
is 250 m long, 5 m wide, 7 m deep. Waves can be generated up to 3 m in height. 
With this facility waves occurring under design storm conditions for the north coast 
of Holland could therefore be generated. 

TESTING SETUP 

For this project a section of an existing sea dike was excavated and transported 
to DELFT HYDRAULICS. This was achieved by cutting a total of 16 blocks out of the 
grass and clay covering layer out of the dike. Each block measured 2.5 m x 2.5 m 
x 1 m thick (Photo 1). 

The dike section was reconstructed in de Delta Flume and consisted of an outer 
slope (sea side) of 1:4, a 2 m wide crest at at height of 7 m above the flume bottom 
and an inner slope (land side) of 1:2.5 (see Figure 1 and Photo 2). The grass section 
of the dike was located in the centre 2.5 m of the flume, with 1.25 m wide concrete 
sections on either side. The inner slope consisted of grass from the crest down to an 
elevation of 3.5 m and below that of concrete to a height of 2.5 m. Behind this slope 
was the overtopping container, which had a capacity of 17 m3. The grass was placed 
only in the middle of the flume for three reasons: 
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Photo 1   Excavation of sections from the dike 

Photo 2  Dike in the Delta Flume prior to testing 
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outer slope 

grass/clay blocks overtopping 

contalner 

Figure 1  Cross-section of the dike in the Delta Flume 

1. Fewer sections were needed to be excavated from the dike and placement in 
the flume was facilitated due to access from the sides. This also reduced the 
possibility of damage during placement. 

2. Instruments could be easily attached to the concrete sections of the slope. 
3. The concrete section of the slope served as a smooth reference for wave 

runup measurements. 

In order to prevent interaction of the water on the concrete and grass sections of 
the dike, 0.45 m high wooden partitions were placed in between and sealed water- 
tight. 

Condition of the grass in the flume 

Approximately 16 m of the dike was located inside the hall of the facility (only 
part of the flume is located within a hall). The inside section (the outer slope, 
from the toe to an elevation of 6 m) received therefore less light than would occur 
under natural conditions. This, in conjunction with relatively high temperatures 
(25 to 30°C), caused the condition of the grass to deteriorate. In order to minimize 
this, twenty special 400 Watt lamps were hung 1 m above the grass slope. The lamps 
burned about 16 hours per day, following the natural day-night cycle. The grass 
reacted well to this measure and had grown about 30 cm before preparations for the 
tests were completed. The Agricultural University of Wageningen performed a 
detailed inspection of the vegetation and root network before testing commenced. 
The vegetation cover was in good condition and had a high covering density. 
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Instrumentation 

A large number of instruments was placed on and in the dike. For measurements 
of the water motion on the slope 6 electro-magnetic velocity meters (EMV's), 
2 runup meters (one on the grass and one on the concrete), 3 water layer thickness 
meters and 30 pressure transducers were used. In order to measure the pore water 
pressure response in the clay, Delft Geotechnics inserted 32 pore pressure trans- 
ducers into the clay layer. These transducers were inserted at various depths below 
the surface via the sides of the grass/clay blocks. In order to measure the rate of 
erosion due to wave attack the elevation of a large number of points on the grass 
surface was regularly surveyed. 

The overtopping rate was measured via a water level gauge located in the over- 
topping container. This container consisted of three separate sections to ensure that 
only the overtopping water from the grass section was accumulated and measured. 
The number of overtopping waves was determined from the runup meter, which 
extended to the crest elevation of the dike. 

TESTING PROGRAMME 

To achieve the three main aims of the study, three test series were performed: 
erosion, overtopping and residual strength. 

Erosion tests 

This series consisted of seven tests. The purpose of these tests was to obtain 
information about the behaviour of the water motion on the slope before and after 
breaking and about the erosion resistance of the grass layer itself. 

The first five tests were of short duration and were performed with relatively 
small regular and irregular waves. These tests were intended to provide information 
about the water motion without damaging the grass layer. For the interpretation of 
the measurements of the erosion rate, differentiation was made between the average 
rate and hole development. On average, the erosion process progresses relatively 
slowly and is more or less evenly distributed over the surface. Hole development 
occurs after the erosion has locally progressed through the root layer. The sixth and 
seventh erosion tests provided information over both types of erosion. 

The sixth test was performed with irregular waves having Hs = 1,4 m and 
TP = 4.7 s and a water level of 4.8 m (Photo 3). These are the conditions for a 
design storm along the northern Dutch coast. During the test the waves were inter- 
rupted several times for inspections and surveying of the grass surface. After 9 hours 
of wave attack a hole 0,75 m in diameter and 0,12 m deep was noted 1 m under the 
still water level (SWL). After 1 more hour of wave attack the hole was measured 
again and then again after a second hour. The hole had in that time grown to a 
diameter of 1 m and a depth of 0.15 m (Photo 4). 
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w* 

Photo 3  Erosion test 6: Hs = 1.4 m, TP = 4.7 s 

Photo 4  Erosion test 6: Damage after 11 hours of testing 
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In order to obtain more information about the average erosion rate, it was 
decided to continue the test for at least another several hours. To prevent the hole 
from becoming so large as to affect the other measurements and the subsequent test 
series, it was repaired and protected from further erosion. After a total of 17 hours 
of wave loading a second hole had appeared 0.5 m under the SWL. This hole was 
0.8 m in diameter and had a depth of 0.11 m. This was the location of the heaviest 
wave loading, where the most damage was expected to occur. This was the end of 
the test; the surface was inspected in detail and then repaired and protected for the 
remaining tests. 

The seventh erosion test was performed with small irregular waves (Hs = 
0,75 m; Tp = 3.4 s) and a lower water level (3.5 m). This lower part of the slope 
had not been subjected to much wave loading and was considered to still be in the 
original condition. The purpose of this test was to obtain information over the 
influence of the wave height on the erosion rate. The test was carried out in the 
same manner as test number 6, except the inspections and surveys of the surface 
were made every 4 hours instead of every hour due to the slower erosion rate. After 
20 hours of wave loading the test was stopped. No serious erosion had occurred 
(Photo 5). 

Photo 5  Condition after erosion test 7 

The results of the erosion measurements of these two tests led to the definition 
of 3 erosion zones over the slope. The most erosion (both hole development and the 
highest average erosion rate) was concentrated to a depth of (0.3HS) to (0.6HS) 
under the SWL. This is defined as zone 1 (see Figure 2). Between the SWL and a 
depth of 0.3HS (zone 2), the average erosion rate was half of that in the first zone. 
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No hole development occurred in this second zone. In the third zone, above the 
SWL, practically no erosion was noted. 

TEST 1: avg: 0 rrm/hr 

hole: 0 mm/IT- 

TEST 2:  avg: 0 rrm/hr 

hole: 0 mm/hr 

TEST 1: avg: 3.3 mm/hr 

hole: 50 mm/hr 

TEST 2; avg: 1.0 mm/hr 

hole: 0 mm/hr 

TEST 1: avg:   1.5 mm/hr 

hole:    D mm/IT- 

TEST 2: avg:  0.5 mm/hr 

hole:    0 mm/hr 

Figure 2  Defined erosion zones 

The results showed clearly that the strength of this particular grass dike lay in 
the root network which was between 5 and 10 cm thick. It was also noted that the 
average erosion rate was proportional to about the square of the significant wave 
height (see Figure 3). 

WAVE  HEIGHT Hs (m) 

Figure 3 Erosion rate (E) as function of Hs 
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Based on these measurements a preliminary model has been developed which 
allows one to estimate the maximum allowable duration of continuous wave loading 
before a certain depth of erosion is achieved (Meijer and Verheij, 1994). An 
example is given in Figure 4 wherein lines of 5 mm and 50 mm erosion are shown. 
Of course, based on only two tests, this model is very limited. However, more tests 
have recently been performed with other wave heights on a wide range of different 
vegetation and subsoil characteristics and it is meant to expand the model with the 
new information. 

EROSION 
C> 5 mm      X 50 rnm 

TEST^^ TEST^1 

TST 7 TE:;T 7 

2 3 4       56789 10 
TIME (Hrs) 

20 30       40     50 

Figure 4 Loading duration for erosion of d = 5 mm and d = 50 mm 

Overtopping tests 

In this series twelve tests were performed with irregular waves. The purpose was 
twofold: 

1. to give a visual impression of average overtopping rates from 0.1 to 25 1/s/m, 
under typical conditions for sea dikes (large freeboard and large waves) as 
well as for river dikes (low freeboard and small waves). A video presentation 
of the differing conditions was made. During some of the tests an observer 
stood on the crest of the dike to experience the force of the overtopping water 
under the various conditions. This was performed for the practical purpose 
of setting a criterion for the safe performance of dike inspections and repairs 
during a storm. 
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2. to compare the predictions of overtopping formulae, developed from small- 
scale tests, with large scale measurements. Formulae for both the average 
overtopping discharge and the overtopping volumes per wave and maximum 
overtopping volume were tested. 

The observer on the crest noted that for an average overtopping discharge of 
25 1/s/m (Hs = 1.8 m, TP = 4.7 s and freeboard Rc = 1.8 m) the force of most 
of the overtopping waves (green water, acting mostly on the observer's legs) was not 
large enough to cause a loss of balance. However, twice in 15 minutes the spray 
from the waves (acting over the full height of the observer) did have sufficient force 
to cause him to lose his balance. If it is also considered that during real storm 
conditions a high wind speed is also present, it must be concluded that performance 
of inspection or repair work during these conditions is not possible. This conclusion 
is also extended to conditions leading to an average discharge of 10 1/s/m. 

Comparison of measurements to existing formulae 

Average overtopping rate: 
The most widely applied formula for the average overtopping discharge is (Van 

der Meer and Janssen, 1994): 

Q = Aexp(-BR) (1) 

For this formula the parameters Q, R, A, B are dependent on the breaker parameter 
as follows: 

for £     < 2 (breaking waves): 

Qb=    q 
s R      Js 

, , -S-;   R. = —£- -V_£e.;    A = 0.06;   B = 5.2 (2a) 
[Z^3 \ tana Y/^s

tan« 

for £op > 2 (non-breaking waves): 

Qn = -!=;   Rn = -%-;   A = 0.2;   B = 2.6 (2b) 

Jrt 
with 

Qb>Qn = dimensionless overtopping discharge [-] 
b = subscript for breaking waves 
n = subscript for non-breaking waves 
A,B = regression coefficients [-] 
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q 
g 
Rc 
HS 
Rb-Rn 

£op 
sop 
Tf 

average overtopping discharge, per metre length of dike 
acceleration due to gravity 
crest freeboard 
significant wave height 
dimensionless crest freeboard 

- breaker parameter = tan a I Vsop 

= wave steepness = 27rHs / (gTP
2) 

=  reduction factor for roughness 

[m3/s/m] 
[m/s/s] 

[m] 
[m] 
H 

H 
H 

Analysis of the runup measurements for the grass slope indicate that the y{ value 
is, on average, between 0.8 and 0.9. It is dependent on the length of the grass, etc. 

Figure 5 shows that for the higher overtopping rates the measured data points 
compare favourably to the predicted values. 

Figure 5 Measured and calculated average overtopping discharges 

Overtopping rates per wave: 
The average overtopping discharge does not give an indication of how much 

water can be expected to overtop the crest by a particular wave. The maximum 
volume per wave can be more than 10 times higher than the average discharge. In 
Van der Meer and Janssen (1994) a formula is presented to calculate the overtopping 
volumes per wave, based on the probability distribution of the overtopping volumes 
of individual waves (a Weibull distribution). The volume per wave is based on the 
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average overtopping discharge. From this approach the maximum overtopping 
volume from a group of N waves can be predicted with 

yM = «[to(AWf (3) 

where 

Vmax =  maximum overtopping volume in a single wave [m3] 
Nov    = number overtopping waves = N/Pov [-] 
N       = number of incoming waves [-] 
Pov    = probability of wave overtopping [-] 
a        =   scale factor in the Weibull distribution = 0.84 qTm/P0V [-] 
Tm     = average wave period = storm duration / N [s] 
q       = average overtopping discharge, per m length of dike            [m3/s/m] 

The probability of overtopping Pov can be calculated with 

exp *jn. * (4) 

The coefficient c follows from the assumption that the runup distribution follows 
a Rayleigh distribution. The value of c can be calculated with 

c = 0.81 y. E    with a maximum of c = 1.62 yf (5) 

The relation between the maximum volume in one wave and the average overtop- 
ping discharge is shown in Figure 6. In this figure the calculated line is based on a 
wave height of 1 m. The data points are for differing wave conditions. For average 
discharges of less than 10 1/s/m the wave heights were all approximately 1 m. For 
the higher rates the wave heights were approximately 1.5 m, which is why the data 
points fall above the calculated line. 

It can therefore be generally concluded that the formulae developed on the basis 
of small scale tests are representative of prototype conditions. 

Residual strength test 

The residual strength of a dike is defined as the capacity of the underlayers to 
withstand wave and current loading after the top protection layer has failed. For a 
grass dike the top protection layer is the top 5 to 10 cm layer where the grass and 
root network is concentrated. The underlayer is the approximately 1 m thick layer 
of clay which covers the sand core of the dike. The residual strength is expressed 
in terms of the time it takes, after failure of the grass layer (the development of a 
hole), for the sand core to become visible. 
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- Colculoted. Hs=1m 

AVERAGE  OVERTOPPING DISCHARGE,  q  (L/s/m) 

Figure 6 Maximum overtopping volume in a single wave as a function of the 
average overtopping discharge 

This last test was performed after all erosion and overtopping tests were 
completed. The wave conditions for this test were identical to those for the sixth 
erosion test (design wave conditions). At the location of the wave impact, the grass 
and root layer had already been fully eroded away during the first two test series. 
Therefore, this test was considered to give a measurement of the residual strength 
of the clay layer alone. At the start of the test the clay layer was about 0.8 m thick. 

After 4 hours of wave loading an under water inspection of the slope was carried 
out. It was noted that a large hole 0.4 m deep had appeared just under the still water 
line, along the edge of the grass/clay section of the dike. After 1 more hour of 
loading this hole had expanded to the full depth of the clay layer and the test was 
stopped. Photo 6 shows the results. 

The growth of this hole must most likely be attributed to edge-effect and these 
results cannot be interpreted as the behaviour of a pure clay surface. This can be 
considered representative, however, for a dike with a transition from grass to a 
"hard" cover layer such as asphalt or a block revetment. Based on these measure- 
ments, the residual strength would be (conservatively) estimated at 5 hours. 

Measurements of other sections of the surface that were not disturbed by this hole 
can be used to get an indication of the erosion rate of the clay. These measurements 
showed 0.25 m erosion over the 5 hours of testing or 0.05 m/hr This compares 
extremely well with the results from erosion tests 6 and 7: the erosion rate, which 
can be compared to that for hole development, as well as the location of the erosion 
agreed with the values for zone 1. This value leads to an estimation of the residual 
strength as being 16 hours. Based on these two results the residual strength of this 
0.8 m thick clay layer is estimated to be about 10 hours. 
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Photo 6 Condtion after residual strength test 
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CHAPTER 192 

Calculation of Tombolo in Shoreline Numerical Model 

Kyung Duck Suh1, Associate Member, ASCE, and C. Scott Hardaway2 

Abstract 

An algorithm is developed that is capable of calculating the formation of 
a tombolo in the lee of an offshore breakwater in a shoreline numerical 
model by inversely applying the method proposed in 1985 by Hanson and 
Kraus for constraining the shoreline not to retreat landward of a seawall. 
The algorithm is linked to a shoreline numerical model which uses curvi- 
linear coordinates that follow the shoreline. The project of six segmented 
breakwaters at Chippokes State Park, Virginia is reported. The devel- 
oped model is applied to the simulation of the shoreline change during 
the first nine months after construction of the Chippokes breakwaters. 

1    Introduction 

Offshore breakwaters have been used as a means to protect beaches against 
severe erosion. The wave-induced longshore currents generated behind the 
breakwaters deposit sediments in the sheltered area to build a new morpho- 
logical shape called a salient. Sometimes the salient grows until its apex reaches 
the breakwater to form a tombolo. A number of numerical models has been 
developed for predicting shoreline change in the vicinity of coastal structures. 
However, there are few numerical models that can simulate the formation of 
tombolos. Most of the numerical models stop computation when the com- 
puted shoreline reaches the breakwater or predict outgrowth of the salient 

'Principal Research Engineer, Ocean Engineering Division, Korea Ocean Research k, De- 
velopment Institute, Ansan P.O. Box 29, Seoul 425-600, Korea; formerly Marine Scientist at 
Virginia Institute of Marine Science. 

2Marine Scientist, Department of Physical Sciences, School of Marine Science, Virginia 
Institute of Marine Science, The College of William and Mary, Gloucester Point, VA 23062, 
USA. 
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seaward of the breakwater. Perlin (1979) has proposed a method for han- 
dling the formation of a tombolo. Unfortunately, however, he could not find a 
well-documented data set to test his model for the case of tombolo formation. 

In the present study, a numerical shoreline evolution model is developed to 
permit the formation and growth (or decay) of tombolos in the lee of imperme- 
able offshore breakwaters. Hanson and Kraus (1985) have proposed a method 
for constraining the shoreline for the case of a seawall in a shoreline numer- 
ical model, which corrects the longshore sediment transport rates so as not 
to allow the shoreline to retreat landward of a seawall. In the present model, 
the method of Hanson and Kraus is borrowed for the calculation of tombolo 
formation in the lee of offshore breakwaters, the inverse of the problem of a 
seawall. The project of six segmented breakwaters at Chippokes State Park, 
Virginia reported in Hardaway et al. (1988) is summarized, and the developed 
model is applied to the simulation of the shoreline response during the first 
nine months after construction of the breakwaters. 

2     Numerical Model 

Advanced knowledge of waves and currents and the resulting sediment trans- 
port, associated with the increased capacities of large high-speed computers 
and improved numerical modeling algorithms, has made it possible to apply 
such complex models as a multi-line model (Perlin and Dean 1985) or gen- 
eral 3-D topographical change models (Wang et al. 1975; Watanabe 1982) to 
numerical modeling of shoreline problems. However, due to the relatively accu- 
rate prediction of the shoreline change with less computational effort, shoreline 
models have been widely used. In this section, a shoreline numerical model is 
developed using the curvilinear coordinates that follow the shoreline, as done 
in LeBlond (1972), Uda (1983), and Kobayashi and Dalrymple (1986). The 
use of a curvilinear coordinate system may be more advantageous than the 
Cartesian coordinate system for the situation in which the shoreline orienta- 
tion is deviated largely from the straight shoreline as on a tombolo behind an 
offshore breakwater. 

2.1     Shoreline change model 

The curvilinear coordinate system used in the present model is shown in Fig. 1 
along with some other notations. The symbol s denotes the coordinate fol- 
lowing the shoreline whose positive direction points to the right when facing 
seaward. The coordinate pair (xs, ys) gives the location of an arbitrary point 
on the curved shoreline in terms of a Cartesian coordinate system. 

^,^U(cos0,sin0) (1) as    as J 

is the unit tangential vector to the shoreline in the direction of increasing s, 
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WAVE 

Fig. 1. Curvilinear coordinate system and definition of model 
variables. 

dv   Ox 
rt= [—gf>-(j£) =(-sin0,cos0) (2) 

is the seaward unit normal vector to the shoreline, and 9 is the angle between 
fh and the s-axis which is measured counterclockwise from the positive x- 
direction. In the figure, Q is the volumetric longshore sediment transport 
rate, and on, is the breaking wave angle between the wave crest and the z-axis 
which is measured counterclockwise from the positive ^-direction. 

Assume that the point, (xs,ys), moves perpendicular to the shoreline, so 
that 

dxs   dys 

dt ' dt (3) 

in which e is the rate of shore-normal movement of shoreline. Using the nota- 
tion of complex variables, 

%s — *^s   i   ^Vs 

in which i = y/—l, and expressing e as 

6_    Dds 

(3) can be written as 

dz. 1 dQ 

^T = -^s7exp 0 + I) 

(4) 

(5) 

(6) 



Q = THl12 Kr sin(266) - 

in which 

r                     V9 
16(s. - 1)(1 - p)y/H 

and 

81 = ai — 6 
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in which D is the depth of profile closure at which no measurable change in 
bottom elevation occurs. If 0 is very small, the real part of this equation states 
that the shoreline does not move in the ^-direction and the imaginary part 
reduces to the sediment continuity equation of traditional shoreline models 
using the Cartesian coordinate system. 

A widely-used expression for the longshore sediment transport rate in places 
where diffraction dominates is that proposed by Ozasa and Brampton (1980): 

(7) 

(8) 

(9) 

is the breaking wave angle relative to the shoreline under the assumption that 
the breakerline and the shoreline are locally parallel, and g = gravitational 
acceleration; ss = specific gravity of sediment relative to fluid; p — porosity of 
sediment; K = ratio of wave height to water depth at breaking; Hi, = breaking 
wave height; tan/3 = beach slope; Ki,K2 = empirical longshore sediment 
transport coefficients. The first term in (7) describes the sediment transport 
rate produced by obliquely incident waves, whereas the second term describes 
the transport due to a longshore gradient of breaking wave height, which has 
been found to be of great importance in cases where diffraction dominates. 
The beach slope is calculated by the empirical formula proposed by Sunamura 
(1984) for given breaking wave height, wave period and sand grain size. 

A number of studies has been performed to determine the coefficient K\. A 
value of Kx = 0.77 was originally determined by Komar and Inman (1970), and 
a decrease from 0.77 to 0.58 was recommended by Kraus et al. (1982). The 
second transport coefficient, K2, has not received great attention of researchers. 
Ozasa and Brampton (1980) used K2 = 3.24^. Hanson and Kraus (1989), 
however, recommended that the value of K2 is typically 0.5 to 1.0 times that 
of^. 

One of the basic assumptions of shoreline numerical models is that the 
beach has a constant depth of profile closure throughout the model area, within 
which erosion or accretion of beach occurs. In this study, the expression pro- 
posed by Hallermeier (1983) is adopted with a deep water wave height, H0, in 
place of the extreme wave height for an annual seaward limit of profile change: 

In the model, the greatest H0 during the simulation period is used for calcu- 
lation of D. 
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2.2 Breaking wave model 

The sediment continuity equation, (6), can be solved for the shoreline position, 
z„ if the wave heights and angles along the breakerline are given. In the 
present model, the wave condition (height, period and angle of incidence) at the 
location of the breakwaters is given as input data and the wave deformation in 
the lee of the breakwaters is computed. It is assumed that the wave condition is 
constant along the line connecting the breakwaters and its longshore extensions 
to the lateral boundaries. This assumption will be appropriate if the offshore 
bottom topography does not deviate drastically from straight and parallel 
contours, the offshore distances of the breakwaters are almost constant, and 
the longshore distance of the model area is not too long. 

The three major phenomena which alter the wave in the lee of the breakwa- 
ters are refraction, diffraction and shoaling. In the present model, it is assumed 
that all these wave phenomena occur independently, so that the breaking wave 
height, Hi,, can be calculated by 

Hb = KDKRKsHB (11) 

in which HB = wave height at the location of breakwaters, and KD,KR,KS 

= coefficients of diffraction, refraction, and shoaling. The diffraction analysis 
used in this model is based on the theory of Penney and Price (1952). The 
method of determining the refraction and shoaling coefficients and the breaking 
wave angle closely follows that of Kraus (1982). 

2.3 Finite-difference equations 

An explicit finite-difference method is used to solve (6), (7) and (9) numeri- 
cally for the wave condition computed along the shoreline. The location and 
orientation of the shoreline and the breaking wave angle are defined at the 
nodal points, and the longshore transport rate is defined between the nodal 
points, as shown in Fig. 2. The sediment continuity equation, (6), at the ith. 
point can be expressed as the following finite-difference form: 

, At Qt-i — Qi 

KAsi + Asi-O 
exp 

+ 0,-1 7T 

2 2 
(12) 

in which At is the time step. The prime denotes the quantity being solved for 
the next time step and the unprimed quantities are known quantities at the 
present time step. The quantities, As,-, #;, and Q,-, are computed by 

As; = [(xSi+1 - xSi)
2 + (y,.+l - ySi)

2]V2 (13) 

0. = tan-1 (V«»-V«\ (14) 
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Fig. 2. Finite-difference representation of shoreline and associated 
transport around ith point. 

and 

Qi = r 
Hbi + Hbi 

5/2 

Ki sm(2Sbi) - K2—~- I I cosSbi 

in which 

s       «fc+^±i_& 

(15) 

(16) 

The explicit finite-difference scheme becomes unstable for a large time step 
At. As done in Kraus and Harikai (1983) for a Cartesian coordinate system, 
an approximate stability criterion for small 6b can be obtained as 

~~ 2      e 
(17) 

in which e = 2KiTHh' /D. This stability criterion can give the first approx- 
imation of the time step for stable solution. If the computed shoreline shows 
saw-tooth instability, a smaller time step will be needed. Such an instabil- 
ity can be suppressed by smoothing shoreline orientation, longshore transport 
rate, and shoreline position as done in Uda (1983), but the smoothing process 
of shoreline position introduces an error in the conservation of sand as Ax 
increases. 
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Fig. 3. Illustration of tombolo calculation. 

2.4    Calculation of tombolo 

When the shoreline reaches an impermeable offshore breakwater, its offshore 
movement should stop there. But a numerical model that does not recog- 
nize the presence of the breakwater may calculate shoreline positions located 
seaward of the breakwater. Thus, at each time step the calculated shoreline 
position should be examined to determine if any point has moved seaward of 
the breakwater. If so, the point should be pulled back to the location of the 
breakwater. Hanson and Kraus (1985) proposed a method to incorporate a 
seawall constraint in a shoreline numerical model. The method permits a grid 
point to move landward of the position of a seawall in the initial computation, 
and then adjusts the longshore transport rates near that point so as to pull it 
back to the location of the seawall while preserving sediment volume. In the 
present study their method is applied inversely for the calculation of tombolo 
formation in the lee of offshore breakwaters. 

Consider the discretized shoreline position as shown in Fig. 3. The dashed 
line denotes the shoreline position at the present time step, and the solid line 
and dash-dotted line denote the uncorrected and corrected shoreline positions, 
respectively, at the next time step. In Fig. 3, the ith point moved seaward 
of the breakwater to reach the point C'(x's.,y's.). We want to pull it back to 
the point C(xSi,ySi), which is the intersection of the breakwater and the line 
passing the points C and C". The equation of the breakwater whose tips are 
located at (xi,yi) and (xr,yr) is 

y = (x-xi)ta,nOB + yi (18) 

in which 6B is the angle between the breakwater and the x-axis which is mea- 
sured counterclockwise from the positive s-direction. The equation of the line 
passing the points C and C" is 

y = (<-aOcot^t^ + < (19) 

in which #,- and #,_! are as defined in Fig. 2, and — cot{(0i_l + 6i)/2} represents 
the slope of the line passing the points C and C". The location of the point C 
is then calculated as the intersection of the lines expressed by (18) and (19). 
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The advance of the shoreline position from C to C" results in a fictitious 
(nonphysical) transport of sand from either one or both sides of the ith point. 
The fictitious transport rate of sand, AQylc, contributed to move the shoreline 
position from C to C" can be calculated by putting zSi for the point C and z's. 
for the point C in (12) as 

AQfic = 
D(Asj + Aa,-_i) 

2A< 
exp 

Bi + 8i. 
«•-*.«) 

(20) 

The amount AQ/;C must be subtracted from the computed transport rates 
(Qi-i and/or Qi) depending on their directions as follows: 

QU = Q,-., - MJsi Q<- 
Qi-i-Qi if   Qi-i > 0 and Q, < 0 

Qt = Qi - AQfic^tg: } 

Qi_i = Q.--1 - AQ/fc   if   Qi-i > 0 and Q, > 0 

QI = Qi + AQfic   if • <5,_! < 0 and Qi < 0 

(21) 

(22) 

(23) 

The superscript c denotes the corrected transport rates. The new position of 
the point B and/or D is then calculated using the corrected transport rates. 
If the new point, B or D, is computed to move seaward of the breakwater, it 
is pulled back to the location of the breakwater using the same procedure as 
above. Finally, it should be mentioned that in the present model, if any two 
adjacent shoreline points touch the breakwater, the transport rate between 
these points is set to zero. 

3     Chippokes State Park Breakwater Project 
The six segmented breakwaters at Chippokes State Park are located on the 
southern shore of Cobham Bay in the James River, one of the tributary estu- 
aries of Chesapeake Bay, Virginia (Fig. 4). Chippokes is a recreational and 
historic state park as well as a model farm. The site is characterized by high 
(12 m) eroding fastland banks composed of a lower unit of shelly, fossiliferous, 
fine to coarse sand overlain by an upper layer of slightly muddy, fine to medium 
sand. 

The preconstruction beach at Chippokes was a curvilinear strand of sand 
about 7.5 m wide from MHW to the base of the bank. The beach itself 
consists of well sorted, shelly sand derived from the eroding bluff. The mean 
diameter of the beach sand averaged from six sediment samples is 0.44 mm 
(medium sand). The shoreline at Chippokes faces almost due north and has 
an average fetch of about 4.8 km. Long fetch exposures of 9.3 km and 14.8 
km occur to NNE and NW directions, respectively. Net longshore transport 
here is eastward but with seasonal fluctuations and on-offshore movement. 
The seasonal wave climate favors northerly winds in winter and southwesterly 
winds in summer.   Mean seasonal winds generate limited waves across the 
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Fig. 4. Location map of Chippokes State Park Breakwaters, 
Virginia. 

river. Extratropical and tropical storms with the associated storm surges are 
the main forces causing movement of beach sand and shoreline erosion. Mean 
tidal range is 58 cm. 

The goal of the project was to design a system which would permit tombolos 
to form utilizing the existing volume of sand on the beach such that with time 
a stable backshore would develop and protect the base of the high banks. A 
system of six rubble mound breakwaters with a length to gap ratio of 1:1.5 was 
constructed in June 1987. The crest lengths are 15 m and gaps are 22.5 m. The 
centerline of the breakwaters is approximately 9 m from the initial MHW line. 
The water depth below MHW at the location of breakwaters varies between 
0.75 and 0.87 m. 

A baseline (a:-axis in Fig. 5) was established using a transit. From this, 33 
profile lines were determined and surveys performed using a rod and level. Pro- 
file measurements were made in July 28 and November 12, 1987 and February 
23, 1988. Aerial photography was done every three months between September 
2, 1987 and March 9, 1988. The photographs were used along with the profile 
data to create shoreline position maps. 

Fig. 5 shows the measured shoreline change (dashed lines) from June 1987 
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to March 1988 along with the computed results. The position of MHW was 
used to track beach changes. Sand began accumulating and migrating toward 
each breakwater unit as cuspate spits formed almost immediately after con- 
struction. The characteristic double salients evolved behind each breakwater 
by September 1987. Sediment for the salients was derived from the adjacent 
embayments. By March 1988 all the bays showed signs of filling. Especially 
obvious are the accumulation of sand on the west end of the system and marked 
loss of sand on the east. One would infer a net west to east movement of sand 
along this portion of the reach. 

4    Model Application 

The developed numerical model was applied to the simulation of the shoreline 
change near the Chippokes State Park Breakwaters for the first nine months 
(from June 1987 to March 1988) after construction. 

4.1     Wave hindcast 

There are no available wave data near the project site for the simulation period. 
Therefore, input wave data at the location of the breakwaters were hindcasted 
from wind data measured at Surry power plant located about 2.8 km ENE of 
the project site (see Fig. 4). The wind data included speed and direction every 
one hour. Assuming that the wave direction corresponds to the wind direction, 
as seen in Fig. 4, the project site is affected by the wind blowing within 
the directional window fanning from 320° to 20° measured clockwise from the 
north. It is also assumed that in order to generate the wave field that affects the 
shoreline change, wind should blow for more than three hours (i.e., more than 
three consecutive observations) within the directional window. The average 
wind speed and direction for the period were calculated by vector-averaging 
the observations given every one hour. A constant wind field corresponding to 
the averaged wind speed and direction was assumed for that period. 

The significant wave height and period at the location of the breakwaters 
were computed using the model of Kiley (1989), which is essentially a shallow 
water estuarine version of the quasi-empirical wind wave prediction model 
developed by Bretschneider (1966) and modified by Camfield (1977). The 
model includes variation in water depth, the effect of surrounding land forms 
on the computation of the effective fetch, wave growth due to wind stress 
and wave decay due to bottom friction and percolation. The wave angle at 
the location of the breakwaters is determined by Snell's law assuming that 
the offshore bottom contours are straight and parallel to the z-axis and the 
deep water wave direction (at the center of the river) is the same as the wind 
direction. 

The weight-averaged (by duration of each wave condition) values of signif- 
icant wave height and period, and wave angle at the location of breakwaters 
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are 12.2 cm, 1.43 s, and 1.33°, respectively, indicating very short small waves 
and net eastward longshore transport rate. The highest wave during the sim- 
ulation was 21 cm high with 2.0 5 period. Waves of 0.5 to 0.7 m height with 
2.5 to 3.0 s period have been observed on April, 13, 1988. In this area, these 
types of events occur every two to three years but slightly lesser events occur 
even more frequently. Total duration of the simulation is 568 hours so that 
the percent of calm is 90 %. 
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Fig. 5. Comparison between measurement and computation of 
shoreline change near Chippokes State Park Breakwaters, 
Virginia; (a) September 1987, (b) March 1988. 
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4.2 Simulation 

The initial shoreline in June 1987 in Fig. 5 was discretized by Ax = 1.524 m 
(5 ft) to give about 10 points behind each breakwater and 195 points (296 m) 
for the shoreline reach shown in Fig. 5. At = 90 s was used. All the water 
depths and shoreline position in the model are with respect to MHW level, since 
the shoreline position in the report of Hardaway et al. (1988) is presented in 
terms of MHW line. The water level was assumed to be fixed at the MHW 
level. The coordinates of the breakwater tips were taken as the shoreward 
corners of the bases of the breakwaters. 

The shoreline change in the areas far from the project site is not available. 
Therefore, the model area was extended to both sides by 100 m and fixed 
boundary conditions were used at both ends. The offshore distances of the 
initial shoreline in the extended areas were assumed to be the same as those 
at the end points of the initial shoreline in Fig. 5. The shoreline change in the 
extended areas is not shown in Fig. 5. 

The longshore sediment transport coefficient Kt = 0.77 was used as sug- 
gested by Komar and Inman (1970). Ki = Ki was used tentatively. The 
calculated depth of profile closure is 0.52 m. 

Fig. 5 shows the computed (solid lines) shoreline changes in September 2, 
1987 and March 9, 1988 along with the measurement (short-dashed lines). The 
initial shoreline position is also given by long-dashed lines. The formation of 
double salients in September 1987 is predicted by the model, even though it is 
not so clear as in the measurement. The model calculated smaller tombolos and 
more prominent erosion behind the gaps compared to those in the measurement 
in March 1988. This may be due to the addition of sediment to the system 
by runoff and bluff erosion as reported in Hardaway et al. (1988), which was 
not included in the present model that assumes zero on-offshore transport of 
sediment. 

4.3 Decay of tombolos 

Sometimes tombolos are built artificially as a means to protect beaches as 
in Elm's Beach, Maryland (Hardaway and Gunn 1989), for example. If the 
project is not designed properly, the tombolos can be reduced to salients. In 
order to test how the model works for such a situation, the model was run 
for 48 hours of HB = 7.9 cm, T = 1.16 sec, and OLB = 0° (the mildest wave 
condition used in the previous simulation) with the computed shoreline in 
March 9, 1988 as the initial condition. The result is shown in Fig. 6. For the 
mild wave condition, the tombolos reduced to salients and accretion occurred 
in the embayments. 
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5     Conclusion 

The present study has proposed an algorithm that is capable of calculating the 
growth and decay of tombolos in the lee of offshore breakwaters in a shoreline 
numerical model. The algorithm permits a grid point to move seaward of an 
offshore breakwater in the initial computation, and then adjusts the longshore 
transport rates near that point so as to pull it back to the location of the 
breakwater while preserving sand volume. The neighboring shoreline positions 
are recalculated using the adjusted longshore transport rates. Even though in 
this study the algorithm was used along with a shoreline numerical model 
which uses curvilinear coordinates that follow the shoreline, it could be easily 
modified for the use in traditional shoreline models using Cartesian coordinate 
system. 

The project of six segmented breakwaters at Chippokes State Park, Virginia 
has been reported. The developed model was applied to the simulation of 
the shoreline change during the first nine months after construction of the 
Chippokes breakwaters. The present model, which does not include cross-shore 
transport, predicted smaller tombolos and more embayment erosion compared 
to measurement at the Chippokes project site, where sediment was added to 
the system by runoff and bluff erosion. The model was applied for offshore 
breakwaters in an estuary with very short small waves, and applications in 
open coasts may be needed to fully examine the performance of the model. 
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CHAPTER 193 

BEACH IMPROVEMENT SCHEMES IN FALSE BAY 

by 

D H Swart* and J S Schoonees** 

ABSTRACT 
A physical sediment model was used to design two beach improvement 
schemes in False Bay near Cape Town. Different layouts of T, L and 
detached breakwaters were tested to determine their effect on the beach and 
how they improved bathing conditions. Although caution was exercised to 
eliminate scale effects, it was found to be necessary to minimize their 
influences. A method was devised to do so which proved successful. It was 
found that equilibrium shoreline positions were reached after 4 years 
(prototype time). Sand feeding after construction will be necessary to 
minimize the deleterious effects of the breakwaters on the adjacent beaches. 

INTRODUCTION 
False Bay which is a large, partly protected bay (ca 35 km x 35 km) is 
situated near Cape Town, South Africa (Figure 1). The study site covered 
about 8 km of coastline from Strandfontein to Kapteinsklip alongshore 
(Figure 1) and up to the -20 m to mean sea level (MSL) contour. False Bay 
provides beach recreational facilities for the nearby metropolitan area of 
Cape Town. 

The CSIR was commissioned to undertake studies on recreational schemes 
proposed for the north shore of False Bay. A tidal pool was built at 
Strandfontein as Phase 1 of this project. Phase 2 consists of beach 
improvement schemes at Kapteinsklip and Middelbank. The aim of this latter 
phase is to provide safe bathing beaches using groynes. At present the 
major part of the coast is rather unsafe for bathing mainly because of steep 

*  Division director and ** Research engineer, CSIR, P 0 Box 320, 7599 
Stellenbosch, South Africa. 
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beach profiles. The client laid down specific criteria to ensure safe bathing, 
e.g. a uniform flat beach slope and the absence of rock and strong 
rip currents. Further requirements were that a safe bathing beach forms 
soon after completion of the structures and that the adjacent coastline must 
not be adversely affected in the long term. This paper deals with the design 
of these beach improvements schemes using a physical sediment model. 

Based on the expected number of visitors and bathers and assuming that 10 
bathers per metre distance alongshore can be accommodated, it was 
stipulated that 1 200 m and 2 000 m of safe bathing beach must be provided 
at Kapteinsklip and Middelbank respectively. 

Waves were recorded in about 20 m of water using two Waverider buoys. 
During the one year recording period, the mean significant wave height at the 
Waveriders was 1,2 m with a mean peak wave period of 11,1 s. The tides in 
the False Bay area are semi-diurnal with a mean spring tidal range of 1,6 m. 
From quarterly surveys it was found that the average median sand grain size 
on the beach is 0,45 mm. A best estimate of the gross longshore transport 
rate is 387 000 rrrVyear while the net longshore transport is eastbound and 
about 145 000 nvVyear (CSIR, 1983). More details about the characteristics 
of the site can be found in Schoonees and Moller (1982) and CSIR (1983, 
1988). 

The mobile bed model which was about 100 m by 35 m, had a horizontal 
length scale of 1/20 and a vertical scale of 1/50 (giving a distortion of 2,4). 
The model sediment was sand with a median grain size (DK,) of 0,315 mm. 
Calibration of shoreline evolution was carried out using results from aerial 
photography. This yielded a sedimentological time scale of 24 h of waves in 
the model being equivalent to 1 year in prototype. The wave climate was 
schematized into five cycles comprising quasi-irregular waves from both the 
westerly and easterly sectors. Schoonees and Moller (1982) and CSIR 
(1988) discusses the design and calibration of this model in detail. 

The values of parameters given below are prototype values unless specified 
otherwise. 

TEST SERIES 

General 
The authorities plan to implement the Kapteinsklip beach improvement 
scheme first followed by Middelbank some four years later. Because of the 
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time and cost involved, it was decided to run most of the tests for four years. 
This was found to be sufficient to reach an equilibrium coastline at the 
groynes as will be discussed later. 

Programme 
The groyne layouts for the Kapteinsklip scheme, the A series, are shown in 
Figure 2a. Figure 2b illustrates the groynes tested in the Middelbank area. 
T, L and detached breakwaters were modelled. In addition, a zero test 
(Test A5) was conducted to determine the behaviour of the model without any 
structures. Having built in the 4 year shoreline condition (of an L groyne) at 
Kapteinsklip, another zero test (Test B3) was run; in this case for the 
Middelbank scheme. This test also served the purpose of showing shoreline 
response over 8 years at Kapteinsklip because the initial shoreline was the 
4 year condition. 

Scale Effects 
The effect of varying the number of cycles of westerly and easterly waves to 
make up one representative year was investigated. Both 5 and 10 cycles 
were tested. It was found that there was very little difference in coastline 
evolution between using 5 or 10 cycles. The easier and cheaper option of 5 
cycles was therefore chosen. 

Sediment samples were taken during Test B3 at different cross-shore and 
longshore locations to investigate the variation in D^ over time. No 
consistent tendencies and therefore scale effects due to sorting were found. 

Rocky areas must be accurately represented in the model. Because they 
limit the availability of sand, rocky areas have a profound effect on coastline 
evolution if they are present. Care, therefore, should be exercised to survey 
them in detail so that they can be modelled correctly. 

Three different scale effects were present in the results. These are diffraction 
effects causing the longshore transport to be incorrectly simulated, onshore 
sediment transport and the formation of cusps. For each of these, a factor 
was determined such that the shoreline response could be modified to 
account for these scale effects. 

Because it was a distorted model, only refraction or diffraction could be 
reproduced correctly. Refraction was chosen to be of more importance and 
thus diffraction had to be corrected for. This was done as follows: 

• Diffraction coefficients were determined from diffraction diagrams (US 
Army, Corps of Engineers, 1977) along a line in the lee of the groynes 
and parallel to the shore. This was done for the diffraction in the model 
and for the case where diffraction would have been correctly 
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simulated.   From these, the incident wave characteristics and by 
assuming Snell's law, the breaker conditions were calculated. 

• The longshore transport rates were then computed at different 
positions along the shore for both diffraction cases. The formulae by 
Engelund, Hansen and Swart and the SPM adapted by Swart (Swart, 
1976a and b) were used. The Schoonees (1986) method was used 
to account for a gradient in breaker height. 

• Volume changes per time were derived from the difference in 
longshore transport rates. These yielded the diffraction factor, kdif. 
Following this procedure for westerly and easterly waves, weighted 
mean diffraction factors were determined along the beach. These 
varied around 1,0 (from 0,5 to 2,0). A factor of 1,0 means that the rate 
of shoreline change was predicted correctly in the model. These 
factors were almost always positive which means that the model 
predicted accretion and erosion to occur in the correct locations. 

To account for onshore sand transport, mean beach profiles found in the 
model during Test A5 (a zero test) were computed after 1, 2, 3 and 4 years. 
A cross-shore sediment transport model (Swart, 1974) was calibrated for 
both model and prototype beaches. Thereafter the model was used to 
predict the onshore transport correction factor (kdwa) for different wave 
heights. 

kdwa = (predicted distance that the coastline changed under 
model conditions, scaled to prototype size) / (predicted 
distance that the coastline changed in prototype 
conditions) 

An analysis of the cusps found in the zero tests (Figure 3) yielded a mean 
cusp factor (k^) of 2,0. The ratio of the distance to the apex of the cusp to 
the distance to the new mean shoreline position without the cusp is k.tr This 
factor was taken to be 2,0 if a cusp was present or 1,0 if not. This could be 
done because adaptations of the coastline position were only done at or 
close to the apex of cusps if they were present. 

Adaptation of the coastline changes to account for these three scale effects 
were done as follows: 

*m — "dwa.m       "dif.m 

and    Vp      =        V^,, +Vdlf,p 
where V       =        volume accreted or eroded 

and subscripts        dwa    =        onshore transport 
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dif      =        diffraction 
m       =        model 

and p        =        prototype 

Furthermore: kdif      =        Vdifm/Vd,p 

Niwa       ~~ ^dwa.m' "< dwa.p 

Substituting these equations it is possible to obtain Vp as a function of V,^ m, 
Vm, kdlf and k^. Assuming that the distance over which the shoreline 
changes horizontally is directly proportional to V (which model results 
confirmed) and incorporating k^, the result is: 

.       awa str dif 

a /K-F m       dif 

This relationship was used to modify the measured model responses. It 
should be noted that the model was designed using preliminary (visually 
estimated) wave data. While the model was being constructed, the wave 
recordings were carried out. If the measured wave characteristics are used 
to compute the vertical scale in the same way as explained in Schoonees and 
Moller (1982), the vertical scale would have been 1/75 (instead of 1/50) giving 
a distortion of 1,6. This would definitely affect the cross-shore transport and 
possibly also the formation of cusps, thus influencing (hopefully reducing) the 
scale effects in the model. 

Test Results and Discussion 
Figures 4a and b show the original model results of Test A4 and the model 
response of this test corrected for the above-mentioned scale effects 
respectively. Note that the adaptation of the results were only done in the 
lee of the L groyne and not to the right of the groyne. The corrected 
shoreline response of Test B3 which started with the 4 year condition of 
Test A4, is illustrated in Figure 4c. Shoreline variations over a period of 8 
years were thus modelled. From these figures it can be seen that most 
shoreline changes occurred within 2 or 3 years after construction of the 
groynes. Equilibrium is reached after 4 years. The same was found of the 
coastline evolution in the other tests. This is in accordance with what has 
been found in the field in Israel (Nir, 1982), Japan (Toyoshima, 1976) and 
Brittain (Barber and Davies, 1985). Thereafter the shoreline fluctuates 
slightly around the equilibrium position (Figure 4c). 

Detailed wave and current measurements were done in order to quantify the 
improvement in bathing conditions. Figures 5a and b show wave height 
contours and current velocities for regular westerly waves at the end of 
Test A6.   The comfort of beach users will be improved by the schemes 
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because the beaches will be wider and will vary less in width over time. 
Bathing safety will be substantially enhanced because of the reduction in 
wave action and the associated reduction in current velocities. However, a 
varying wave climate will be provided along the beach from calm areas to 
enough wave action for the more adventurous swimmer. In addition, the 
beach slopes will be flatter and most of the rock will be covered by sand. 
Rock pinnacles which will still be exposed will have to be removed. To limit 
the return flow (out of gaps between groynes) due to wave overtopping, it 
was recommended that the crest height of the groynes be +2 m to MSL An 
analysis of prototype schemes around the world and the tidal ranges 
occurring at those sites, also indicated this crest height to be realistic. 

To minimize the effect of the schemes on the adjacent coastline, it was 
recommended that sand feeding be carried out with compatible sand. This 
should be done once and up to the equilibrium shoreline position after the 
construction of the groynes is complete. 

Kamphuis (1975) presents an equation to calculate the sedimentological time 
scale. In this formula the factor M should be 1 for perfect agreement. By 
analysing a number of studies he showed M to vary between 0,35 and 14,6. 
For this study M = 1,48, which is in good agreement with the theoretical and 

empirical values. 

Proposed Schemes 
Figure 6a presents the proposed scheme at Kapteinsklip. Together with the 
predicted equilibrium coastline position, areas are shown where additional 
beaches can created using sand nourishment. In Figures 6b and c two 
alternatives are given for the Middelbank scheme. For both the schemes at 
Kapteinsklip and Middelbank, the required length of safe bathing beach will 
be obtained. Sand feeding is strongly recommended to minimize the effect 
on the adjacent beaches. Building each of these schemes in phases in order 
to limit the initial expenditure, was also considered and found to be viable 
(CSIR, 1989). 

CONCLUSIONS 
A physical sediment model is an effective tool to apply to investigations of 
coastline evolution following the construction of groynes. Clients and 
designers can see what happens during tests. However, these models are 
expensive to build and operate. 

Scale effects are normally present in studies using mobile bed models. 
Caution should be exercised to minimise these. In this study the important 
scale effects were found to be the result of diffraction effects, onshore sand 
transport and cusps. A method was devised and applied successfully to 
minimize these scale effects. To achieve this, it is essential to conduct (a) 
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zero test(s) by which the model behaviour without structures can be 
quantified. It was also found that rocky areas should be built in accurately 
because they can have a profound effect on beach evolution. 

In accordance with field observations worldwide it was found that most 
shoreline changes occurred within the first 2 to 3 years after groyne 
construction. Equilibrium shoreline positions are reached after about 4 years. 
An independent check on the sedimentological time scale confirmed its 
accuracy. 

The T, L and detached breakwaters proposed for the beach improvement 
schemes (Figures 6a - c) will improve bathing conditions significantly. Sand 
feeding after construction is necessary to minimize the deleterious effects of 
the groynes on the adjacent beaches. 
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FIGURE 5a: WAVE HEIGHT CONTOURES 
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CHAPTER 194 

BEACH EROSION IN KUTA BEACH, BALI AND ITS 
STABILIZATION 

Abdul R. Syamsudin1- Yoshito Tsuchiya2, M ASCE and Takao Yamashita3 

Abstract 

Due to the construction of an airport runway, severe beech erosion has taken place on 
the Kuta beach, a coral-sand beach in Bali. Introducing the most effective wave for 
beach change in terms of wave transformation on a coral reef, the long-term shoreline 
change is predicted with changing the positions for the boundary conditions to be 
used as headlands for stabilizing the beach in the large scale coastal behavior. We 
could find a possibility of stabilizing the beach against beach erosion by constructing 
three headlands at the positions found. In this beach, a very small amount of sediment 
source can only be produced from the activity of sea animals. On the basis of the 
long-term shoreline change and the theory of the formation of static stable beaches, 
therefore, a methodology for coral-sand beach stabilization was proposed, and parts 
of this were constructed. Further improvement for the headlands is needed, but as of 
1989, a static stable coral-sand beach has been well-formed between the headlands. 

INTRODUCTION 

Acceleration of beach erosion throughout the world is now recognized as being due to 
the way humans have developed and utilized coastal zones and river basins. Many 
attempts have been made to control beach erosion, but in the long term none have 
succeeded in stabilizing sandy beaches that are being eroded. Due to current 
development of coral reef beaches, severe beach erosion has taken place in coral-sand 
beaches in Bali. One of them is the Kuta beach as shown in Figure 1, facing the Bali 
straight. Since, in 1968, an airport runway was constructed on the coral flat in this 

iDirector,  Hydraulic Laboratory,  Research Institute for Water Resources 
Development, Agency for Research & Development, Ministry of Public Works of 
Indonesia, Bandung, Indonesia. 
2Professor Emeritus, Kyoto University & Professor, Meijo University, Tenpaku-ku, 
Nagoya 467, Japan. 
instructor, Disaster Prevention Research Institute, Kyoto University, Uji, Kyoto 611, 
Japan. 
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Figure 1. Location of the Kuta beach in Bali island. 

beach severe beach erosion began to take place near the runway and has propagated 
widely on the northern beach (Figure 2 and Photo. 1). Some countermeasures were 
taken locally, but beach erosion continues to extend northward. In 1975, an UNDP 
team (Tsuchiya, Yahya and Syamsudin, 1976, and Tsuchiya, 1987) surveyed first the 
beach erosion problem, and many international advisors also conducted. Recently, an 
international joint investigation has been carried out with close cooperation between 
both the Research Institute for Water Resources Development, Agency for Research 
& Development, Ministry of Public Works of Indonesia and the Disaster Prevention 
Research Institute, Kyoto University, Japan (Tsuchiya, Syamsudin &. Yamashita, 
1993). In Figure 1(a), the sordines measured in 1960, 1977, 1980 and 1987 are 
shown, and in the figure (b) the distance is taken from the end of the runway in the 
north direction. Note that severe shoreline retreat has taken place in front of 
Pertamina Corteges, and that a foreland was formed near the end of runway. Photo. 1 

Coral reef edge 

^emple ! 

Kortlko plora       ***   '>.  \ 
tvTX 

°   0 - 2   =    Bench mark 0 

(a) Alongshore shoreline change. 
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(b) Alongshore and temporary change in shoreline. 
Figure 2. Shoreline changes in the Kuta beach since 1960. 

Photo. 1. Severe beach erosion near Pertamina Cottage on the Kuta beach 
taken in 1975. 

also clearly shows severe beach erosion by which trees were fallen near Pertamina 
Cotteges. 
In Bali island, two prevailing winds, westerly and easterly exist by which waves are 
generated. Figure 3 shows refraction diagrams of the wave with a period of 15sec, in 
which the small bounded area shows the Kuta beach. Due to westerly winds, swells 
are incident from SW to WSW directions, but no effective waves due to easterly 
winds. A twin mode appears in frequency distributions of coral-sand on the beach. 
The sediment sizes decrease northward. Figure 4 shows sedimentation cells in the 
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BALI   1SLAHD 

Figure 3. Wave refraction diagrams off the southern part of Bali island. 

beach, that was schematically shown using coral-sand characterisitics, in which the 
arrows indicate the possible directions of onshore and longshore sediment transport. 
Before the construction of the runway there existed a sedimentation cell in 
equilibrium, but after the construction it was changed by the runway. Note that the 
main sediment source is only due to coral-sand production from the activity of sea 

(b) After the construction. 
Figure 4. Sedimentation cells formed before and after the construction of the 

airport runway. 
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animals and that the northward predominant direction of longshore sediment transport 
exists. These facts result in severe beach erosion since the airport runway was 
constructed, especially in the northern area of the beach. 
In this paper, we first introduce the most effective wave for beach change in relation 
to the wave transformation on a coral reef, and second predict long-term shoreline 
changes with changing the positions for the boundary conditions to be used as 
headlands for stabilizing the beach against erosion. Third, taking into account an 
existing small amount of sediment source in the coral-sand beach, a methodology for 
coral-sand beach stabilization using headlands must be proposed on the basis of long- 
term shoreline change and the theory of the formation of static stable sandy beaches 
(Tsuchiya, Chin & Wada, 1993, and Tsuchiya, 1994). Since parts of the proposed 
headlands were constructed, a coral-sand beach has been well-formed between the 
headlands. Its plane configuration is compared satisfactorily with the stable one. 

THE MOST EFFECTIVE WAVE FOR BEACH CHANGE 

No continuous wave observations in Bali have been carried out and no available wave 
data can be used. In the prediction of shoreline change, we must specify what wave 
does effectively influence on the beach change. Incident waves onto coral flats are 
subjected to the water depth on a coral flat (Takayama, Koyama & Kikuchi, 1977, 
Tsukayama, Nakaza & Gakiya, 1989, and recently Nelson, 1994) and wave set-up on 
the flat (Seeling, 1982). Wave transformation in the offshore region on a coral reef 
can be calculated by the usual method, but on the coral flat we must introduce wave 
damping due to breaking of the propagating wave and bottom friction. Introducing 
Battjes' bore model (1974) into the conservation of wave energy flux a wave damping 

(a) Dependency to deep water wave height       (b) Dependency to water depth 
Figure 5. Changes of the wave height at shore with an increase in the deep water 

wave height and the maximum wave height in relation to the water depth 
on a coral flat. 

model due to breaking is derived and compared satisfactorily with experimental data 
by Tsuchiya, Syamsudin and Yamashita (1993). Thus, wave transformation on a coral 
reef was calculated in terms of wave refraction, shoaling, and damping due to 
breaking and bottom friction to estimate the wave height near the coral-sand beach in 
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relation to the deep water wave height. Figure 5 (a) shows the relation between the 
wave height (Hs) near the coral-sand beach and the deep water wave height (Ho), in 
which the numerals show the wave period, resulting in clearly a maximum wave 
height (Hnnax) independent of the wave period. Figure 5(b) shows the relation 
between the maximum wave height (//smax) and the water depth (dr) on the coral flat, 
that clearly indicates a linear relation independent of the wave period. In the 
evaluation of the water depth on the coral flat for estimating the maximum wave 
height, wave set-up must be superimposed on the high tide. 
The total rate of longshore sediment transport plays the most important role in the 
shoreline change. By introducing the longshore sediment transport rate, therefore, the 
wave height changes were calculated with changing wave period as shown in Figure 
6, in which the upper two curves indicate the effective wave heights that 
representatively were calculated by linear and nonlinear wave theories, and the lower 
shows the dependency of the relative total rate of longshore sediment transport on the 
wave period. There exists a maximum total rate of longshore sediment transport at 
the wave period of about 14sec, but the wave height is nearly constant. The wave 
having the period and the maximum wave height can be used as the most effective 
wave in the coral-sand beach process in the Kuta beach. But, the incident angle of the 
wave should be assumed to be SW in the calculation. 

Figure 6. Changes in the maximum wave height and the relative longshore sediment 
transport rate with the wave period at a central position of the Kuta beach. 

WAVE TRANSFORMATION, NEARSHORE CURRENTS AND LONG- 
TERM SHORELINE CHANGE 

Wave refraction and nearshore currents on the coral reef 

Transformation of the most effective wave respectively was calculated by the usual 
methods of wave ray and mild-slope equation (Yamashita, Tsuchiya, Matsuyama & 
Suzuki, 1990). Figure 7 shows the wave ray diagram that was calculated under the 
high tide condition including an effect of wave set-up. In the figure, the thick line 
indicates the reef edge. Note that wave concentration clearly exist at two locations in 
the northern beach where severe beach erosion has taken place. This fact was 
understood more exactly in wave height distributions obtained by the method of mild- 
slope equation (Syamsudin, 1993). Introducing the result of wave fields into the 
equations of nearshore currents, nearshore currents on the coral flat also were 
calculated as shown in Figure 8. The result demonstrates that there appear remarkable 
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Figure 7. Wave ray diagram of the most effective wave in the Kuta beach. 

Figure 8. Nearshore currents on the coral flat in the Kuta beach, 

nearshore circulation cells that are formed near the end of the runway and locations 
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where waves concentrate. Unfortunately, we could not find direct influence of the 
runway on the nearshore circulation. It may be necessary for obtaining more realistic 
results to change the incident angle of the wave a little southward. 

Prediction of long-term shoreline change under boundary conditions 

As previously stated, we can not estimate the annual duration of the most effective 
wave. We must investigate whether the beach can be stabilized by some boundary 
conditions for shoreline change in the long-term shoreline change. In the prediction of 
long-term shoreline change, therefore, no use of the wave duration is necessary for 
the prediction. 
Applying the long-term shoreline change prediction model (Yamashita, Tsuchiya, 
Matsuyam & Suzuki, 1990, and Tsuchiya, Yamashita, Izumi & Tottori, 1993), we 
predict the long-term shoreline changes in the Kuta beach in order to find the most 
suitable locations of man-made boundary conditions, as headlands for stabilizing the 
entire beach. The single, two and three boundary conditions respectively are given as 
headland 1, headland 2, and headland 3, and no wave diffraction by the boundary 
conditions are included in the prediction. Figures 9 and 10 show the predicted results, 
in which the solid curves between the headlands indicate shoreline change at intervals 
of the total run indicated in hours. Figure 10 shows the more detailed expression for 
the shoreline changes shown in Figure 9. When the single boundary condition was 
given at the central location of the beach, as shown in Figures 9 (a) and 10 (a), due to 

xkm 
(a) In the case of single boundary condition. 

(b) In the case of two boundary condition. 
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(c) In the case of three boundary condition. 
Figure 9. Long-term shoreline changes predicted under the single, two and three 

boundary conditions, respectively. 

northward longshore sediment transport, severe shoreline retreat takes place widely 
near the end of the runway. In contrast, shoreline accretion occurs severely further, 
down coast. In the case of two boundary conditions, as shown in Figures 9 (b) and 10 
(b), little shoreline retreat takes place widely between the end of the runway and the 
headland 1, but shoreline retreat occurs down coast from the headland 2, resulting in 

1.0 
DISTANCE IKH1 

(a) In the case of single boundary condition. 

1.0 
DISTANCE IKHJ 

(b) In the case of two boundary condition. 
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DISTANCEIKrtl 

(c) In the case of three boundary condition. 
Figure 10 Detailed expression of long-term shoreline changes predicted under the 

single, two and three boundary conditions, respectively. 

remarkable shoreline accretion further down the coast to the headland 2. If shoreline 
change is predicted for the coast down the headland 2, shoreline retreat may take 
place there. If wave diffraction by the headland 2 is included in the prediction, 
shoreline change rate may reduce down coast. 
Finally, when three headlands are given, as shown in Figures 9 (c) and 10 (c), there 
appears a nearly same tendency of shoreline change as the second case, but magnitude 
of shoreline change becomes lesser than the second. We recognize that little shoreline 
change takes place between the headlands 2 and 3, making the shoreline near the 
headland 3 continued the original one naturally. 

METHODOLOGY FOR CORAL-SAND BEACH STABILIZATION AND 
ITS APPLICATION 

The principal methodology for coral-sand beach stabilization 

Beach erosion takes place locally due to change in the sedimentation cell on a coral 
reef beach, and extends more widely down coast in the direction of longshore 
sediment transport. In coral-sand beaches, there exists a natural system of the 
formation process of coral-sand beaches surrounded by the coral flats. The system is 
governed biologically and also in the nearshore dynamics on coral flats. The sediment 
sources are generally due to mainly 1) the activity of coral and other sea animals, 
producing a very little sediment source into the coral-sand beach, and partially 2) 
sediment sources from rivers if flowing into the coral flat. As previously stated in the 
sedimentation cell, he Kuta beach has only the sediment source that are produced 
from the activity of sea animals. To stabilize the beach against erosion, therefore, we 
must first consider its formation process of the coral-sand beach and the long-term 
shoreline change along the entire beach in the large scale coastal behavior. Second, 
we must investigate whether the beach can be stabilized by some boundary conditions 
for beach change. When we found the most suitable positions for the boundary 
conditions necessary for stabilizing the beach in the large coastal behavior, based on 
the theory of the formation of static stable sandy beaches (Tsuchiya, Chin and Wada, 
1993, and Tsuchiya, 1994), we can establish a principal methodology for coral-sand 
beach stabilization. 
As shown in Figure 3, the predominant waves are incident nearly normal to the coral- 
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Figure 11. A methodology for coral-sand beach stabilization proposed 
for the Kuta beach. 

sand beach. In relation to the 
formation of the convex coral reef, 
the coral-sand beach is formed 
convex offshore by a very little 
sediment source from the sea 
animals production (Tsuchiya, 
1987). As only a little sediment 
source maintains the Kuta beach, 
into which no river flows, static 
stable beaches must be formed on 
the basis of the theory of the 
formation of stable sandy beaches 
(Tsuchiya, Chin & Wada, 1993, 
and Tsuchiya, 1994). The theory 
recognizes that, when two 
boundary conditions for shoreline 
change are given at the ends up 
and down costs, a stable sandy 
beach can be formed in relation to 
longshore sediment transport. 
When no longshore sediment 
transport is given from up coast, a 
static stable sandy beach is formed 
between the boundaries. In other 
words, no longshore sediment 
transport exists along the beach 
formed. Therefore, a series of head- 
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lands that constitute the boundary conditions for shoreline change can then be spaced 
suitably so as to produce a series of well-stabilized coral-sandy beaches. 
As previously shown in Figures 9 (c) and 10 (c), we have found a possibility for 
stabilizing the beach against beach erosion by constructing three boundary condition 
for shoreline change at the specified locations shown in the figure. In other words, 
when three headlands are constructed at the locations, the long-term shoreline change 
along the entire beach becomes an equilibrium state, in which a static stable coral- 
sand beach is formed. We can not construct a mathematical headland having no wave 
diffraction and deflection. Therefore, we must experience to construct it practically. A 
methodology for coral-sand beach stabilization was proposed as shown in Figure 11, 
in which the three headlands are to be constructed, and two others, but smaller may be 
needed to compensate for the direct effect of the headland 3 on shoreline change. A 
small groin shown in the figure was constructed before the application of the 
proposed methodology, to remove a cuspate foreland formed near the runway. 

Application of the proposed methodology 

Among the headlands, the headlands 1 and 2 had been constructed independently with 
concrete-filled concrete piles in 1985 and 1988, respectively. The respective 
headlands are of groin and offshore breakwater type. Due to the local circumstance of 
Indonesia, therefore, these headlands have too steep slopes to reduce wave reflection. 
No beach nourishment was carried out between the headlands. Figure 12 shows the 
shoreline change after the construction of the runway. Referring to Figures 2 and 12, 

' Wave directi. 

— Measured in 1988 
--Predicted in case no headland 2 
•--Predicted in case with headland 2 

Figure 13. Shoreline changes after the construction of headlands 1 and 2 in 
comparison with the shoreline configuration for the static stable sandy beach. 

severe shoreline retreat has taken place after the construction of the runway, but after 
the construction of the headlands the shoreline positions tend to approach equilibrium 
ones. Figure 13 shows the shoreline change between the headlands, comparing it with 
the static stable shoreline configuration that was obtained by an empirical relation of 
equilibrium bay configuration (Hsu, Silvester & Xia, 1987). The shoreline is 
approaching to the final shape of shoreline. Photo. 2 (a) and (b) show actual views of 
the formation of coral-sand beach between the headlands 1 and 2, in which (a) and 
(b) respectively were taken in the north and south directions in 1989. In Photo. 2 (a), 
there are a number of tetrapods that were placed on for protecting the beach locally 
about 1978. Waves are breaking at the same time along the beach, not showing a 
peeling phenomenon. This fact demonstrates that no longshore sediment transport 
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exists along the beach that has been well-formed as static stable coral-sand beach. In 
Photo. 2 (b), a tombolo is formed behind the headland 2 of offshore breakwater type, 
and is connected with the beach shown in Photo. 2 (a) by forming a stable coral-sand 

(a) Taken in the north direction. 

(b) Taken in the south direction. 
Photo. 2 A static stable coral-sand beach is being formed between headlands 1 and 2 

in the Kuta beach taken in 1989. 

beach. We conclude, therefore, that further improvement are necessary in 
constructing headlands, but such a static stable beach has been well-formed 
betweenhe headlands 1 and 2, and that, as shown in Figure 11, the adjacent beach is 
also well-formed by the headland 3, tending to connect with the natural northern one. 
We further conclude that, when well-designed headlands are constructed at the most 
suitable locations for the boundary conditions for shoreline change, a series of static 
table coral-sand beaches can be formed in the large coastal behavior. 

CONCLUSION 

In coral-sand beaches, sediment sources are mainly due to the sea animals production 
so that a very little amount can maintain the beach. Since no available wave data exist 
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in the Kuta beach, Bali, the most effective wave for beach change has been discussed 
in terms of wave transformation on a coral reef. By the use of the most effective 
wave, we predicted long-term shoreline changes in the large scale coastal behavior, 
with changing positions for the boundary conditions for shoreline change. We found 
the most suitable arrangement of headlands as the boundary conditions for stabilizing 
the entire beach against beach erosion. 
On the basis of this findings and theory of the formation of static stable beach, a 
methodology for coral-sand beach stabilization was proposed. Since parts of the 
headlands proposed in the methodology were constructed, a stable beach had been 
well-formed between the headlands. We concluded that the coral-sand beach had 
almost approached the final shape of static stable one. Therefore, since the application 
of the proposed methodology has been examined satisfactorily, this methodology can 
be applied to other coral-sand beaches. 
When Professor Y. Tsuchiya, the second author revisited Bali in 1990, however, the 
coral-sand beach that had been forming so wonderfuly was no longer there. Dr. A. R. 
Syamsudin, the first author and Professor Tsuchiya who were standing on the groin 
were angered by the reconstruction of this beach with two big groins to make a 
marine resort, rather than beach preservation. 
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CHAPTER 195 

Fundamental Characteristics of a New Wave Absorbing 
System Using Sand Liquefaction 

S. Takahashi, S. Yamamoto, and H. Miura*) 

Abstract 
When a sand bed is liquefied due to a high pore pressure 
gradient, it significantly reduces the height of waves 
passing over it. This study investigates the fundamental 
characteristics of a liquefied sand bed including the 
wave damping effect. 

1. INTRODUCTION 

Two types of sand liquefaction exist. The first is a 
well-known phenomenon that occurs during an earthquake, 
namely, the generation of excess pore pressure caused 
by the shear deformation of sand, while the second is so- 
called quick sand or boiling of sand, which is generated 
by the upward pore pressure gradient of seepage flow in 
sand. A pore pressure gradient can also be generated by 
waves, and this causes sinking or settlement of sea 
structures such as block mound breakwaters. 

The primary objective of the present study is to elu- 
cidate the fundamental features of a liquefied sand bed. 
One of its most impressive ones is the wave damping 
effect; i.e., when a sand bed is liquefied, the sand 
moves due to wave action and consumes wave energy, which 
results in generating this unique effect. 

A series of model experiments were carried out to inves- 
tigate the fundamental characteristics of liquefied sand 
and the wave-damping effect, with this report describing 
the results of the experiments and some theoretical 
considerations. 

*)  Port and Harbour Research Institute,  3-1-1  Nagase, 
Yokosuka, Japan 239, Fax: +81-468-42-7846 
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2. SAND LIQUEFACTION SYSTEM AND EXPERIMENTAL PROCEDURES 

Sand Liquefaction Systsm 

Figure 1 shows the newly developed sand liquefaction 
system which is comprised of a sand bed and horizontal 
pipes buried at its bottom. Water is pumped into the 
pipes to increase the pore pressure in the sand bed and 
cause so-called boiling of the sand. Basically, a kind of 
and liquefaction takes place since the sand behaves like 
a liquid. 

When this phenomenon occurs, the shear modulus of the 
liquefied sand is significantly decreased, and a large 
movement of sand occurs due to wave action. Consequent- 
ly, wave energy is consumed by the resultant friction 
generated between sand particles during their wave- 
induced movement. 

Experimental Setup 

The experiments were conducted in a small wave flume ( 30 
mxlmx0.5m). Six cylindrical pipes with an inner 
diameter of 13 mm and a length of 4 m were horizontally 
installed at the bottom of the sand bed. Holes were 
drilled in them to supply water into the sand bed. The 
pore pressure is changed by adjusting the flow valves. 

Two sand bed heights of hs= 20 and 40 cm were tested. 
During the experiments, we measured pore pressure, flow 
rate from the pipes, wave height, and sand movement. 

Four types of tests were conducted: 
1) Permeability tests 
2) Scouring tests 
3) Block-sinking tests 
4) Wave damping tests 

if) o 
win 

Sand Bed   •'.. ••;.'.' o 

1$ .'••••.'•• Water      •«; /$~ T-f/f'/ht','f'fv'^'fv'rt'ivt'ivti''t^it'ftltt>'iv't''t fr -f ^ ^ 

rWater 

400 
(unit: cm) 

Fig.   1  Diagram of  the Wave-Absorbing System 
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3. EXPERIMENTAL RESULTS 

Hydraulic Gradient and Liquefaction 

Figure 2 shows the results of the permeability tests, 
and also the results of a typical permeability test done 
by Yoshimi (1975). The x-axis is seepage flow rate, 
while the y-axis is the hydraulic gradient. 

In Yoshimi's ordinary permeability test, the proportion- 
ality remains until the hydraulic gradient, i, reaches 
the critical hydraulic gradient, icr, and then even 
though the seepage flow rate is increased, the hydraulic 
gradient slightly decreases. This phenomenon in sand is 
usually called "boiling" or "quick sand." The propor- 
tionality of the seepage flow rate with respect to the 
hydraulic gradient determines the permeability, which is 
0.038 cm/s in Yoshimi's test. 

Here, however, the proportionality vanishes when the 
hydraulic gradient is greater than about 0.5, that is, 
partial boiling is caused by the nonuniform distribution 
of seepage flow produced by supplying water through the 
pipes. In this case, the permeability of the sand bed is 
0.14 cm/s. 

25cm /7s = 40cm 

10 20 

Seepage Flow Rate    Vd    (I0"2cm/s) 

Fig.   2     Results  of  Permeability Tests 
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Ripples and Leveled Sand Surface 

A typical feature of a liquefied sand bed is its level 
surface. It is well known that a sand bed surface normal- 
ly forms sand ripples due to wave action, whereas a 
liquefied sand bed always stays level. 

Figure 3 shows photographs of these two sand surfaces: 
ripples in a non-liquefied sand bed and no ripples in a 
liquefied sand bed. Even if a trench is dug in the 
liquefied sand surface, it is soon back-filled by the 
leveling movement. 

Scouring of Rand Bed by Rapid Water Flow 

A liquefied sand bed may easily suffer scouring due to 
rapid water flow over its surface. We therefore directed 
a water jet at the surface of an ordinary non-liquefied 
and liquefied sand bed, with Fig. 4 showing the result- 
ant scouring of the liquefied sand bed due to the water 
jet from the nozzle, shown on the left above the bed. The 
sand particles are lifted up as indicated. It should be 
noted that the scoured location is back-filled quickly 
by the leveling behavior of the liquefied sand, and that 
the lifting of the sand particles continues. 

Sand particles in the non-liquefied sand bed were lift- 
ed-up similarly to those in the liquefied sand bed and it 
becomes small after the sand bed was scoured to a certain 
depth. This is the significant difference between ordi- 
nary and liquefied sand beds. 

Our results suggest a difference exists in the scouring 
mechanism. However, we cannot confirm that a liquefied 
sand bed suffers scouring more easily in comparison with 
ordinary beds. 

Sinking of Blocks/Caisson Rreakwater 

Figure 5 shows a photo of sinking concrete blocks caused 
by liquefied sand. The blocks appear stable in the upper 
photo, while in the lower ones, they sink after water 
is pumped into the pipes. 

Figure 6 shows the sinking speed of a concrete block as 
a function of the hydraulic gradient i for three water 
supply methods: constant flow, one-side oscillatory flow, 
and two-side oscillatory flow. Note that sinking rapid- 
ly occurs for each method when the hydraulic gradient is 
greater than  about 0.5. 

Sand liquefaction induced by wave action is believed to 
be a major reason causing the blocks to sink or settle 
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Fig. 3 Leveling of Sand Surface 

Fig. 5  Sinking of Blocks 
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Fig. 6  Sinking Speed of a Concrete Block 

(Nago (1981), Maeno (1985), Sakai (1992), Zen (1993), 
Iwagaki (1993)). It is believed that such sinking 
happens when the pore pressure gradient due to a wave 
exceeds the critical hydraulic gradient. However, this 
is not the case, because sinking occurs even when the 
hydraulic gradient  is around 0.5. 

Figure 7 shows the settlement of a caisson breakwater 
into a sand bed after pore water was supplied from its 
bottom. Although the caisson was expected to quickly 
sink due to its heavy weight, instead it remained rela- 
tively stable. The sand under the caisson is actually not 
liquefied, although other parts are. Consequently, the 
toe of the rubble mound begins sinking first. 

Due to the caisson weight, the effective stress of the 
sand under it increases and prevents liquefaction. Wave- 
induced liquefaction is usually determined by consider- 
ing the pore pressure gradient dp/dz. However, instead 
of employing this parameter, it is presumably better to 
apply Mohr-Coulomb failure criteria including the effec- 
tive stress. 

Of particular interest, the toe settlement occurring in 
the mounds of prototype composite breakwaters is very 
similar to the photographed settlement behavior. This 
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phenomenon was considered to be a result of scouring 
damage due to wave-induced water particle velocity. 
However, wave-induced liquefaction might be another 
reason for this type of damage, and therefore, proper to 
countermeasures should be taken to mitigate this effect. 

It should also be noted that the rubble mound plays an 
important role in preventing caisson sinking. Actually, 
owing to the rubble foundation, prototype caissons of 
composite breakwaters have never suffered from a failure 
like that shown in Fig. 7. The importance of the rubble 
mound foundation should be emphasized in the design of 
sea structures, however, its function has not been fully 
clarified. 

Fig. 7   Settlement of a Caisson Breakwater 
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4. WAVE DAMPING DUE TO SAND LIQUEFACTION 

Wave Damping 

Wave damping due to soft clay movement is generally 
known to be high (Yamamoto and Takahashi, 1985). On the 
other hand, that due to sand movement is much less be- 
cause of its high shear modulus, though when liquefac- 
tion occurs, the sand becomes soft and induces high 
damping similar to soft clay. 

Typical wave records obtained during model experiments 
are shown in Fig. 8. The sand bed was 40-cm-thick and 
regular waves with a 1-s period were applied in 25-cm- 
deep water. As indicated, these wave records were taken 
at the offshore side, the center of the sand bed, and 
harbor side. A record of the oscillations of the sand bed 
surface is also shown. 

Note that wave damping clearly occurs after the water 
supply is started. The wave at harbor side is very small, 
and its height is reduced by more than 75%. In this case, 
the sand, surface oscillates with an amplitude that is 6% 
of the incident wave amplitude, having a phase difference 
of  approximately 50°. 

~*f„U^-~ 

W,^Wy#^ 
Center of Sand Bed 

rm X- 

harbar side 

mMwwifaiwimmiiiitv^xf"^^ "v^V^KTM 

Fig. 8 Typical Wave Damping Record 
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In Fig. 9, the wave transmission coefficient K-\- is plot- 
ted as a function of the hydraulic gradient i for three 
wave conditions and two water depths, where K-t becomes 
very small when i is around 0.5 at h = 25 cm. However, 
when h = 50 cm, it is not so small, i.e., the damping is 
slight. Figure 10 is a corresponding graph in which the 
sand thickness hs is 20 cm. Note that wave damping is 
comparatively much less. 

These results indicate that wave damping is large when 
the soil thickness is deep and the water depth is shal- 
low. It is also apparent that wave damping is large when 
the sand is partially, not fully liquefied. 

Wave Action on a Liquefied Rand Bed 

Figure 11 shows the half amplitude of pore pressure due 
to wave action when h = 25 cm and hs = 40 cm. The pore 
pressure increases with an increase in the pressure of 
the water supplied from the bottom of the sand bed. Due 
to liquefaction, wave pressure penetrates deeper into the 
soil. 

Figure 12 is a graph showing the amplitude of vertical 
oscillations of the sand, which increases with an in- 
crease in the hydraulic gradient, being about 10% that of 
the wave height at i = 0.5. Such large movement was not 
usually expected. 
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Figure 13 shows the phase of the sand oscillations, which 
is actually ahead of the wave profile. As the hydraulic 
gradient increases, the phase difference approaches 
closer to zero, being about 10% of the wave period when i 
= 0.5. Obviously these differences in amplitude and 
phase are closely related to damping of wave energy in a 
liquefied sand bed. 

As will be discussed, wave damping is large when the sand 
movement is large and its phase difference is close to 
90°. As the wave pressure on the sea bed increases, the 
sand movement increases and the phase difference ap- 
proaches close to 0°. However, wave damping reaches maxi- 
mum at a phase difference of 90°, vice 0°. 

5.  WAVE DAMPING THEORY 

Biot's Equation 

Wave damping in a soil bed has been extensively studied. 
Application of linear wave theory in conjunction with 
Biot's theory for soil motion (Biot, 1962) is generally 
considered useful for describing wave damping in a sea 
bed, even during the occurrence of  sand liquefaction. 

Figure 14 illustrates the phenomena of wave damping and 
soil motion, where Uz(0), which is expressed as a complex 
number, is the amplitude of soil oscillations at the 
surface. In wave damping theory, the amplitude and phase 
of Uz(0) determine wave damping. 

>>' 
0) 

^T 

Soil   +   Pore Water 

Fig. 14    Wave Damping and Soil Motion 
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Biot's theory, being is widely used to describe a sand 
bed filled with water, employs the equations of motion of 
the sand and pore fluid (see Yamamoto and Takahashi, 
1985). 

Linear Wave Damping Cnp.ffinip.nt 

Wave damping on a sea bed can be defined as follows 
using the linear wave damping coefficient Df: 

Kt = H/nx   = Exp (Df x) (1) 

where K-t is wave transmission coefficient, H the wave 
height at  distance x, and  Hj the incident wave height. 

Df for an infinitely deep soil bed can be defined by the 
imaginary part of the complex amplitude of the vertical 
oscillation of sand at the surface, and therefore, it can 
be expressed using  (see Yamamoto and Takahashi, 1985): 

Df = pf g S*/(2G* cosh
2 k0h (1+ 2 k0h /sinh 2k0h)) (2) 

where  pf is the density of water, g the acceleration of 
gravity,  k0  the wave  number, h  the water depth, G 
the representative shear modulus, and 5  the equivalent 
damping factor. 

It should be realized that G* and 5 are difficult to 
evaluate. Using the typical wave record in Fig. 8, for 
example, Df is 0.35 m-1 and the value of G /S is 
2700 N/m2. If it is assumed that S* ranges from 0.1 to 
100, then G*s ranges from 27 to 27,000 N/m2. However, 
this value is quite small, and consequently, these param- 
eters  should be investigated further. 

6. CONCLUDING REMARKS 

Our major conclusions  are as follows: 

1) The fundamental characteristics of a liquefied sand 
bed were experimentally studied, and it was shown that 
partial liquefaction occurs when pore water is supplied 
from pipes located at the bottom of sand bed. It was 
also found that blocks will sink into a sand bed even 
when a small hydraulic gradient is present. Effective 
stress analysis using Mohr-Coulomb failure criteria is 
considered to be better than pore pressure gradient 
analysis in determining whether a sinking failure will 
occur. 

2) Wave damping due to a liquefied sand bed can be 
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significant, even at a hydraulic gradient as low as about 
0.5. When the water depth is shallow and the sand bed 
thickness is deep, then wave damping is large. Wave 
damping can be expressed by Biot's equation using the 
linear wave damping coefficient. 

Our new wave-absorbing system can be employed as a wave 
barrier designed to produce a calm sea area, and may be 
especially suitable for damping waves at a harbor en- 
trance. The necessary electrical power for system opera- 
tion can be supplied from a land-based power generation 
station or possibly wave power converters. Further work 
will be directed at researching practical system appli- 
cation. 
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CHAPTER 196 

LABORATORY STUDY OF SURF-ZONE TURBULENCE 
ON A BARRED BEACH 

Francis C. K. Ting 

ABSTRACT 

Wave height, wave set-up, undertow, and turbulent velocity on a plane beach 
and a barred beach were compared in the case of regular waves. The study 
showed that the presence of an offshore bar altered the turbulent flow in the surf 
zone by altering the characteristics of the broken waves. It was found that the 
magnitude of undertow and turbulence intensity were smaller in the inner surf 
zone on the barred beach. These results suggest that it may be possible to reduce 
the erosive wave action on beaches by construction of underwater berms in the 
nearshore zone. Further studies are needed to determine the effects of water 
depth, berm width and crest elevation on surf-zone turbulence under different 
wave conditions in order to provide explicit design guidance. 

INTRODUCTION 

This study deals with the characteristics of surf-zone turbulence on a barred 
beach. The motivation for this work is the effect of offshore bars on beach 
erosion. It is well known that the dynamic response of a beach under storm 
wave attack is to sacrifice some beach. Most of the sand removed from the 
beach are transported offshore and deposited as longshore bars. These bars in 
turn protect the beach from further erosion. The question which is the basis 
of this study is how offshore bars protect a beach from erosion. Knowing the 
how may allow us to develop more effective methods to curb beach erosion. For 
example, the U.S. Army Corps of Engineers has been using dredged material to 
construct underwater berms in the nearshore zone (MacLellan 1990, MacLellan 
and Kraus 1991). Such berms are placed in the form of long linear mounds for 
the protection of the coastline. It is believed that a berm with sufficient relief 
will shoal and break the higher erosive waves accompanying storms, forcing the 
waves to dissipate their energy in the surf zone, and thus reduce the erosive wave 
action on the beach. In reality, the process is probably more complicated than 

1    Oc.   Engrg.   Program, Dept.   of Civ.   Engrg., Texas A&M Univ., College 
Station, TX 77843-3136. 
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this. Since sediment transport and beach erosion are tied in a fundamental way 
to the turbulent flow in the surf zone, description of wave characteristics alone 
will not solve the whole problem. It will be shown that information on flow 
velocity and turbulence are needed in order to develop explicit design guidance 
for nearshore berm construction. Moreover, a thorough understanding of mean 
and turbulent flow characteristics on barred beaches will improve our knowledge 
of surf-zone dynamics, which is imperative for the development of more reliable 
coastal models. 

There are very few studies which directly address the differences between 
wave breaking on barred and plane beaches. Smith and Kraus (1991, 1993) 
studied wave height transformation, reflection, and runup of monochromatic 
and random waves on barred and plane beach profiles in a wave tank. They 
found that incident waves with the same characteristics in deep water break 
differently on barred and plane beaches. For example, some waves that would 
spill on a plane slope plunge if a bar is present, and some plunging waves on 
plane slope collapses on a barred profile. Smith and Kraus's study pertained 
only to macro-features of wave breaking; micro-features of flow velocity and 
turbulence were not investigated. However, from their description of breaking 
wave characteristics on plane and barred beaches it may be expected that the 
presence of offshore bars would alter the turbulent flow in the surf zone by 
altering the process of wave breaking and turbulence production. 

The structure of surf-zone turbulence has a profound influence on sediment 
transport and beach erosion. Recently, Ting and Kirby (1994) studied the char- 
acteristics of mean flow and turbulence in spilling versus plunging breakers. 
Here, "mean flow" is defined as the organized wave-induced flow which includes 
the undertow and the orbital wave motion. They found that turbulent kinetic 
energy was transported seaward under a spilling breaker and landward under a 
plunging breaker by the mean flow. Considering the common assumption of tur- 
bulent energy stirring up sediment and making it available for transport by the 
mean flow, it may be concluded that the direction of sediment transport would 
be seaward under spilling breakers and landward under plunging breakers. This 
is consistent with the field and laboratory observation that spilling breakers tend 
to result in beach erosion, while plunging breakers produce accretionary beach 
profiles. It also suggests that the types of beach profiles produced by storm 
and swell waves are tied in a direct way to the turbulence dynamics in breaking 
waves, particularly to the relationship between mean flow and turbulent kinetic 
energy. Because of this, it would be important to compare the mean and turbu- 
lent flow characteristics on plane and barred beaches for the same incident wave 
conditions to determine the effects of offshore bars on the turbulence flow in the 
surf zone. 

In this present study, fluid velocities in a laboratory surf zone were measured 
using a two-component laser-Doppler anemometer, and surface elevations were 
measured using a resistance wave gage. Wave height, wave set-up, undertow, 
and turbulent velocity on a plane beach and a barred beach were compared for 
the same incident wave conditions. Although experiments were conducted using 
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both regular and irregular waves, only the results for regular waves are presented 
here. The structure of turbulent flow in irregular waves will be the subject of a 
separate paper. 

EXPERIMENTAL PROCEDURE 

A schematic diagram of the experimental arrangement is shown in Fig. 1. 
The experiments were conducted in a two-dimensional wave tank in the Hy- 
dromechanics Laboratory at Texas A&M University. The wave tank was 37 m 
long, 0.91m wide, and 1.22 m deep with glasswall throughout. It was equipped 
with a hinged-flap programmable wavemaker. A 1/35 slope false bottom built of 
marine plywood was installed in this tank to create a plane beach; the slope was 
sealed to the tank walls with silicone sealant. The coordinate system was chosen 
with x measured positive seaward from the shoreline and z extending positive 
upward from the still water level. The water depth in the constant-depth sec- 
tion was 45.72 cm. The incident wave height was 12.2 cm and the wave period 
was 2.0 s. The ratio of deep-water wave height HQ to deep-water wavelength LQ 

was 0.02 based on linear shoaling. The waves broke at a water depth of about 
20.0 cm in the form of a spilling breaker. The breaking point was defined as the 
location where air bubbles began to be entrained in the wave crest. 

The barred beach was created by placing a submerged solid triangular-shape 
object on the sloped false bottom. The geometry of the object was selected 

based on large wave tank studies and field measurements of bars (see, Larson 

and Kraus 1989). The dimensions of the bar are shown in Fig. 2; it was 9.6 cm 
high, 145 cm wide, with a seaward bar angle of 6° and a shoreward bar angle of 
10°. The bar was located at the breaking point on the plane beach; the still water 
depth was 23.1cm at the seaward toe of the bar, 10.4cm at the bar crest, and 
18.8 cm at the shoreward toe of the bar. In order to determine the incident wave 
heights it was necessary to measure the reflection coefficients for the plane and 
barred beaches. Therefore, a wave gage was mounted on an instrument carriage 
which was moved along the constant-depth section of the wave tank to measure 
the spatial modulations in wave amplitudes created by the interference of the 
incident and reflected waves. The reflection coefficient KT was determined from 
the two extreme wave heights Hma,x and -ffmin of the envelope of amplitudes by 
Kr = (Hm!LX — Hmin)/(Hma.x + Hmin). It was found that the reflection coefficients 

for the plane and barred beaches were almost the same and in both cases less 
than 5%. Hence, the bar did not reduce the wave energy reaching the surf zone. 
Instead, it.caused the waves to plunge into the water ahead, and thus dissipated 
more energy in the outer surf zone. 

Water surface elevations and fluid velocities were measured at three loca- 
tions in the inner surf zone; their exact locations and water depth are given in 
Table 1. The following notations are used in this paper; ( is water surface, u 
is horizontal velocity, w is vertical velocity, H is wave height, d is still water 
depth, h is mean water depth, and the superscripts overbar, tilde and acute ac- 
cent denote time average, phase average and turbulent fluctuation, respectively. 
Surface elevations were measured using a resistance wave gage.   The gage was 
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0.46 m 

15.5 m 

FIG. 1. Schematic Drawing of Wave Tank Arrangement 

145 cm 

FIG. 2. Schematic Drawing of Bar Profile 
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Station x (m) d (cm) H {cm) C(cm) h (cm) H 
h 

1 4.76 13.62 6.98 0.51 14.13 0.49 

2 3.29 9.39 5.23 1.04 10.43 0.50 

3 2.21 6.34 3.83 1.32 7.66 0.50 

(a) Plane Beach 

Station x (m) d (cm) H (cm) C(cm) h (cm) H 
h 

1 4.76 13.68 7.79 1.08 14.76 0.53 

2 3.29 9.30 4.93 1.44 10.74 0.46 

3 2.21 6.28 3.12 1.41 7.69 0.41 

(b) Barred Beach 

TABLE 1        Locations of Measurements and Water Depths 
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calibrated in quiescent water, the calibration curve was found by fitting a fourth 
order polynomial to 15 data points. Water particle velocities were measured us- 
ing a two-component laser-Doppler anemometer (LDA). Velocity measurements 
were conducted mainly in the region below trough level and above the bottom 
boundary layer. The LDA was a backscatter, three-beam system built by Dan- 
tec Electronics. It consisted of a 4 W argon-ion laser (Innova 70-5 from Coherent 

Inc.), transmitting and receiving optics, traverse mechanism, and one frequency 
tracker and shifter for each velocity component. It was found that the output 
voltage from the frequency trackers had a non-negligible long-term fluctuation, 
which could seriously affect the accuracy of time average velocity measurement 
such as the undertow. Therefore, the output voltage from the frequency trackers 
in still water condition was recorded in each experiment and used to correct the 
measured velocity. The estimated error for the undertow was ±1.0cm/s. 

Periodic waves were generated for 15 minutes before data were taken. Thus, 
the measurements corresponded to a steady-state condition in the wave tank. 
Data were taken by an IBM compatible 486 computer equipped with a Metra- 

Byte DASH-16(F) data acquisition board. Sampling frequency was 100 Hz for 
each channel. The measured velocity was first high-pass filtered at 0.1 Hz to 
remove any long-term fluctuation due to electronic signal drifting. The orbital 
wave velocity was obtained by phase averaging the filtered velocity over one hun- 
dred and two successive waves. The turbulent velocity was found by subtracting 
the phase average velocity from the filtered velocity. The frequency tracker had 
a built-in lock detector to record signal drop-out, which was typically less than 
5% in these experiments. Nevertheless, velocity data that were obtained during 
signal drop-out were not used in computing the mean flow and the turbulent 
velocity. 

RESULTS 

Figs 3(a)-3(c) compare the phase average surface profiles at each station 
on the plane and barred beaches. The control signal to the wave generator has 
been used to synchronize the surface profiles in different experiments. Table 1 
summarizes the major results including wave height and wave set-up. Visual 
observations showed that the waves broke in the form of a spilling breaker on 
the plane beach, whereas they plunged into the water shoreward of the bar 
on the barred beach. It is seen in Figs. 3(a)-3(c) that the waves on the barred 
beach lagged behind the waves on the plane beach, which is to be expected. The 
wave set-up was larger on the barred beach but closer to shore the difference 
became increasingly smaller. On the plane beach, the wave height to water 
depth ratio H/h remained constant through the inner surf zone; the measured 
value of 0.5 is typical of spilling breakers. The ratio of wave height and water 
depth was somewhat smaller on the barred beach and continued to decrease 
shoreward. Prehaps the most important difference is that the broken waves 
on the plane beach had a "saw-tooth" profile which varied only slowly from 
one station to another, whereas the broken waves on the barred beach had a 
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secondary crest and the waves reformed through the surf zone. This behaviour 
has been observed by Smith and Kraus (1991, 1993), but its significance was 
not recognized. It is seen that the wave profiles were significantly different on 
plane and barred beaches. This would have a profound influence on the process 
of wave breaking, and thus the turbulence dynamics in the surf zone. This is 
because wave breaking originates from instabilities in the water surface therefore 
the rate of energy transfer from organized wave motion to turbulent motion (i.e. 
turbulence production) will be related to the details in the broken waves such as 
wave height and wave shape. Furthermore, since turbulence transport processes 
such as turbulent diffusion and viscous dissipation are passive processes which 
can only proceed at a rate dictated by the behaviour of large-scale structure 
created by wave breaking we should expect that turbulence dynamics in the 
surf zone will also depend on the wave characteristics. These ideas will be 
elucidated further when we examine the structure of undertow and turbulence. 

Figs. 4(a)-4(c) plot the variations of undertow with distance from mean wa- 
ter level on the plane and barred beaches. The undertow for the plane beach 
at stations 1 and 2 were taken from Ting and Kirby (1994), which has virtu- 
ally the same experimental conditions. It is seen that the magnitude of under- 
tow on the barred beach was generally smaller. This is the result of different 
wave characteristics on the plane and barred beaches. In these experiments, the 
wave conditions at each station were recorded using a video camera. The video 
recording showed that wave breaking in the inner surf zone was less intense on 
the barred beach. Since the undertow is a return current that is created to bal- 
ance the water carried shoreward by the surface rollers, we should expect that 
the magnitude of undertow would be smaller under a weaker breaker. Thus, it 
appeared that by causing the incident waves to form a plunging breaker, the bar 
changed the way the broken waves evolved through the surf zone which in turn, 
altered the turbulent flow. 

Figs. 5-7 plot the variations of turbulent velocity with distance from mean 
water level on the plane and barred beaches. It is seen that the horizontal and 
vertical components of turbulent velocity decreased with increasing distance 
from the surface, and the vertical velocity remained smaller than the horizontal 
velocity; these results are to be expected. The important new result is that 
these figures clearly show that turbulent velocities in the inner surf zone were 
considerably smaller on the barred beach. If it is assumed that turbulent ve- 
locity fluctuations are responsible for keeping sediment in suspension, and the 
undertow transports the sediment, then the rates of sediment transport from 
onshore to offshore would be decreased by the formation of offshore bars. This 
would have a beneficial effect on the beach profile. 

CONCLUSIONS 

To examine the effects of offshore bars on wave and turbulence characteristics 
in the surf zone laboratory experiments were conducted in which measurements 
of fluid velocity and surface elevation were made on a plane beach and a barred 
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beach.    Some experimental results for regular waves are reported here.   The 
following main conclusions can be drawn from this study: 

1. The broken waves reformed on the barred beach, the wave profiles in the 
surf zone were significantly altered in comparison to the broken waves on 
the plane beach. 

2. The offshore bar reduced the magnitude of undertow in the inner surf zone. 

3. Wave breaking in the inner surf zone was less intense on the barred beach. 

4. Turbulent velocity in the inner surf zone was considerably smaller on the 
barred beach. 

5. This study shows that undertow and turbulence intensity differ on plane and 
barred beaches. This behaviour is related to the effect of the bar on wave 
breaking. It is further shown that description of turbulent flow character- 
istics on barred beach profiles is important for providing the data base for 
developing explicit design guidance for nearshore berm construction. 
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BEACH EROSION AROUND A SAND SPIT 
-An Example of Mihono-Matsubara Sand Spit- 

Takaaki Uda1 and Koji Yamamoto2 

Abstract 

Topographic changes around Mihono-Matsubara Sand Spit were studied based on 
bottom sounding data and aerial photographs. On the Shizuoka and Shimizu coasts 
located upcoast of the sand spit, erosion waves are generated due to interruption of 
longshore sand transport by the construction of coastal structures. The propagating 
velocity of these erosion waves was found to range from 0.5 to 0.8km/yr. This agrees 
considerably well with the theoretically estimated value of 0.47km/yr. Comparison of 
beach profiles showed that the dominant beach changes take place at depths shallower 
than -7m, and this provides the closure depth for profile changes on this coast. The 
longshore sand transport rate was evaluated to be 1.3 x 105m3/yr at specific locations on 
the Shizuoka and Shimizu coasts, and it was found that this transported sand discharges 
into submarine canyons, forming a steep slope of around 1 /2, thus resulting in the net loss 
of sand from this coast. 

1. INTRODUCTION 

In general, sand spits form where obliquely incident waves are dominant and a 
large amount of sediment is supplied from rivers or coastal cliffs to the channel or the 
bay. Johnson (1919) and Zenkovich (1967) studied the formation process of various 
kinds of sand spits, focusing on the change in shoreline configuration. In their studies, 
spit forms were well classified, but the consideration of the relationship between spit 
formation and ambient bottom profiles, which is of vital importance to wave refraction, 
was not adequate. From this point ofview, Uda and Yamamoto (1986,1988,1989,1991) 
studied the formation process of sand spits along with the deformation mechanism by 
comparing data obtained from coasts, lake shores and model experiments with particular 
emphasis on the relationship between sea bottom topography and sand spit formation. 

On the western coasts of Suruga Bay there are several well developed sand spits; 

'D. Eng., Coastal Eng. Div., Public Works Res. Inst., Ministry of Construction, Ibaraki 
305, Japan. 
2Research Engineer, Ditto. , ,, 
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examples are Mihono-Matsubara Sand Spit and Wadabana Sand Spit on the Suruga 
coast. Mihono-Matsubara Sand Spit is one of the most famous compound spits, being the 
largest in Japan, together with the Notsukezaki Spit in eastern Hokkaido. This sand spit 
was originally formed by northward longshore transport carrying a large amount of 
sediment supplied from the Abe River. The decrease in sand supply from the river as a 
result of the excavation of the river bed to obtain construction material caused serious 
beach erosion around the Abe River mouth after 1965. The area of erosion rapidly 
expanded northeastward after 1977 and reached further downcoast (Shimizu coast) in 
1982 (Toyoshimaetal., 1981; Toyoshima, 1984). After 1979 various countermeasures 
against beach erosion were adopted and related construction work is still underway. No 
fundamental solution to the erosion problem, however, has yet been obtained. Beach 
erosion has also in recent years started at the tip of the Mihono-Matsubara Spit. Similar 
beach changes have been commonly observed at other coasts near sand spits in Japan. 

In order to solve the above-mentioned coastal erosion problem, it is necessary to 
fully understand the topographic characteristics and deformation process of the sand 
spit. Such beach changes are considered to be different from those of straight coastlines 
with a gentle bottom slope. From this viewpoint, the present study aims at the 
investigation of beach erosion and accretion around a sand spit, taking the Shizuoka and 
Shimizu coasts as typical examples. The results of this case study will be useful when 
considering measures against beach erosion on other coasts suffering from similar 
problems. For this purpose, the topographic characteristics and beach deformation 
around the Mihono-Matsubara Sand Spit are studied using bottom sounding data and 
aerial photographs (Uda and Yamamoto, 1992). 

2. TOPOGRAPHIC CHARACTERISTICS AND WAVE CONDITIONS 

The Mihono-Matsubara Sand Spit, a typical compound sand spit in Japan, is 
located on the west coast of Suruga Bay (Fig. 1). Within the study site, the area of about 
7km from the Abe River mouth to the Takigahara River mouth is referred to as the 
Shizuoka coast, and the 1 Okm from the end of the Shizuoka coast to the tip of Mihono- 
Matsubara Sand Spit as the Shimizu coast. Suruga Bay is very deep, having the Suruga 
Trough in the center, and the bottom slope on each shore of the bay is steep. Narrow 
continental shelves develop only near the alluvial fans of the Abe and Ohi Rivers. The 
continental shelf off the Abe River mouth has a water depth of about 100 m at its offshore 
end. 

The sea bottom topography near Mihono-Matsubara Sand Spit is illustrated in Fig. 
2. The bottom slope at the tip of the sand spit is very steep; it falls to -400m with a slope 
of about 1/5, and several submarine canyons exist very close to the shoreline. Between 
the base of the sand spit and the Abe River mouth a gentle slope is found between -10m 
and -30m depths. The shape of bottom contours deeper than -50m is complicated, and 
several submarine canyons develop. Figure 2 also shows the arrangement of survey 
lines. Point No. 0 is located at the tip of the spit, No. 175 is at the left bank of the Abe 
River mouth, and the survey lines are arranged at 100m intervals from east to west. It is 
seen from the figure that the shoreline configuration is convex seaward between No. 0 
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Figure 1. Location of Shizuoka and Shimizu coasts on the western shore of Suruga Bay. 

( No.175~No.97 :Shizuoka coast, No.96~No.O :Shijnizu coast ) 

Figure 2. Bottom contours off Shizuoka and Shimizu coasts and alignment of survey 
lines (No. 0 - No. 175). No. 0 is located at the tip of the sand spit and No. 175 at the left 
bank of the Abe River mouth. 
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and No. 75, straight between No. 75 and No. 150, and concave seaward between No. 150 
and No. 175. 

Since no wave observation is performed off this coast, the distributions of wave 
directions with the classification of wave height obtained by wave observation off 
Mochimune Fishery Harbor and Ohigawa Port are shown in Fig. 3. These observatory 
stations are respectively located about 2.5km WSW and 20km SSW from the Abe River 
mouth, as shown in Fig. 1. It can be seen from Fig. 3 that the predominant wave direction 
is SSE at Mochimune Fishery Harbor and SE at Ohigawa Port. The energy-averaged 
significant wave height estimated from Ohigawa Port data from 1967 to 1979 is 0.82m, 
the mean period is 9.0s, and the dominant wave direction is SE. The direction of the 
normal to the coastline on the Shizuoka and Shimizu coasts runs SSE through ESE. 
Therefore, waves from S to SSE are obliquely incident to the coasts, causing northeastward 
longshore sand transport. According to foreshore sampling conducted in 1989, beach 
material has a median diameter in the range of 0.3mm to 20mm and specific gravity 
between 2.67 and 2.72. As for the tide condition, the mean monthly highest water level 
is T.P. + 0.806m and the mean monthly lowest water level is T.P. -0.733m, where T.P. 
is the abbreviation of the Tokyo Peil (mean tide level in Tokyo bay). 
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Figure 3. Directional probability of wave occurrence measured off Ohigawa Port and 
Mochimune Fishery Harbor (For location, see Fig. 1). 

3. TOPOGRAPHIC CHANGES OF THE COAST 
3.1 Long-Term Change in Shoreline Configuration 

Long-term change in shoreline position in the study area was investigated by 
comparing aerial photographs taken in 1948 and 1987 (Fig. 4). Shoreline position was 
read from the aerial photographs enlarged to the scale of 1/10000. The beach slope near 
the shoreline is from 1/5 to 1/10, which is steep enough to neglect shoreline change due 
to change in tide level. On the Shizuoka coast (No. 175 to No. 97) the shoreline retreated 
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Figure 4. Change in shoreline position between 1948 and 1987 observed from aerial 
photographs. 

approximately 50m on average during the 39 years, while the shoreline apparently 
advanced on the Shimizu coast located to the east. The shoreline configuration fluctuates 
considerably between No. 140 and No. 170 because of the accretive effect of the offshore 
breakwaters built in this area. 

The longshore distribution of the annual change in shoreline position determined 
from soundings off the Shizuoka and Shimizu coasts is shown in Fig. 5, where all 
soundings were carried out in March unless otherwise indicated in the figure. The 
longshore distribution of cumulative shoreline change during the entire survey period is 
also shown at the bottom of the figure. Arrows in the figure indicate the position of the 
eastern end of the area where wave-dissipating structures were adopted as countermea- 
sures against beach erosion. The area has been extended eastward along the shore from 

the Abe River mouth. 
In 1975, beach erosion began between No. 144 and No. 159. The area where the 

shoreline retreated moved eastward with time and reached the Shimizu coast in 1983. 
The mean propagation velocity of the erosion wave, in which the eroded zone propagates 
downdrift (Inman, 1987), was about 0.8km/yr between 1975 and 1983. In 1988, the 
eroded area reached the area between No. 59 and No. 80. The propagation velocity of 
the erosion wave decreased between 1983 and 1988 compared to that between 1975 and 
1983, but the area of erosion still extended at a rate of about 0.5km/yr. Inman (1987) 
suggested that the propagation velocity of the accretion wave, referring to the propaga- 
tion of the opposite perturbation caused by the sudden release of sand, ranges from 0.5 
to 1.5km/yr near Santa Cruz and 0.6 to l.lkm/yr at San Onofre in California. These 
values are on the same order as in the present study, although the nature of the waves is 
quite different. It is noted in Fig. 5 that the maximum change in shoreline position at the 
moving center of mass is around 25m. It should be further noted that, together with the 
extension of the eroded area, the area covered by the wave-dissipating structures 
apparently extended. The erosion waves seem to have propagated as a result of the 
extension of the wave-dissipating measures, but this is not true. In fact, these measures 
were undertaken at least one year after the onset of beach erosion. This indicates that the 
countermeasures followed the propagation of the erosion waves. 
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Figure 5. Longshore distribution of annual change in shoreline position between 1975 
and 1988 calculated by bottom sounding data. An erosion wave defined by the longshore 
propagation of the eroded area (shaded zone in the figure) can be observed and its 
propagation velocity is about 0.8km/yr in the period between 1975 and 1973, and about 
0.5km/yr between 1983 and 1988. 

3.2 Longshore Changes in Sea Bottom Topography 

In order to investigate the topographic features of the Shizuoka and Shimizu 
coasts, the longshore distribution of the offshore distance from the reference point to 0 
to -10m contour lines was obtained from the bottom sounding data taken in 1988 and is 
summarized in Fig. 6. 

Between No. 75 and No. 175, the intervals between 0 to -5m contour lines are 
considerably narrow, and the bottom slope of this area is 1/10 to 1/15. The intervals 
between -5 to -10m contour lines further offshore are much wider, the bottom slope 
being gentler at 1/90 to 1/125. The gentle bottom slope in the offshore zone is considered 
to have formed as a result of erosion of a region shallower than the closure depth for 
profile changes, which is associated with shoreline recession. On the other hand, the 
shoreline configuration is very similar to the shape of contour lines up to -7m. This 
suggests that the beach profiles near the shoreline move in parallel and that the profile 
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Figure 6. Longshore distribution of offshore distance from a reference point to some 
contour lines along the study area observed in 1988. 

changes are caused by longshore sand transport. 
Between No. 35 and No. 75 close to the Mihono-Matsubara Sand Spit, the intervals 

between 0 to -5m contour lines are narrow, similarly to the case of the western coast, and 
the bottom slope is about 1/10, whereas the intervals between -5 to -10m contour lines 
suddenly decrease from No. 40. The intervals between 0 to -10 m contour lines at the 
tip of the Mihono-Matsubara Spit (No. 0 to No. 35) are very short, and the bottom slope 
is steep at about 1/5. 

The comparison of the bottom topography of these three areas with the change in 
shoreline configuration between 1948 to 1987, as shown in Fig. 4, explains that the 
topographic features of the sea bottom and the change in shoreline configuration 
correspond well to each other; that is, a gentle offshore slope is formed between No. 75 
and No. 175, where the shoreline retreated in recent years, and a steep slope is formed 
between No. 10 and No. 20 near the tip of the sand spit, where the shoreline greatly 
advanced. From these characteristics it should be noted that Fig. 6 shows not only the 
present topography, but also contains information relating to the topographic changes 
during beach deformation. 

3.3 Comparison of Beach Profiles 

Two typical profiles along survey line Nos. 122 and 142 on the Shizuoka coast 
were selected for investigation of long-term profile changes. First, the profile changes 
at No. 142 are shown in Fig. 7, in which the reference year is selected as 1975. The beach 
had been severely eroded by 1980 to yield the concave profile upward. Thereafter, 
sediment accumulated and the beach slope became gentle. Because a group of detached 
breakwaters was constructed east of this survey line after 1980, eastward longshore sand 
transport was blocked. This is the cause of accretion on the survey line. Figure 7 indicates 
that the closure depth for profile changes associated with beach erosion or accretion is 
about -7 m. 
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Figure 7. Temporal changes in beach 
profiles at No. 142. Beach was eroded 
severely up to 1980, leading to a concave 
profile near the shoreline, and beach slope 
became gentle due to sand accumulation. 
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Figure 8. Temporal changes in beach 
profiles at No. 122. This beach was also 
eroded severely and a concave beach 
profile was formed. 

The profile change at No. 122 located 2km east of No. 142 is shown in Fig. 8. 
Along this line, erosion progressed rapidly from 1975 to 1982, and the beach profile 
became concave upward. It is revealed that the location of the shoreline in 1975 was at 
a depth of 3~4m in 1982 as a result of the erosion. Two profiles, as mentioned above, 
show the characteristic features of a very gentle slope existing in the offshore zone. Such 
a flat bottom was formed by the erosional effect of waves, since the water depth over the 
slope is almost equal to the closure depth for profile changes. Furthermore, when sand 
accumulates on the beach, the profile near the shoreline becomes convex; it becomes 
concave when erosion occurs. This agrees well with the profile characteristics around a 
sand spit obtained in previous studies by Uda and Yamamoto (1986,1991). 

4. ESTIMATION OF THE LITTORAL TRANSPORT RATE AND PROPAGA- 
TION VELOCITY OF EROSION WAVES 

Figure 5 reveals considerable advance and retreat of the shoreline position west 
of No. 42 and wide, gentle offshore slopes were well developed below -7m. Thus, in 
these areas the closure depth for profile change is considered to be approximately 
constant. At the tip of the sand spit, sand discharges into the deep ocean, and it is difficult 
to define the closure depth. Eight survey lines were therefore selected between No. 42 
and No. 161; variation in cross sectional area, AA(m2), and the change in shoreline 
position, Ay(m), were calculated for each profile. The data were examined by means of 
regression analysis to obtain the following relationship between AA and Ay with the 
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correlation coefficient R=0.87: 
AA= 11.0 Ay-19.0 (1) 

The regression coefficient of AA and Ay gives the characteristic height of beach 
change, h, when topographic change is caused by longshore drift. Figure 9 illustrates the 
definition of the characteristic height of beach change due to longshore sand transport, 
where hc is the closure depth for profile change and hR the wave run-up height. The 
characteristic height is often used in the one-line model for shoreline change to relate the 
change in cross-sectional area to the change in shoreline position. The characteristic 
height for this coast is thus evaluated as h= 11m. 

Based on the above definition, the volume change of the beach can be calculated 
by multiplying the change in beach area by the characteristic height of beach change. 
Furthermore, the littoral transport rate can be estimated from the temporal change in sand 
volume taking into account the continuity condition of littoral transport. With reference 
to Fig. 5, the littoral transport rate is estimated by selecting the area between No. 70 and 
No. 85, where the eroded region simply extended from 1984 to 1988 and the area 
between No. 151 and No. 166, where the accretion progressed in the same period, each 
area having a length of 1,500m. A great number of wave-dissipating structures were 
installed west of No. 85, so that sand supply from upcoast is considered to be greatly 
decreased. On the other hand, between No. 151 and No. 166, the discharge of longshore 
drift is considered to have been interrupted by the group of detached breakwaters and the 
jetty of the floodway located at No. 151. Figure 10 shows the cumulative change in beach 
areas of accretion and erosion since 1984. The area of erosion between No. 70 and No. 
85 simply increased with time, and the total increase in four years was 4.5 x lffm2. The 
rate of increase is therefore l.lxl OW/yr. Similarly, an increase of 5.2 x 104m2 occurred 
between No. 151 and No. 166, the rate of increase being 1.3 x 104m2/yr. Here 

Figure 9. Definition of characteristics 
height of beach change due to littoral 
transport (AA: increase in cross-sectional 
area.Ay: the change in shoreline position). 

AA6r^ 
(104nf) 

accreted area 
(No. 151~No. 166) 

A.  ..eroded area 
*  (No. 70~No. 85) 

1984   1 

Figure 10. Temporal changes in accreted 
(No. 151-No. 166) and eroded (No. 70- 
No. 85) beach areas since 1984. 
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assumptions that the total amount of sand supplied from upcoast is deposited in the 
accretion zone and that a constant amount of sand discharges out of the erosion zone 
without any sand supply were made. The rate of change in Fig. 10 multiplied by the 
characteristic height of beach change then gives the littoral transport rate. Multiplying 
by h=l lm determined from Eq.(l), the littoral transport rate across No. 70 is evaluated 
as 1.2 x 105m3/yr and across No. 166 as 1.4 x 105m3/yr, the average being 1.3 x 105m3/ 
yr. These values are very close, and this indicates that no erosion or accretion occurred 
as long as continuous longshore drift took place in this range of the coast. This also 
implies that erosion will begin in the future at the tip of the sand spit because of 
significant decrease in sand supply. 

Inman (1987) defined the propagation velocity of accretion or erosion waves, V, 
in terms of the longshore sand transport rate Q (m3/yr) and the volume change q 
associated with the moving center of mass as 

V=Q/q. (2) 
As mentioned above, here, Q = 1.3 x 105m3/yr on average. Furthermore, the 

relation of q = h Ayraax holds where Aymax is the maximum shoreline change in terms of 
the moving center of mass. Substituting h=l lm and Aymax = 25m as obtained from Fig. 
5 into this relation, we obtain V= 0.47km/yr, which is comparable to the measured 
velocity (0.5-0.8km/yr). As shown in Fig. 6, between Points No. 150 and No. 100 the 
foreshore width is so narrow that the maximum shoreline retreat (ymax) is reduced owing 
to the restriction of the sea wall. This may cause a higher velocity of erosion waves. On 
the other hand, between Points No. 100 and No.60 the foreshore width is sufficiently 
wide, and this is a possible reason for the agreement between measured and calculated 
velocities. It is finally concluded that the extension of the area of erosion can be explained 
well by introducing the concept of erosional waves. 

5. BEACH CHANGES IN VICINITY OF TIP OF SAND SPIT 

Figure 11 shows sea bottom contours and alignment of survey lines at 100m 
intervals around the tip of the Mihono-Matsubara Sand Spit. The origin of the survey 
lines is set at No. 0 at the tip of the sand spit. Steep submarine canyons develop at 
locations No. 12 through No. 30, No. 36 through No. 44, and No. 48 through No. 54, as 
shown in Fig. 11, in strong contrast to the development of a wide continental shelf with 
a gentle bottom slope west of No. 55. 

First, the change in shoreline position between No. 47 and No. 71 is shown in Fig. 
12 with reference to the shoreline form in 1988. In 1988 the shoreline extended straight 
north of No.71, where a coastal revetment had been installed to protect the coastline. The 
shoreline had started to retreat north of this revetment by 1989. The shoreline retreat 
takes a maximum value at a location beside this revetment, and it gradually decreases 
eastward with negligibly small change at No. 58. The shoreline change up to 1990 is 
similar to that measured to 1989, but the shoreline change increased west of No. 62 with 
a slight recession of the shoreline between No. 50 and No. 58. It is well known that 
installation of a coastal revetment and wave-dissipating breakwaters at a site updrift of 
littoral drift simply causes downcoast erosion, requiring further preventive measures 
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Figure 11. Bottom contours and alignment of survey lines at the tip of the sand spit. 
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Figure 12. Change in shoreline position between No. 47 and No. 72. 

against beach erosion. Recurrence of this process reduces the sandy coastline to an 
artificial coastline protected by various coastal structures, and the disappearance of 
natural sandy beaches. On the Shimizu coast, therefore, a method of stabilizing the 
coastline, in which a set of detached breakwaters is installed in a leap-frog manner at 
wide intervals, was employed. In 1991 a detached breakwater was installed at No. 65 as 
part of this plan. Since the detached breakwater blocked northward littoral drift, a step- 
type shoreline was formed at that location. As expected, downcoast, the shoreline 
between No. 64 and No. 48 retreated to become triangular. The area of erosion extended 
eastward about 900m in two years, resulting in the expansion rate of erosion of 0.45 km/ 
yr. This propagation velocity is very close to the value of 0.5 km/yr obtained for the 
Shizuoka coast between 1983 and 1988, as mentioned earlier. In 1992 two sets of 
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detached breakwaters with an opening width of 500m were installed. Due to the 
installation of these detached breakwaters the shoreline between the two sets of detached 
breakwaters retreated a maximum of about 36m relative to the initial position in 1988, 
but the recession rate clearly decreased. In contrast the downcoast shoreline retreated in 
the same manner as the shoreline change observed in 1991. 

Here detailed topographic changes around detached breakwaters are investigated. 
Figure 13 shows the change in sea bottom contours before and after the installation of 
detached breakwaters. Every contour extended straight alongshore in 1988 before the 
installation, as shown in Fig. 13(a). The interval between the contours between the 
shoreline and 4m depth is very narrow, in strong contrast to the gentle slope beyond 5m 
depth. In 1992 the coastline which was almost straight in the past became step-type form 
as a result of the installation of detached breakwaters I and II, as shown in Fig. 5(b). 
Typical topographic features showing the dominance of northward littoral drift can be 
observed in the vicinity of detached breakwaters I and II. For example, the western 
shoreline of these detached breakwaters extends straight toward the breakwater, whereas 
the eastern shoreline has an embayment shape with maximum shoreline retreat at the 
location beside the detached breakwater. 

Mihono-Matsubara Sand Spit protrudes the furthest northeastward at No. 12, as 
shown in Fig. 11. At this site the sandy beach is very wide, but steep submarine canyons 
are developed very close to the shoreline. Figure 14 shows the beach profiles measured 
in 1988 and 1992 along No. 14 through No. 10 in the vicinity of the tip of the spit. At No. 
14 sand is deposited up to a depth of 65m to form a steeper slope. A similar feature can 
be observed at No. 13, showing deposition up to a depth of 65m. The depth of the 
submarine canyon gradually decreases north of No. 14, and the offshore point of 
transition of the slope is located at 50m depth at No. 12. Sand is deposited again at No. 

No. 54       No. 56       No. 58       No. 60       No. 62      No.'i 

(b)  1992 
detached 

breakwater( I )~ 

No. 68 

Figure 13.   Topographic changes around two sets of detached breakwaters I and II 
between 1988 and 1992. 
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Figure 14. Change in longitudinal profile between 1988 and 1992. 

12, while on upward convex profile is maintained. At No. 11 maximum advance of the 
shoreline position, 16m, is observed. 

At No. 10 the point of transition of the slope becomes shallow, 22m depth, 
compared to the depth at survey lines located south of this line, and sand is deposited only 
on the steep slope in a zone shallower than 22m depth. It should be noted that sand is 
deposited up to 70m depth at maximum and 22m depth at minimum in the five beach 
profiles located in the vicinity of the tip of the sand spit. This is in marked contrast with 
the fact that the beach was eroded in a region shallower than 7m depth, as mentioned in 
section 3.2. In the case of beach erosion the shoreline retreats mainly due to the erosion 
concentrated in a zone shallower than the closure depth of around 7m on this coast, 
whereas sand discharges into the very deep region, where depth is one order of 
magnitude greater than the closure depth in the erosion zone, due to the topographic 
features of the sand spit. This is a very severe problem for this coast, because the total 
area of accretion becomes much smaller than the area of erosion in comparison to the 
areal change of the beach, causing net loss in the area of sandy beaches. 

Here the change in sand volume of the beaches in accretion and erosion zones is 
shown in Fig. 15, taking 1988 as the reference year for comparison. As erosion and 
accretion zones, the area between No. 47 and No. 72 and the area north of No. 47 are 
selected on the basis of the recent shoreline changes, as shown in Fig. 12. In the erosion 
zone 5.4 x 105m3 of sand was eroded from 1988 to 1992, resulting in an annual decrease 
rate of sand volume of 1.35 x 105m3/yr. This is approximately equal to the rate of littoral 
drift through No. 47, because the coastline west of No. 72 is totally covered by sea walls 
with concrete armor units at the foot and detached breakwaters, and therefore sand 
supply from upcoast through No. 72 is assumed to be negligible. This transport rate is 
very close to the value obtained further upcoast of Shizuoka coast, as discussed in the 
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Figure 15. Time change in sand volume in accretion zone north of No. 46 and in erosion 
zone between No. 47 and No. 72. 

previous section. 
Total change in accreted sand volume up to 1992 reaches 6.36 x 105m3 which is 

about 18% greater than total eroded sand volume, 5.4 x 105m3. However, the correspon- 
dence between the two results is considered to be fairly good, taking into account that 
volumetric calculation in the accretion zone is apt to include large error because of the 
wide calculation zone and because the sand supply through No. 72 by northward littoral 
drift is a small but non-negligible value. 

6. CONCLUSIONS 

The principal results of the present study can be summarized as follows. 
(1) On the Shizuoka and Shimizu coasts, erosion waves propagated northeastward 

at a velocity of about 0.8km/yr between 1975and 1983, and 0.5km/yr between 1983 and 
1988. These erosion waves were caused by spatial discontinuity in longshore transport 
as a result of the installation of various coastal structures. Inman's (1987) method was 
employed to estimate their propagation velocity as 0.47km/yr, which agrees fairly well 
with observed values. 

(2) A comparison of beach profiles revealed that significant topographic changes 
occurred in a region shallower than -7m, and it was confirmed that this water depth is 
approximately equivalent to the closure depth for profile changes on this beach. On the 
other hand, at the tip of the spit, a large amount of sand transported toward the tip of the 
spit is discharged and deposited up to a depth of 70m, which is one order of magnitude 
greater than the closure depth of this coast obtained in the erosion zone, forming a very 
steep slope of 1/2 due to the topographic features of the sand spit. Thus the occurrence 
of a net loss of sand toward the deep sea is of vital importance for solving beach erosion 
problems around a sand spit. 
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(3) The littoral transport rate was evaluated to be 1.3 x 105m7yr near No. 70 and 
No. 166 on the Shizuoka coast from the temporal change in sand volume of the coast. 
In a recent erosion zone at the tip of the sand spit 5.4 x 105m3/yr of sand was eroded 
between 1988 and 1992, resulting in an annual decrease rate of sand volume of 1.35 x 
105m3/yr, which is close to the approximate rate of northward littoral drift through No. 
47. Thus the two estimated values are in good agreement. 
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CHAPTER 198 

SHORECIRC: A Quasi 3-D Nearshore Model 

A.R. Van Dongeren1, F.E. Sancho2, LA. Svendsen3, and U. Putrevu4 

ABSTRACT: A depth-integrated, short wave-averaged nearshore circu- 
lation model is presented, which includes the effects of the 3-D current 

structure over depth. The model includes the description of time-varying 
currents such as infra-gravity waves. Two numerical schemes are devel- 
oped, which will be used for intercomparison in the absence of analytical 

solutions. An absorbing-generating boundary condition is developed based 
on the Method of Characteristics in order to allow propagating waves to 

leave the computational domain with a minimum of reflection while spec- 
ifying incoming waves at the same boundaries. The model is tested for 
the time-varying start-up of a longshore current on a cylindrical coast, and 
the temporal development of both the cross-shore profiles of the longshore 

current and characteristic samples of the vertical structure of the velocity 

profiles are given. 

INTRODUCTION 

Shoaling, breaking, refraction and randomness of short waves are responsible 

for larger scale motions such as steady and unsteady currents and low frequency 

(infragravity) waves. These motions are all described by time-varying nearshore 
circulation models and can be observed as temporal and spatial variations of the 

short wave-averaged setup/setdown and longshore and cross-shore currents. 

Two classes of models exist to describe these nearshore phenomena: (i) mod- 
els that resolve the instantaneous state of motion, such as models based on the 
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nonlinear shallow water equations or on the Boussinesq-equations and (ii) time- 
averaged models that calculate large scale motions due to short wave-induced 
forcing. The latter class can be further subdivided into two categories. Two- 
dimensional horizontal (2DH) models describe the depth-mean current and the 
surface elevation. They are based on the turbulence-averaged, depth-integrated, 
time-averaged Navier-Stokes equations. The second category, 2DV-models, have 
primarily been used to study the vertical structure of the cross-shore circulation 
(Svendsen (1984), Dally & Dean (1984), Stive & Wind (1986), Svendsen et al. 
(1987) and Svendsen & Hansen (1988)). Both types of models are an approxima- 
tion of the fully 3D case, which until now has not been successfully modeled. 

Quasi-3D models were developed to combine the effect of the vertical struc- 
ture with the simplicity of 2DH models. In the approach by De Vriend & Stive 
(1987), the current is split into primary and secondary flow profiles based on the 
assumption that the primary velocity profiles are the same in the cross-shore and 
longshore direction. In a different approach, Svendsen & Lorenz (1989) deter- 
mined the vertically-varying longshore and cross-shore currents separately under 
the assumption of weak dependence. They found that the total vertical current 
profile has a spiral shape (Fig. 1). Svendsen & Putrevu (1990) formulated a 
steady-state 3D nearshore circulation model using analytical solutions for the 3D 
current profiles in combination with a numerical solution of the depth-integrated 
2D horizontal equations for a long straight coast. Sanchez-Arcilla et al. (1990, 
1992) presented a similar concept. They split the current velocity into a depth- 
invariant component and a component with a vertical variation with zero mean 
flow integrated over the central layer. Putrevu & Svendsen (1992) and Svendsen 
& Putrevu (1994a) recognized that the current-current and current-wave interac- 
tions neglected in previous investigations induce a non-linear dispersion mecha- 
nism, which significantly augments the lateral turbulent mixing and explains the 
apparent difference in magnitude between the vertical and horizontal mixing. 

In the present form, SHORECIRC is the time-dependent extension of the 
model presented by Svendsen & Putrevu (1994a). This comprehensive model is 
able to describe a number of nearshore phenomena such as surf-beat, edge waves 
and longshore currents while allowing for alongshore variations in the hydrody- 
namical conditions. By including finite amplitudes, random wave forcing, and 
the effects of the 3D current structure, it extends the description of these phe- 
nomena beyond the usual analytical solutions. The topography part of the model 
is presently configured for a cylindrical coast only, but will later be extended to 
cover arbitrary bottom topography as well. In the present paper we focus on the 
form of the 2DH equations, the generating-absorbing boundary condition used, 
and we test the model performance for a time-varying case of the longshore cur- 
rent on a long, straight beach. 
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Boundary 
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Boundary 
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Figure 1: Three-dimensional structure of the current velocities in the surf zone 
(from Svendsen & Lorenz, 1989). 

GOVERNING EQUATIONS 

The depth-integrated, time-averaged mass and momentum equations read as 
follows: 

S + TT-W   
V<*dz + Q•°) =° at     oxa \J-ha j (1) 

d   r< 
p—^T + /0-—/     VaVpdz + p-—/   uwaVp + uwpVa dz 

at        axaJ-h0 oxcJc, 

d(        d —i_ _|  
dxp     dx, 

where the radiation stress Sa/3 is given by 

+ Pg(C + ho)g^ + g^ fc, - /^ raP dz 4 + r$ = 0 

-S'a/3 =   /       {pUwaUwP + fia0P) dz - 6a0^Pgh2 

J — ho Z 

(2) 

(3) 

which is equivalent to the definition used by Mei (1983). 

In the above,   Va and ( represent the horizontal current velocity and the 
mean surface elevation, respectively, which is equivalent to the particle velocity 
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and wave surface elevation if an IG wave is considered. uw is the short wave 
velocity, Qa represents the total volume flux and Qw is the volume flux due to 
the short wave motion. (t is the elevation of the wave trough, Tap is the Reynolds 
stress, h0 is the still water depth, while Tjjj and T® represent the surface (e.g. 
wind) and the bottom shear stresses, respectively. The overbar denotes short 
wave averaging and the subscripts a and /3 denote the directions in a horizontal 
Cartesian coordinate system. See Figure 2 for a definition sketch. 

Qm„       z,w 

Figure 2: Definition sketch. 

The form (2) of the momentum equation is written in terms of Va which is the 
current defined in the traditional way: the net velocity at any point below wave 
trough level over and above the purely oscillatory wave motion (i.e. uw = 0). For 
the general case of depth varying currents it is convenient to split this current 
into a depth uniform and depth varying component: 

Va = Vma(x,y,t) + Vda(x,y,z,t) (4) 

where 

Vm (5) 

and 

/      uu 

It may be verified that 

dz 

I     Vadz = Qa - Qw       anc 
J-ho 

/c vda 
J—ho 

dz = 0 

(6) 

(7) 
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Then (2) may be written as 

at oxa \    h    I       oxa J-ho 

+P^— /   uwaVdp + uwfiVda dz + pg (( + h0)~— 
oxaJ(, axfj 

+ ~ (saP - f
(   raP dz) - r$ + T* = 0 (8) 

dxa \ J-fco / 

where Sap is the radiation stress defined by 

Sa/s = baj3 - p  (9) 

which is the definition used by Phillips (1977). 

The integrals in (8) represent the effects of the depth-varying currents. The 
rest of the terms are essentially equivalent to the terms found by Phillips (1977) 
and Mei (1983). 

The equations (1) and (8) are solved by finite differences for the time and 
space variation of £ and Qa in combination with an analytical solution for the 
current distribution along the vertical, which is given in terms of eigenfunction 
expansions. This analytical solution includes integration constants that are in 
turn determined from the numerical solution of the depth-integrated equation 
(8). The details of this are left out for reasons of space limitation (Svendsen & 
Putrevu, 1994b and Putrevu & Svendsen, 1994). 

NUMERICAL SCHEMES 

Two numerical schemes have been developed: a second order, explicit predic- 
tor-corrector method and a second order, ADI staggered-grid scheme. This allows 
us to compare the two numerical solutions to each other when an analytical solu- 
tion for the 2DH current pattern is not readily obtained, for instance in cases of 
random wave forcing or a complicated bathymetry. Both schemes have inherent 
advantages and drawbacks. While simpler, the explicit method has a Courant- 
Friedrichs-Lewy (CFL) limitation on its stability, which sets an upper limit on 
the time-step allowed. Typically we use a Courant number of 0.35 - 0.7. The 
ADI method, which has no CFL limit, is both more robust and more compli- 
cated for the nonlinear terms. Hence it can be operated at even larger Courant 
numbers, although it loses accuracy if the Courant number is increased too much. 
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ABSORBING-GENERATING BOUNDARY CONDITION 

In order to be able to model a limited coastal region in an otherwise large 
ocean, it is necessary to establish boundary conditions along the open ocean-side 
boundaries that satisfy two criteria: 

1. The region outside the computational domain only influences the motion in- 
side through incident (long) waves and currents, which we know and specify 
along the open boundaries. 

2. (Long) waves propagating out of the computational region must be allowed 
to propagate freely through the open ocean-side boundaries with minimal 
reflection. 

Thus this boundary condition must be able to generate a specified long wave 
and simultaneously absorb outgoing waves. Such a generating-absorbing bound- 
ary condition is derived below based on the Method of Characteristics (Abbott, 
1979; Verboom et al, 1981). 

We first notice that the open boundaries are established so that near these 
boundaries the dominating terms in the continuity and momentum equations 
are the terms corresponding to the nonlinear shallow water (NSW) equations. 
Introducing ua = ^, where h denotes total water depth, we can thus write (1) 
and (8) as 

-m+Uad^ = ~gd^ + f0 (11) 

where fp represents forcing terms for the motion which include the radiation 
stress terms, the V^-integrals, the bottom and wind shear stresses and the bot- 
tom slope term, all included in the original equations. 

In characteristic form these equations can be written as: 

9/3+ 5/3+     _3/3+       dv      dh0 

-w = -{u+c)^-v^i-%+9^ + Fe+ (12) 

dp~        ,        ,d/3-       d/3-      dv       dh0     „ 
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97 _<97     _d-y       d( 
— = -«- v- g— + t 
at ox       ay       ay 

(14) 

where (3+ in (12) is the ingoing Riemann-invariant u + 2c and c = ug(ho + C)- 
j3~ = u — 2c and 7 = w are the Riemann-invariants of (13) and (14). The forcing 
terms Fp+, Fp- and F1 originate from the /-terms in (11). Because of these 
terms, the invariants should actually be called variables. It turns out that the 
7-equation is the y-momentum equation itself. See Figure 3 for a definition sketch 
showing the characteristics. Note that the Riemann-variants /3+ and /3~ are not 
related to the subscript /? used in (1) through (11). 

Figure 3: Definition sketch of the characteristics. 

From the Riemann variable j3~, which propagates along a trajectory in the 
negative s-direction and is updated by (13), we can derive a relationship between 
the flux of the outgoing wave (subscripted V in the following) and the incoming 
wave (subscripted Y). Assuming linear superposition of these waves 

Q = Qi + ( (15) 

and substituting the identities 

?< = cC, $r —       C \,r (16) 

which are valid irrespective of wave theory and only assume constant form, we 
get 

\QT\ (cos6»r + 1) = hop- - |<2i|(cos6>; - 1) + 2h0Jgh0 + O (17) 

where 0,- and 9r axe defined as the angles between the normal to the boundary and 
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the incoming and outgoing waves, respectively. From the y-momentum equation 
(14) we then get 

\Qr\ sin0r = Qv - Qiy (18) 

where Qy = v{h0 + £)• From (17) and (18) we can find the unknowns \Qr\ and 9r 

iteratively. With the incoming wave known through specification, and integrat- 
ing (13) and (14) in time, the boundary values of total fluxes Qx and Qy, and 
the surface elevation £, are determined at the next time step. This boundary 
condition is essentially a generalized version of the condition derived for the 1-D 
case by Kobayashi et al. (1987). 

Two cases have been run to test this absorbing-generating boundary condi- 
tion. In the first case, linear waves were generated under various angles at the 
x = 0 and y = 0 boundaries. They were propagated over a flat bottom using 
the linearized equations and absorbed at the x = Lx and y = Ly boundaries. 
This tests the absorbing capability of the boundary condition. The parameters 
used were: wavelength A = 50 m, domain lengths Lx = Ly — 2 A, h0 = 1 m, 
T = A/ \fgho, A = 0.01m, Ax = Ay = ^ and Cr = 0.6. Figs. 4a-c show the 30 
instantaneous water surface for three selected angles 6 = 0°,30'3 and 75°, where 8 
is defined as the angle between the incident wave ray and the y-axis. Reflections 
from the boundaries are barely visible. 

To calculate the reflection coefficient, a time series was taken at a point on the 
boundary. Then the domain was extended to be effectively infinite and another 
time series was taken at the same point. Following Verboom & Slob (1984), the 
reflection coefficient is then defined as the maximum of the difference of the two 
time series normalized by the amplitude of the original wave: 

R=rnoxAm 
A 

Fig. 4 d shows this reflection coefficient R (indicated by the dots) as a function 
of the angle of incidence 9. 

A comparison is made to the widely-used Sommerfeld radiation condition 

l + ^-l")" u = 0 (M) at     cos 8'T ox) 

where n indicates the order of the approximation of the boundary condition. 
For instance, the radiation condition that was introduced by Engquist & Majda 
(1977) has n = 2. The theoretical reflection coefficient of this type of condition, 
which can be calculated as (Higdon, 1986) 

R-- 
<?r + l 

(21) 
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is shown in Fig. 4d for three values of n, indicated by the solid lines. The fig- 
ure shows that the present condition based on the Method of Characteristics has 
much better absorption capabilities than the Sommerfeld condition. The latter 
gives large reflection coefficients for large angles and is fully reflecting for waves 
propagating parallel to the boundary. Note that the reflection, as calculated by 
(19), includes truncation and other numerical errors, while R, as calculated by 
(21), is theoretical only. This probably causes the better performance of the Som- 
merfeld condition at small angles. 

Figure 4:  (a) Instantaneous water surface for 9 = 0°.  (b) Same for 9 = 30°.  (c) 
Same for 9 = 75°.   (d) Reflection coefficients versus angle #,  :  Eq.   (2f), •: 
present model. 

In a second test, waves are simultaneously generated and absorbed at the 
x = 0 boundary. From a cold start, waves are generated under an angle of 0° 
from t = 0T — 19 T and are reflected off a wall at x = Lx. Parameters used 
are: wavelength A = 50 m, domain lengths Lx = 3.3 A and Ly = 0.2 A, h0 = 1 m, 
T = A / ^Jg h0, A = 0.01m, Ax — Ay = ~ and Cr = 0.6. Fig. 5 a shows the 
wave propagating in +x-direction at t = 2 T and Fig. 5 b the resulting standing 
wave. At t = 19 T the incoming wave was turned off instantaneously (causing a 
minor disturbance wave that is visible in Fig. 5 c where a wave propagating in 
the negative ^-direction is trailed by higher frequency disturbances). The central 
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part of the time series (taken at x = 0, y — -f) in Fig. 5d shows the standing 
wave whose amplitude is equal to the analytical solution within a few percent. It 
also shows that the transients radiate out with very little reflection. Still-water 
conditions are reached fairly quickly after the generated waves leave the domain. 

Figure 5: (a) Instantaneous water surface at t = IT. (b) Same for t = 19T. (c) 
Same for t = 25 T. (d) Time series at (x = 0, y = -£•). 

These tests show that the numerical boundaries can be placed close to the 
regions of interest, which limits the computational time for the model. 

TEST CASE: LONGSHORE CURRENTS 

As a formal test of the time-dependent equations (1) and (8), we studied the 
start-up of a longshore current on a cylindrical coast induced by imposing short 
wave forcing in a region at rest at t = 0. The parameters and assumptions used 
are the same as those in Chapter 4 of Svendsen & Putrevu (1994a), called SP94 
in the following, except that here the depth-invariant longshore velocity Vo (see 
their (2.6)) is explicitly defined as the depth mean longshore velocity. 

Fig.  6 a shows the surface elevation versus normalized time for a number of 
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. h/hb = 0.5 

h/hb = 0.8 
h/hb = 1.5 
h/hb = 1.0 

t/T 
10 15 

^   0.5 

Figure 6: (a) Surface elevation versus time for cross-shore positions indicated 
in the figure. (6) Cross-shore variations of the longshore current velocities for 
different time-steps as indicated in the figure. 

points in the domain. The normalizing time-scale T is defined as the ratio of the 
surf-zone width to the long wave celerity at the breakpoint, ft is also seen that 
the impulsive application of the short wave forcing at t = 0 initiates a surge in the 
mean surface elevation. After reflection from the beach, it propagates seawards 
and is absorbed by the ocean-side boundary condition. The steady-state in the 
set-up is reached in about IT. The longshore current evolution in Fig. 6b, how- 
ever, does not attain steady-state until about 50 T, which indicates a difference 
in time-scales of cross-shore and longshore motion. In fact, the steady-state is 
only approached asymptotically as the net forcing of bottom friction and the ra- 
diation stress decreases to zero. The figure clearly shows that the turbulent and 
dispersive mixing, vtx and Dc (defined in SP94 Eq. (2.22)), cause a spreading of 
momentum (i.e. longshore current velocity) away from the breakpoint but the 
momentum spreads relatively slowly, in particular outside the surf-zone. 



2752 COASTAL ENGINEERING 1994 

a!    - 
°V/5 

^T7r7777 
^ 

V5 

Figure 7: (a) Three-dimensional current spiral for ^ = 0.24 at t = 0.2 T. (b) 
Same for t = AT. (c) Same for t = 48T .(d) Three-dimensional current spiral for 
fc = 0.98 at t = 0.2T. (e) Same for t = AT. (f) Same for t = 48T. 
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The slow development in the flow implies that the vertical velocity profiles 
can be considered a quasi-steady response to the instantaneous forcing, including 
the gradients of the mean water surface. Thus, using SP94's expressions for the 
undertow and longshore velocity with time-varying coefficients, we can calculate 
the change in the 3-D current profiles as time progresses. Figs. 7a-c show three 
snapshots of the 3-D current spiral for a position close to shore. Figs. 7 d-f show 
the spirals at the same times for a position in the surf-zone near the breakpoint. 
The cross-shore and longshore current profiles are also shown as projections. The 
current velocities, U and V, are normalized by the local wave celerity and £, the 
vertical position above the bed, is normalized by the still water level h0. Figs. 7 a 
and 7d for t = 0.2 T show that initially the flow is almost entirely in the cross- 
shore direction. At t = 4T, the steady-state in the set-up, and consequently 
in the undertow profile, is not yet reached and the magnitude of the longshore 
current is increasing rapidly (Figs. 7b and 7e). At t = 48 T, both the undertow 
and the longshore current have reached steady-state (Figs. 7c and 7f). Notice 
that the longshore current profile in Fig. 7 c is pitched forward, whereas the one 
in Fig. 7 f is tilted back slightly. This is important since the sign of the vertical 
gradient of V indicates a sign switch in the dispersive effect, which is known to 
control the mixing (SP94). We see that the different time scales for the cross- 
and longshore motion cause the velocity to change quite significantly during the 
start-up of the longshore current. With time-varying forcing from random waves, 
the variation will probably be less dramatic. However, the results for the 2DH 
case with weak wave groups analysed by Svendsen and Putrevu (f994b) suggest 
that the vertical currents profiles can vary significantly. 

For completeness it is mentioned that these computations were performed 
with a very short coast to ensure that no instabilities in the form of shear waves 
developed. 

CONCLUSIONS 

A time-dependent, short wave-averaged quasi-3D model is presented that gov- 
erns nearshore circulation processes as well as infra-gravity waves. An absorbing- 
generating boundary condition has been developed that allows waves to leave the 
domain with very little reflection while simultaneously specifying an incoming 
wave. This makes it possible to choose the model boundaries close to the area 
of interest, thus limiting the computational effort required. The time-dependent 
model is tested for the start-up of a longshore current on a long straight coast. 
The vertical velocity profiles are shown to change significantly as the current 
evolves. 
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CHAPTER 199 

A MODEL FOR BREACH GROWTH IN SAND-DIKES 

by 

Paul J. Visser* 

ABSTRACT 

A mathematical model for breach growth in sand-dikes and dunes is presented. The 
model is based on the five-step breach erosion process as observed in several 
laboratory and field experiments. A simplified Galappatti (1983) pick up mechanism 
for sand from the bed is combined with Bagnold's (1963) modified (Visser, 1988) 
energetics-based sand transport conception to describe the breach erosion. The 
comparison of the model predictions with the data of the Zwin 89 field experiment 
shows good agreement. 

1.   INTRODUCTION 

The Technical Advisory Committee on Water Defences (TAW) in The Netherlands 
is completing a probabilistic design method for dikes and dunes (hereafter both 
named dikes). This method will hold a procedure for the design and control of dikes 
based on a risk-norm (risk of inundation) instead of on a chance-norm (chance of 
exceeding a certain water level) as in the present deterministic methods, see Kraak 
et al. (1994). A risk-norm means that the inundation chance is combined with the 
consequences of flooding (deaths, loss of property and revenues, repair costs, etc.). 
To determine the consequences of an inundation, it is necessary to predict both the 
rate and speed of polder flooding, which are especially governed by the flow rate 
through the breach in the dike. This discharge rate largely depends on the process 
of breach growth. 
The final aim of the investigation is a mathematical model, that describes the breach 

1 Delft University of Technology, Department of Civil Engineering, 
P.O. Box 5048, 2600 GA Delft, The Netherlands 
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growth and the discharge rate through the breach in case of a dike-burst, as function 
of the parameters involved. These parameters are: 
• cross-section of the dike (height, width, angles of the slopes); 
• structure of the dike (dike material, revetments, foundation); 
• hydraulic conditions (water level against the dike, wave load). 

A first version of the model (Visser, 1988) was especially developed for the huge 
(about 75 m high) sand-dike of a proposed pumped-storage plant in The Nether- 
lands. Visser et al. (1990) extended the model and confronted it with the data of the 
Zwin 89 field experiment, yielding reasonable agreement for the first stages of the 
erosion process. This model version was not yet applicable to the last two phases 
of the breach erosion process (see section 3). If applied, it would fairly overestimate 
the breach growth in this final phase. 
This paper describes a new version of the model. Its improvements with respect to 
the previous version are: 
• inclusion of a description of the breach erosion in phase IV); 
• an improved description of the erosion mechanism in phases I, II and III; these 

improvements refer to both the physics and the mathematical treatment. 
Phase V of the breach erosion process is not yet included in the model. This stage 
is important since it yields the ultimate breach dimensions. Further the model is still 
restricted to sand-dikes; effects of clay-layers and revetments have to be included 
in the near future. 

2. ENTRAINMENT AND TRANSPORT OF SEDIMENT 

Fig. 1 shows a typical cross-section of a sand-dike along the breach axis in the initial 
phase of the breach erosion process. A coordinate system (x,z) is adopted with 
coordinate x along the inner slope (x = 0 at the top of the dike) and coordinate z 
normal to the slope. Hw is the water level at sea, Zr is the height of the top of the 
dike in the breach (both Hw and ZT are measured above the base of the dike), and 

Fig. 1. Typical cross-section of a sand-dike along the breach axis. 
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the angles of the outer and inner slope are a and 0, respectively. 
The entrainment of sand from the horizontal crown of the dike is very small 
compared with the pick up from the inner slope, see Steetzel and Visser (1992) and 
Visser (1994). The pick up of sand starts at the upstream end of the inner slope (x - 0). 
For large values of ujws = CJl2ulws (is of order 10 in the present situation, so 
suspended load transport will dominate bed load transport), the entrainment and 
subsequent transport of suspended sediment along the inner slope can be 
approximated according to Galappatti (1983, see also Galappatti and Vreugdenhil, 
1985) by: 

s(x)~±ss for   0<x<la (1) 
'a 

in which s(x) is the sediment transport (volumes of particles) per unit width along 
the slope and la is the adaptation length of the suspended load transport: 

, ud    _     QT Q-. 

"    M^COS/3     wscosfi 

and .$, is the capacity of the suspended load transport: 

0.01 c/-"3 

'I—      [m2/s] (3) 
s    (ws/u) (cos0)2   £A 

where u is the depth-averaged flow velocity, d is the water depth (see Fig. 1), ws is 
the fall velocity of sand in water, qT is the discharge flow rate per unit width over 
the top of the dike, Cjis the friction coefficient for the bed (Cj-=glC2 , where C 
is the Ch6zy coefficient), A = (ps - p)/p, ps is the mass density of sand, p is the 
water mass density and g is the acceleration of gravity, see Visser (1988). Equation 
(3) rests on a modified (Visser, 1988) Bagnold (1963) energetics-based sand 
transport conception for suspended sediment load. The efficiency factor 0.01 is 
according to Bagnold (1966). 
Equation (3) emerges as the best formula out of 15 sand transport formulae in a test 
with the flume data of Steetzel and Visser (1992) and the data of the Zwin 89 
experiment, with Van Rijn's (1984a, 1984b) formulation finishing second best. Most 
of the other formulae overestimate the measured sediment transport rates 
significantly, also those formulae which were developed for sand-water mixture 
flows at high shear stress (for instance Wilson, 1987) and for sediment transport on 
steep slopes (for instance Rickenmann, 1991). For the moment this conclusion (and 
the choice for (3)) holds for the first three phases of the breaching process when the 
flow is supercritical. 
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3.  BREACH EROSION PROCESSES 

3.1 Discharge rate 

The water discharge rate qT per unit breach width is described by a weir formula: 

qT = m(2/3y"glu(Hw-ZT) •3/2 (4) 

where m is the discharge coefficient (» 1.0). Equation (4) holds as long as the flow 
in the breach is not affected by the downstream water level, i.e. for phases I 
through IV (see paragraph 3.2). 

3.2 Erosion of inner slope 

The equation for the erosion of the inner slope is: 

(1-^)^+^=0 
dt      dx 

(5) 

where/? is the bed porosity, zb is the position of the inner slope in ^-direction (z is 
the coordinate normal to the inner slope, see Fig. 1). Substitution of (1), (2) and (3) 
into (5) yields: 

dzh 

dt 

0.01 Cf 

(1 ~P)g* 

d_ 
dx 

xur 
qTcosfi 

for   0 < x < L (6) 

in which it has been assumed that the friction coefficient C- is constant. 

If qT is constant (that is if HW-ZT= constant, see equation (4)) and assuming 
cos/3 «1 , it follows from (6) that: 

dx 

dzh 

dt 
>0 for   0 < x < L (7) 

since the flow velocity u increases in positive ^-direction for 0 < x < ln. So the 
erosion of the inner slope increases along the slope and the inner slope becomes 
steeper in ^-direction and in time (see Fig. 2). 

For x = /„ the flow velocity u approaches the normal value for uniform flows: 

(gdnsmfi)m     (gqTsm{3)113 

rH2 
(8) 
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Fig. 2. Erosion of inner slope. 

t**t0        t = tj        tj < t < t2 t = u 

t2 < t < t3 t = f, 

Fig. 3. Process of breach erosion. 
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Substitution of (1), (2), (3) and (8) into (5) gives: 

^---irkU^*)    for '•***'• (9) 

If qT and /? are constant then un is constant and (9) becomes: 

^-(I^A"^     for l-*x*1- (10) 

This means that: 

||^| = 0 for   ,„*,*/. (11) 

i.e. the erosion of the inner slope is constant for these values of x, see Fig. 2. 

The inner slope becomes steeper for 0 < x < ln. However, the slope angle will not 
exceed a limit j3}, say /Sj » <f> (<j> is angle of repose). If this limit has been achieved 
on the entire stretch 0 < x < ln (on t = tx), then the erosion rate becomes constant 
for 0 < x < ln, as indicated by the lines for t > t1 in Fig. 2. 
So, if the breaching process starts at t = t0 with the flow of water through a small 
initial channel in the crown and the inner (downstream) slope of the dike, then the 
following (subsequent) phases can be distinguished in this process (see Figures 2 and 
3): 
I. Steepening of the inclination angle (/3) of (the channel in) the inner slope from 

an initial value /30 up to a critical value /Sj at tx (see Fig. 1). 
II. Continuation of the erosion of the inner slope resulting in a decrease of the 

length of the dike-top in the breach for ty < t < t2; the inner slope angle 
remains (in this line of thoughts) at its critical value J8j. 

III. Lowering of the top of the dike in the breach and a subsequent increase of the 
breach width for t2 •& t < t3. 

IV. After the complete wash-out of the dike in the breach, continuation of the 
breach growth in both vertical (scour hole) and horizontal direction for t3 < t < /4. 
At t4 the flow through the breach is critical, i.e. turns from supercritical (Fr > 1 
for t < t4) into subcritical (Fr < 1 for t > t4). 

V. Continuation of the increase of the breach width for t4 < t < t5. At t5 the flow 
velocities in the breach become so small (incipient motion) that the breach 
erosion stops. 

In phase I the width of the breach remains at its initial small value. At t = tx the 
breach width starts to increase at the downstream side of the crown (so in phase II 
the breach eats its way into the dike, see Fig. 3). On t = t2 the width of the breach 
at the upstream side of the crown also starts to grow. As a first estimation this 
occurs directly proportional to the breach depth, see Visser (1988). The discharge 
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rate through the breach starts to increase at t = t2. In the period /3 < t <> t4 the scour 
hole gets its maximal depth. Stages IV and V are the most important stages, since 
in the period f3 < t < t5 most of the water is discharged through the breach and the 
ultimate dimensions of the breach are determined. 

4.  MODEL DESCRIPTION 

4.1  Steepening of the inner slope (phase I) 

The erosion of the inner slope is described by (5) with (1), (2), (3) and an equation 
for the flow velocity. The flow velocity u follows from (4) and an equation for the 
non-uniform flow depth along the stretch 0 < x < ln. Consequently a numerical 
method is necessary to describe the development of the entire inner slope for t0< t < tv 

landside 

•LT 

Mx -H 

seaside 

dzb hX ty             z T 

xt = L0 
"Y 

^\ ^^ dzb 

^ I8(i '     ^ ^ K$V -fsi a/\ 

Fig. 4. Horizontal displacements dXt and dXT due to erosion dzb of inner slope. 

An analytical solution for stage I is possible along the stretch ln<x < la, where 
equation (10) describes the erosion rate dzb/dt. The horizontal displacement dX, of 
the toe of the inner slope can simply be expressed in dzb (see Fig. 4): 

dXt 
1 

sin/30 
• dzh (12) 

Substitution of (4), (8), (10), 0 = P0 and ZT = (Zr)0 into (12) yields for t0 <, t < tx: 

dX, UA, I  

-HT = -Wffw-(Zr)o fOT    ln**,*la (13) 
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where x, is the x-coordinate of the toe of the inner slope (see Fig. 4) and: 

,1/3 0.0082  ttHln,mnm^a^Y 
"    (1-P)A 

If l„=Ll dXt = tx then: 

(m/C/i'g 
cos/30 

(14) 

fdX, = -L, 

Substitution of (13) into (15) finally yields: 

L, 

(15) 

*olK-(Zc)o 
If Lj > ln(t{) then %Lt as defined in Fig. 5 should replace Lt in equation (16). 

(16) 

landside 

Fig. 5. Erosion of inner slope for relatively high dikes. 

4.2 Decrease of crown length (phase II) 

At t = fj the steepness of the inner slope is at its critical value (angle jSx). From now 
on the rate of erosion is constant along the entire stretch 0 < x < la, see Fig. 2. So 
the erosion of the inner slope for tx < t < t2 is entirely determined by the erosion 
at the toe of the slope (x = L{) as long as L^<la: 
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-Ll(l-p)^=s(Ll) = j^ss(Ll) (17) 

Generally Lx > ln (see Visser, 1994), so u(Lx) = w„. Substituting (2), (3) and (8) 
with /3 = j3x into (17) yields, in agreement with (10): 

^ = -    °-01    M„tan<3, for   0<x<L, (18) 
d?        (1 -/>)A   n       l x 

Fig. 4 shows that in the breach the length of the dike-top (initial value Lr) decreases 
for tx<t<t2 due to the erosion of the inner slope. The relation between the de- 
crease of the length of the dike-top (dXr) and the erosion of the inner slope (<kb) 
is: 

dXT=-J—dzh (19) 
sin/?! 

Substitution of (4) with ZT = (Zr)0, (8) with /3 = ft and (18) into (19) gives: 

dXT i  
-TL = -klJHw- (ZT)0       for   tx < t < tj (20) 

at ' 

with: 

°-0082  On/C^g^^l13 

(l~p)A        f cosft 
kx =  »-

W
_°

Z
A (m/Cf)ll3gin    _* (21) 

Integration of (20) gives: 

kisjHw-(ZT)0 

(22) 

Visser (1988) argues that due to the increase of the breach width an extra amount 
of sand falls into the flow, slowing down the breach erosion in vertical direction 
(with a factor / compared with a 2-D situation; to a lesser extent this applies also 
to phase I). The factor /will vary from phase to phase. Assuming/to be constant 
in each phase, equation (22) becomes for the 3-D situation: 

*     *  - Lj (23) 
fxk^Hw-{ZT\ 
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4.3 Decrease of crown level (phase III) 

At t = t2 the top of the dike in the breach starts to drop. The relation between the 
fall dZr and the rate of erosion dzb of the inner slope follows from a simple 
geometrical consideration (see Fig. 6): 

6ZT=   ,  S1"a—dzh (24) T    sin(a+^)    h v   ' 

Substitution of (4), (8) with $ = jSx and (18) into (24) yields: 

dZT i  
-J- = -k2<\Hw-ZT      for   t2<t<t3 (25) 

where: 

sin a sin j8x 

sin (a + /Jj) 
k2 = _ LL ^ (26) 

At / = t2 the width of the breach at the upstream end of the dike-top starts to 
increase. Visser (1988) argues that the breach width (so also the depth-averaged 
breach width B) increases linearly with the growth of the breach depth Hd-ZT: 

dfi      d^-^)      for 

6t 6t 2 3 v   ; 

where r is a coefficient with a theoretical value (for sand-dikes) of about 2.2 for the 
depth-averaged breach width and about 3.8 for the breach width at the top of the 
dike. 
Due to the increase of the breach width an extra amount of sand falls into the flow, 
slowing down the breach erosion in vertical direction (with a factor^ in this stage, 
see paragraph 4.2). Hence equation (25) becomes: 

dZ-r I  
-£ = -f2k2<JHw-ZT      for   t2<t<t3 (28) 

in which the factor^ is (see Visser, 1988): 

A = ^— (29) 

Integration of (28) gives with ZT = 0 at t = t3: 
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90° - a - gj 
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Fig. 6. Relation between dZrand Azb in phases III and IV. 

ZT(t)=Hw 
J1 *2 

Substitution of Z = (Zc)0 at t = t2 into (30) gives: 

for   t2 < f < 13 

2 

(30) 

(31) 

If the depth of the initial breach (ffd - (ZT)0 , see Fig. 2) is small compared with the 
dike-height Hd (so also small compared with Hw), then (31) reduces to: 

fi^: 
(32) 

2*2 

4.4 Continuation of breach growth (phase IV) 

Locally the dike has been completely washed out (Zr = 0) at t = f3 and the breach 
continues to grow in both vertical (scour hole: Zr < 0) and horizontal direction for 
t > t3. The equation for the discharge rate <7rper unit of breach width is for t3 < t < tA: 

3/2 „ 1/2, qT = m&/3yugiU(Pwy x3/2 (33) 

The scour hole has an upstream slope (/33, bed elevation decreasing in flow 
direction: fi3 is not equal to /Sj) and a downstream slope (bed elevation increasing 
in flow direction). It is assumed that the breach growth in phase IV is determined 
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by the erosion of the upstream slope of the scour hole. Then equation (10) describes 
also the erosion in vertical direction in phase IV: 

^-(T^A"^       
for l**x*1- (34) 

The relation between the increase of the depth of the scour hole dZT and the rate of 
erosion dzb of the upstream slope of the scour hole follows from a simple 
geometrical consideration (see Fig. 6): 

dZr = —L-dz„ (35) 
coS(83 

Substitution of (8) with 0 = /33, (33) and (34) into (35) and including a factor/ 
yields: 

dZj. 

~d7 

with: 

= ~f3k3\f^      for   h<t<h (36) 

*3 = 7^(W/9W2<^ (37) 
(1 -P)A        J (cosj83)

2 

Integration of (36) gives with ZT = 0 at t = t3: 

ZT(t) = -f3k3{H^(t-t3)      for   t3<t<t4 (38) 

It is assumed that (27) holds also in phase IV; then substitution of (38) into (27) 
gives the increase of the breach width for t3 < t < t4. For the initial stage of phase 
IV this assumption seems reasonable. It is, however, rather obvious that the validity 
of (38), and consequently also (27), has its limits, otherwise large breach depths are 
necessary to explain the existence of relatively wide breaches. 
One of the aims of a large scale experiment performed October 1994 (Zwin 94 field 
experiment) has been to solve this uncertainty about the growth of the scour hole 
and its relation with the increase of the breach width in phase IV. The experimental 
procedure and results of this field experiment will be presented in a forthcoming 
publication. 
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5.   COMPARISON WITH FIELD DATA 
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The present breach erosion model is tested to the data of the Zwin 89 experiment. 
This large scale experiment was performed in the Zwin Channel (an tidal inlet in the 
south-western part of The Netherlands) in December 1989, see Visser et al. (1990). 
The dimensions of the sand-dike in the Zwin 89 experiment have been: Hd = 2.2 m, 
LT« 7.5 m, 0O = 18.4° and a = 39°. The 50 m long sand-dike was constructed, 
exclusively for the experiment, with local sand D50 » 0.22 mm. A small pilot 
channel (initial breach), about 9 m long, about lm wide and with a depth 
Hd - (Zc)0 * 0.35 m was made in the dike-top to ensure breaching near the middle 
of the Zwin Channel. 
The breaching process was both video-taped and photographed. Levelling-staffs in 
the crown of the dike provided the proper length-scale for the readings from the 
video-tape and the photographs. The main result of these readings, i.e. the 
development of the 'depth-averaged' breach width B{t), at the downstream end of 
the crown of the dike, is shown in Fig. 7. These data differ slightly from those in 
Visser et al. (1990), where breach width B(t) was given as averaged (both along the 
breach length and in depth) value of observed breach width. 
The comparison of the model prediction with the data of the Zwin 89 experiment 

25 

20 

15 "- 

10 -- 

5 -- 

B   [m] 

t   [rain] 

Fig. 7. Comparison of measured (Zwin 89 experiment) and computed breach width 
B(t) at the upstream end of the dike-top. 
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has been done with the following values for the different parameters: p = 0.4, A = 1.65, 
m = l.0,f1=f2 = f3= 0.6 (estimated with equation (29)), Cf= 0.015, ft = 32° 
(see Visser et al., 1990) and r = 2.2 (for depth-averaged breach width). For ft the 
value found by Delft Hydraulics (1972) for scour holes has been adopted: ft * 12° 
(tan ft » 0.2). This is a very crude assumption since there exists no universal value 
for this angle. 
Setting t0 =0, substitution of these values into (16) with (14) yields tx = 1.5 min (in 
this phase: Hw - (Zr)0 * 0.13 m), substitution into (22) with (21) gives t2-tx = 5.0 
min (in phase II: Hw - (ZT)0 « 0.17 m), so t2 = 6.5 min, and into (31) with (26) 
gives t3-t2 = 1.2 min (in phase III: Hw » 2.1 m), so t3 — 7.7min. The increase of 
the breach width B(t) is given by (27) with (28) in phase III and by (27) with (36) 
in phase IV. The result of the model prediction for B(t) for the Zwin 89 experiment 
are shown in Fig. 7. The kink for t = t3 is due to keeping /3 at ft for t2<t<t3 

while in reality /? will decrease from ft to ft in this phase. 
The experimental data (flow velocities and water levels measured upstream and 
downstream form the breach) indicate that t4 « 20 min, see Visser et al. (1990). 
Hence Fig. 7 shows the development of the breach width B(t) in phases I through 
IV. 

6.  DISCUSSION 

The agreement between the present breach erosion model and the data of the Zwin 
89 experiment is good. It must be emphasized, however, that there still some un- 
certainties that has to be solved. These uncertainties relate to: 
• the development of the scour hole (depth, slope angle ft) in phase IV and its 

effect on the increase of the breach width; 
• the magnitude of the factors fx, f2 and f2. 
As yet the present version of the model does not describe the breach width in phase 
V, in which at the end the breach erosion stops and the breach gets its final 
dimensions. 
It is expected that the data of the recent Zwin 94 field experiment (see paragraph 
4.4) will significantly contribute to the understanding of the breach erosion process 
in phases IV and V and to the completion of the breach erosion model in 1995. 
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CHAPTER 200 

SCALING EFFECTS ON BEACH RESPONSE PHYSICAL MODEL 

Xu Wang1, Li-Hwa Lin2, and Hsiang Wang3 

Abstract 

A modified modeling law based on the comprehensive work by Wang, etal. (1990) 
has been derived with the assumptions that the suspended sediment transport is 
the dominant mode under storm wave condition inside the surf zone and the wave 
breaking index is preserved. This, in essence, adds to the constraint that wave height 
is properly modelled in accordance to the preservation of breaking index instead 
of simple vertical geometrical scale. Four different scaling laws including the one 
proposed presently were examined in the laboratory using 2-D wave tank and 3-D 
basin models. The model results were compared to prototype data from German 
large wave tank experiment. The model performances under different scaling laws 
were evaluated separately in the dune region and bar region of the entire model beach 
profile. Several statistics, including the errors of sand bar location, bar volume, bar 
profile, dune erosion volume, and dune profile, between model and prototype, were 
calculated and the result showed that the newly proposed scaling law presented the 
best overall model performance among the ones compared. 

1. Introduction 

Beach and dune erosion as well as the shore profile changes that occur under 
storm waves and high water level are of basic interests in coastal engineering. And, by 
all means, physical model has been utilized frequently to improve our understanding of 
the process of beach and dune erosion and provide useful data for numerical models. 
Numerous papers have been written proposing various similitude relationships for 
beach response model study. At present there is no general solution which is also 
practical. Specific modeling laws are usually only applicable to certain restricted 
conditions. This paper is aimed at evaluating and improving the scaling law for 
distorted model guided by the modeling theory and through a series of laboratory 
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experiments carried out at different physical scales with the main assumption that 
suspended sediment transport is the dominant mode in the surfzone. 

2. Theoretical Approach 

Many different scaling laws of beach response model have been proposed in the 
past. However, there is no clear indication of which is more appropriate than the 
others. The approach here is to follow the comprehensive work by Wang, etal. (1990) 
but with consideration of a more general wave breaking criterion to determine the 
proper wave height scale in model. The approach seems adequate since it shows 
that the modeling law can be established based on the concept accommodating the 
sediment transport. The theory applied is simple. Based on the equation balancing 
the spatial change of sediment transport rate and the temporal change of beach profile, 
the scaling of sediment transport rate can be shown to be 

N9 = NsNx/Nt, 

where N indicates the ratio of prototype to model quantities such that Ng is the scale 
of volumetric sediment transport rate, Ns and N\ are the vertical and horizontal 
length scales, respectively, and Nt is the morphological time scale. Then, by assuming 
the suspended load mode predominate the sediment transport, the scale of sediment 
transport rate can be also expressed in a depth average means as 

Nq = NSNUNC, 

where u is the sediment transport velocity, and c is the sediment concentration. By 
further assuming that Nu can be determined in preserving the Froude number F = 
u/i/gE, where h is the water depth, and Nc can be obtained from a perceptive model 
of sediment concentration under wave motion as 

T SW' 

where H and T denote wave height and wave period, respectively, /(£) is a function 
of the surfzone parameter £ = tan/3/y/H0/L0, /? is the beach slope, H0 and L0(= 
gT2/2x) are the deepwater wave height and wave length, S is the submerged specific 
weight, and W is the sediment settling velocity, a pair of equations can be established: 

NT = NXN]1
2
/NS, Nt = NlNwNs/iN^N1/), 

under the condition that surfzone parameter is preserved, or N{ = 1, in model. 

As a major difference to the concept utilized by Wang, el al. (1990), the wave 
height scale is now assumed here to be not equal to the vertical scale in general. 
Clearly, in modeling beach profile change, wave height inside the surf zone should be 
similar between model and prototype. Of course, by treating wave height as a vertical 
geometrical scale in essence implicitly assumes that wave height is proportional to the 
local water depth, i.e., H = fih, with the -yb a constant value, which was originally 
proposed by McCowan (1894) and was widely used as breaking criterion. In this 
paper, however, a more general wave height scaling law is adopted here: 
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Table 1: Classification of Beach Profile Modeling Laws 

Author 
Geometric 
Distortion 

Hydrodynamic 
Time Scale(r) 

Morphological 
Time Scale(t) 

Vellinga (1982) Nt = N•4N°• NT = y/Ns' Nt = NT 

Hughes (1983) Ns = N%3N2
X
/3 NT = Ni/JN] Nt = NT 

Wang, et a/.(1990) NS = NU>N1" NT = Nx/Vm Nt = VF^ 
Wang, et al. 

(present) N„=Nl/Nx 

NT = VNJ Nt = NT 

N =prototype to model scale ratio, 
A =horizontal length scale, S =vertical length scale, 
W=sediment fall velocity,    fl=incident wave height. 

where N^ represents the scale ratio of the breaking index, 7J. 

A guideline on determining Ny is proposed by examining the functional form of 
jt as developed by various investigators. The breaking index could be affected by 
both beach slope and deepwater wave steepness, with the latter likely to be minimal 
inside the surf zone. A general power law of functional form of JV7 is proposed as 

N  -f^l* 

where the value of k is likely in the range from 0 to 1. In the case of k=0, the proposed 
modeling law reduces to that of Wang's (1990). On the other extreme as k=l, which 
states that the scale of breaking index is linearly proportional to the scale of local 
beach slope, or 

NT = NtKaP = NslNx, 

assuming NT = Nt, i.e., the number of incoming waves per unit time is preserved 
yields another modeling law as 

NT = Nt = Nl/2, NH = NS/Nx, Nq = NsNl/2, Ns = (NsNwf
5N4

x
/5. 

Therefore, the modeling laws derived above and by Wang, etal. (1990) represent two 
limiting conditions of the breaking index scale ratio. Table 1 presents four different 
modeling laws covering the existing scope of the beach profile modeling law which 
will be tested against laboratory experiments in this study. 

3. Laboratory Experiments 

In order to verify the scaling laws shown in Table 1, a total of 38 laboratory 
experiments were conducted, with 25 experiments run in a 30 m long wave tank, 10 
experiments completed in a 15 m long tilting flume and three experiments in the 12m 
wide, 30m long 3-D wave basin. The coarse sand with a median size of 0.2mm has 
been utilized in both wave tank and tilting flume for the distorted model (Ns ^ N\) 
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study. Three different horizontal length scales of N\=20, 30, and 40, were selected 
for the experiments as compared to the prototype data from the German large wave 
tank experiments, which was also known as the GWK experiment (Dette and Uliczka, 
1986). The prototype sand has a median size of 0.33mm. Accordingly, the correspond- 
ing sediment settling velocity scale can be approximated by Nw=%i and the vertical 
length scales corresponding to iV\=20, 30, and 40, can be roughly determined to be 
equal to JV$=14.5, 20.0, and 25.2, respectively, in the models. 

As special cases, fine sand with median size equal to 0.09mm was also replaced in 
the same 30 m long wave tank for the undistorted model experiments. For this sand, 
Nw = 6, as compared with the prototype sand. Three length scales of N\ = Ng=20, 
30, and 40, were again selected for the experiments of undistorted model study. The 
scaling effects were then tested for all the models of different length scales by using 
different wave periods and wave heights in individual experiments. Three 3-D wave 
basin experiments were also conducted as to repeat some 2-D wave tank experiments 
under the same test conditions to examine the three dimensional effects. All the 
experimental cases tested in this study are summarized in Table 2. 

4. Results 

The model performance from the experiments was monitored by surveys of model 
beach profile at different times. In the 2-D wave tank and wave flume experiments, 
only the center profile is surveyed. In the 3-D wave basin experiments, five profiles, 
which were evenly spaced across the basin, were surveyed. All the surveys were carried 
out at times of Omin, 5min, lOmin, 20min, 40min, and 80min, in model. Since the 
data set is too voluminous to be included in this paper, only reduced information 
related to the specific study subject is presented. The test results were compared 
with the GWK prototype data as for evaluating the scaling laws. Of course, the 
modelled beach should behave closely to the prototype at the points when model 
wave height and wave period were scaled by a proper modeling law. Figure 1 presents 
a few typical model and prototype profiles, all shown in the prototype scale, at the 
final stage of the experiments. The examination of scaling effects will be carried 
out only for the cases of the distorted model in which the model behavior resembles 
more to the prototype. For the undistorted model study (Tests A22 to A26), the 
experiment results were not encouraging, which generally show small scattered bars 
and insignificant dune erosion as compared to the prototype. The reason is probably 
due to the fact that wave energy dissipates more quickly over the flatter bed of fine 
sand in the undistorted model. An example showing the undistorted model profile 
from Test A22 in the final model stage is presented in Figure 1. 

4.1 Evaluation of Scaling Effects 

The evaluation of scaling law is performed by investigating the model beach 
profile changes in separate dune and bar regions instead of the entire profile. The 
dune region is defined as from the landward end of the profile to the seaward end of 
the first slope in initial profile and the bar region is defined as from the beginning 
of the second slope to the seaward end of profile. Figure 2 shows a schematic of the 
defined dune and bar regions. The scaling effects were evaluated in the dune region 
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Table 2: Summary of Experimental Cases. 
Test Test Wave Wave Water Grain Horizontal Vertical 

Facility ID# period height depth size scale, N\ scale, Ng 
(sec) (cm) (cm) (mm) 

Al 1.00 11.50 52.0 
A2 1.14 10.50 34.6 
A3 1.20 11.25 52.0 
A4 1.20 12.75 52.0 
A5 1.33 10.00 52.0 
A6 1.33 11.00 35.3 
A7 1.33 11.25 35.3 0.20 20.0 14.46 
A8 1.33 12.00 52.0 
A9 1.33 12.75 52.0 

A10 1.33 13.00 52.0 
Wave All 1.33 17.50 52.0 
Tank A12 1.45 10.50 52.0 
(2-D) A13 1.45 13.50 52.0 

A14 1.45 18.00 52.0 
A16 1.33 10.00 
A17 1.15 9.50 40.0 0.20 30.0 20.0 
A18 1.00 9.50 
A19 0.80 5.50 
A20 1.00 9.00 40.0 0.20 40.0 25.2 
A21 1.15 9.50 
A22 1.34 7.50 20.0 20.0 
A23 1.34 7.50 
A24 1.10 5.00 40.0 0.09 30.0 30.0 
A25 1.10 5.00 
A26 1.05 3.75 40.0 40.0 
Tl 1.30 11.50 
T2 1.30 11.50 
T3 1.30 12.00 

Wave T4 1.30 12.50 
Flume T5 1.30 12.50 35.3 0.21 20.0 14.46 
(2-D) T6 

T7 
T8 
T9 

T10 

1.30 
1.30 
1.30 
1.30 
1.65 

13.00 
13.00 
15.00 
16.50 
16.50 

Wave Bl 1.14 10.50 17.1 
Basin B2 1.14 10.50 35.3 0.20 20.0 14.6 

1   (3-D) B3 1.33 12.50   1 14.6 
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by calculating the error of dune erosion volume and the RMS error of dune profile as 
compared to the prototype. In the model bar region, the errors of bar crest location 
and bar volume, and RMS error of bar profile were calculated as compared to the 
prototype. The RMS error of the modelled beach profile is defined as 

e = l-J2{hM,i-hP,i)
2]1'2, 

where HM 
aild hp are the corresponding profile elevations obtained from model and 

prototype, respectively. Other errors, including the errors of dune erosion volume, 
bar location and bar volume, are denned in the dimensionless form as 

AM- AP 

AP       ' 

where AM and Ap, respectively, are the model and prototype quantities used in the 
calculation of errors. Figures 3 to 7 show these errors computed and compared against 
model wave height for different model wave periods from all tested cases with N\ = 20 
and Ns =14.5. These errors were computed based on the survey of model profile at the 
model time of 40min and the final survey of prototype profile at the prototype time 
of 273min. This model profile from the survey at the model time of 40min is deemed 
to correspond to the final prototype profile upon the basis of correct morphological 
time scale. In Figure 3, a somewhat positive linear relationship between model wave 
height and error of dune erosion volume is observed. This indicates that greater dune 
erosion in model is likely to occur under larger waves. However, the effect of wave 
period upon dune erosion in model is less clear revealing a rather weak relationship 
between the two. The same patterns are also seen in Figures 5 and 6 for the errors 
of bar volume and bar location. That is, larger bar volume and further seaward bar 
location in model are likely to occur in the case of higher waves. In Figures 4 and 7, 
the RMS errors of modelled profile from the prototype in the dune and bar regions, 
respectively, were compared against model wave height for different wave periods. 
In these figures, it is seen that the effect of wave height to the RMS errors is less 
significant. However, the effect of wave period becomes important since a proper 
model wave period can result a consistent small RMS error which indicates a better 
fit of modelled profile to the prototype. 

Based on the result of errors compared in Figures 3 to 7, it is clear that a proper 
modeling law should yield smallest absolute value of errors. That is, the zero crossings 
appeared in Figures 3, 5, and 6, and the least RMS errors in Figures 4 and 7 should 
correspond to the best modeling law. In order to examine the performance of the four 
modeling laws presented in Table 1, the errors corresponding to these modeling laws 
were also identified and marked in these Figures. Clearly, the modeling law derived 
in the paper presents the best model result in both dune and bar regions as compared 
to the prototype. 

4.2 Evaluation of Morphological Time Scale 

The morphological time scale of a modeling law was evaluated by comparing 
dune and bar profile properties in model and prototype at different time intervals. 
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The modelled beach profile results from three experiments, each presented the best fit 
model profiles to the final prototype data from three different horizontal scale groups, 
were selected for this evaluation. The three experiments are Test B3 (N\ = 20) from 
the 3-D wave basin experiment, and Tests A18 (N\ = 30) and A20 (N\ = 40) from the 
2-D wave tank experiment. The 3-D model profiles used in the evaluation are those 
averaged from the survey of five profiles across the basin to eliminate the minor 3-D 
effect in model. Based on these experimental data and prototype data, three different 
morphological time scaling laws as of Hughes (1983), Wang, et al. (1990) and the 
present one shown in Table 1 were compared in terms of the temporal changes of 
dune erosion volume, RMS elevation difference to initial dune profile, bar volume and 
bar location, and RMS elevation difference to initial bar profile. The RMS elevation 
difference to initial profile is defined as 

e = £D&*,--M2]1/2. 

where hi and hs, respectively, are the profile elevations from the initial survey and one 
following survey at a later time. The results of comparison of these errors computed 
for the three morphological time scaling laws are shown in Figures 8 to 12. 

Figure 8 presents the result of time changes of dune erosion volume for all three 
scaling laws compared. The comparison shows good model result from the 3-D wave 
basin experiment for iVx=20 but not the 2-D experiment for N\ — 30 and 40. The 
reason is probably due to poor compaction and dry condition of sand in the dune 
region in the 2-D experiment. It appears that none of the model results as well 
as the prototype have reached equilibrium at the end of the run. For the RMS 
elevation difference to initial dune profile, all three modeling laws appeared to perform 
reasonably well in Figure 9 as the scaled model values clustered in a narrow range 
around the prototype result.    For the temporal changes of bar crest location, all 
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three modeling laws appeared to give reasonable results for the data compared to the 
prototype with the exception of those from Test A18. For the bar volume and RMS 
elevation difference of bar profile, the modeling law derived in the paper apparently 
showed the best fit to the prototype data than the other two modeling laws compared. 
Table 3 presents a summary of the model length and time scales computed based on 
the four modeling laws and those estimated from the best experimental results for 
the case of N\ = 20 and Nyy=2. Certainly, the newly derived modeling law shows 
overall better performance than the others compared. 

5. Summary and Conclusions 

A new modeling law for distorted beach model was derived by modifying the 
one proposed by Wang, et al. (1990). The new modeling law preserves not only the 
sediment transport velocity parameter and surf zone parameter but also the wave 
breaking index in model. This, in essence, adds to the constraint that wave height 
may need to be modelled differently from the simple vertical geometrical scale. 

In order to investigate the scaling effects, a total of 38 beach model experiments 
were conducted in the 2-D wave tank and wave flume, and 3-D wave basin. The 
scaling effects were studied by varying the wave height and wave period in individual 
experiments and the model results were compared to the prototype data from German 
GWK experiment. Three different horizontal length scales, iV>=20, 30, and 40, were 
selected in the model experiments. Two different sands, with median sizes equal to 
0.09mm and 0.2mm, respectively, were used in model for undistorted and distorted 
model studies. The prototype sand has a median size of 0.33mm. 

Besides the investigation of scaling effects, four different scaling laws including 
the new one derived in the paper were also tested against the laboratory model results. 
The evaluation of scaling laws was carried out by examining the changes of modelled 
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Table 3. Comparison of Model Performance (N\ = 20, Nw = 2). 
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Author NS NH NT Nt 

Vellinga (1982) 14.5 14.5 3.8 3.8 

Hughes (1983) 14.5 14.5 5.3 5.3 

Wang, et a7.(1990) 14.5 14.5 5.3 3.8 

Wang, et al.(present) 14.5 10.5 4.5 4.5 

Experimental data Ns Na NT Nt 

Bar location 14.5 11.7 4.5 4.5 

Bar volume change 14.5 12.7 4.5 4.5 

Dune volume change 14.5 12.4 4.5 4.5 

beach profile properties in the separate dune and bar profile regions. Several test 
parameters, including the errors of dune erosion volume and RMS error of dune 
profile, bar volume and bar location, and RMS error of bar profile, were utilized to 
evaluate the model behavior as compared to the prototype. The major conclusions 
are listed below: 

1. Based on the comparison of errors of the model dune erosion volume near 
the final model stage, greater dune erosion in model is found to occur under larger 
waves. And, this result is generally not influenced by varying the wave period in 
model. As comparing the errors of bar volume and bar location, more bar volume and 
further seaward bar location are found to occur also in the case of larger waves. The 
smaller absolute value of these errors corresponds to the better cases with the model 
behavior similar to the prototype. In terms of the RMS errors of modelled beach 
profile computed in the dune and bar regions, it is seen that the effect of wave height 
to the RMS errors is less significant. However, the factor of wave period becomes 
important since a proper model wave period can result a consistent small RMS error 
which indicates a better fit of modelled profile to the prototype. Accordingly, by 
applying these results to evaluate the four modeling laws presented in Table 1, the 
one derived in the present paper appears to have the overall better performance than 
the other modeling laws. 

2. The evaluation of three different morphological time scaling laws, as of Hughes 
(1983), Wang, etal. (1990) and the present one shown in Table 1, by comparing dune 
and bar profile properties in model and prototype at different times shows that there 
is less clear which one performs better than the others. In general, all three time 
scaling laws yield good result to the temporal changes of dune erosion volume and 
dune profile in model. In terms of bar volume and bar location, the beach model 
responses seem to develop the bar a little too fast and too large in the initial model 
stage. However, the results show good agreement to the prototype near the final 
model stage. It appears that none of the model and prototype profile have reached 
the equilibrium state at the end of the run. 
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3. Overall evaluation of the four modeling laws compared in this study shows that 
the one derived in the present paper performs better than the other three modeling 
laws. The new modeling law assumes that the fluid motion time scale is the same 
as the morphological time scale and is equal to square root of the horizontal length 
scale. The consequences axe interesting that both the number of incoming waves 
per unit time and the deepwater wave length are preserved in model. On the other 
hand, the new modeling law requires to model the wave height differently from the 
simple vertical geometrical scale. According to the new modeling law, wave height 
higher than that from the vertical length scale ratio is needed as to preserve the wave 
breaking index in the distorted model. 

4. The experiments of undistorted model using fine sand of median size of 0.09mm 
was not successful. The expected bar and dune profile could not be obtained in model. 
The reason is probably due to the fact that wave energy dissipates more quickly over 
the flatter bed of fine sand in the undistorted model. 

5. The experiments supported the validity of applying distorted model for the 
prediction of beach and dune erosion in the nearshore zone. However, the present 
study focuses only on the modeling effects of storm profile. It is necessary to also test 
the modeling law upon the beach accretion. 
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CHAPTER 201 

A NUMERICAL MODEL OF BEACH CHANGE 
DUE TO SHEET-FLOW 

Akira Watanabe1, Kazuhiko Shiba2 and Masahiko Isobe3 

ABSTRACT 

First a discussion is made on the relation between the time-average of a 
Boussinesq-type equation and the mean flow equation. Then nonlinear wave 
transformation on a sloping bed is computed by a set of Boussinesq equations 
including a breaker-induced energy dissipation term. Comparisons are made be- 
tween the computations and laboratory measurements for cross-shore distribu- 
tions of the wave height and mean water elevation, and for time-histories of the 
near-bottom velocity near and after breaking. Undertow current velocity in the 
nearshore zone is calculated by a semi-empirical formula and is also compared 
with measurement data. A beach profile change model is set up by combining the 
Boussinesq-type equations, a sediment transport rate formula for the sheet-flow 
proposed by Dibajnia and Watanabe, which incorporates the asymmetric orbital 
velocity due to wave nonlinearity as well as the undertow current, and a sedi- 
ment mass conservation equation proposed by Watanabe et ah, which includes 
the effect of local bottom slope. The validity of the model is examined through 
the comparisons of the computed transport rate distributions and beach profiles 
with the laboratory data obtained in large wave flume experiments. 

INTRODUCTION 

Prediction of beach processes is generally inevitable to develop or protect 
coastal zones properly. Short-term beach topography changes have usually been 
predicted in Japan by the numerical model proposed by Watanabe et al. (1986) 
or its improved versions. In this model, however, since the wave computation 
is performed with linear time-dependent mild slope equations involving breaker- 
induced energy dissipation, the calculations of the nearshore currents and the 
mean water elevation should be carried out only through the evaluation of ra- 
diation stresses, and hence the wave-current interaction can be treated by the 
iteration of the computations of waves and of currents. In addition, the effect of 

1 Dept. of Civil Eng., Univ. of Tokyo, Hongo-7, Bunkyo-ku, Tokyo, 113 Japan. 
2 Tokyo Electric Power Co., Ltd. 
3 Dept. of Civil Eng., Univ. of Tokyo. 
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wave nonlinearity on the sediment transport rate has been incorporated on the 
basis of the simplified semi-empirical formulas. 

Dibajnia et al. (1992) have performed the prediction of beach profile change 
applying the formula by Dibajnia and Watanabe (1992) for the sheet-flow trans- 
port rate under nonlinear waves. However, since they have employed the linear 
wave model for the wave computation, a sort of inconsistency has been existing 
from a theoretical viewpoint. 

Prediction of beach profile change under sheet-flow condition is important, 
because significant short-term beach deformation is caused by large waves, un- 
der which the sheet-flow sediment transport is usually predominant. In addition, 
under such conditions, one cannot discard the asymmetry of near-bottom or- 
bital motion and the presence of undertow particularly in the surf zone. This 
paper presents a numerical model of beach profile change based on a sheet-flow 
transport rate formula mentioned above and on Boussinesq-type wave equations, 
incorporating the effects of asymmetric velocity and the undertow. Comparisons 
will be made between the numerical computations and measurements. 

BOUSSINESQ EQUATION AND NEARSHORE CURRENT 
EQUATION 

Boussinesq-type equations include nonlinear terms to the order of 0(a2), 
where a is the wave amplitude. Since nearshore currents (wave-induced mean 
flow) and wave setup/down are the phenomena of the order of 0 (a2), they will 
be evaluated with a Boussinesq-type equation. In this section, we will show that 
the time-average of the Boussinesq equation that involves vertical velocity distri- 
butions becomes equivalent to the governing equation for the nearshore currents, 
and that thus the concurrent computation of waves and currents becomes possi- 
ble. 

Abbott (1979) has presented the Boussinesq equation involving vertical ve- 
locity distributions as follows: 

dpua       d  , .      d , . dri __ + _(w) + _(,,uma) + w__ 

Pdxadt*\ 2(h + V) j [ ' 

where h is the still water depth, rj the instantaneous surface displacement, u 
the horizontal velocity, w the vertical velocity, t the time, and x and z are the 
horizontal and vertical coordinates, respectively. The subscripts a and ft take a 
value of 1 or 2, and the summation convention is adopted. 

Boundary conditions on the free surface and the seabed are as follows: 

ft-w+u°-tr0 {z=v) (2) 

w + ua--— = 0    (z = -h) (3) 
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Integrating Eq. (1) from the bottom to the free surface and using the boundary 
conditions, we obtain 

dp , dp , ..       . dr) 
Ft LpUadz + dT, L pu^dz + P9{h + r])d^a 

A    (h + r,)2 m 
pdxadt2    3 k ; 

Here we will decompose the horizontal velocity ua into the time-average 
(steady) component Ua and the periodic (wave) component u'a: 

ua = Ua + u'a (5) 

and define three kinds of mass transport as follows: 

f pu'Jz = M'a (6) 
J—h 

f pUadz = pUa(h + rj) = Ma (7) 
J—h 

f puadz = Ma = Ma + M'a = pUa{h + rj) (8) 

where rj is the mean water displacement, M'a and Ma are the mass transport 
due to the orbital velocity and to the mean flow, respectively, and Ma is their 
summation. 

Substitution of Eqs. (6) to (8) into the time-average of Eq. (4) yields 

dMa .    d   [~r ,-,   . ~r 77T      M'aM'0 i       d   {~   ~      ~r>  

f+8^{u^+Lpu'^ dz • 

On the other hand, Eq. (10) gives the governing equation for the nearshore 
current and the mean water elevation, in which the bottom friction and lateral 
mixing terms are neglected. 

8M B    ~   - Bn 
^ + —[U,M. + Sa,] + P9{h + V1± = 0 (10) 

where Sap is the radiation stress expressed as: 

~p      1 M' M'g 
Sap = }_h(.Pu>'f} + P8ag)dz - -pg{h + rjfSaP -      "    p (11) 
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Comparing Eqs. (9) and (10), we can readily find that their differences exist 
only in the radiation stress term and on the-right hand side. Since the Boussinesq 
equation holds for shallow water waves, we apply a long wave approximation to 
the pressure p in Eq. (11). Abbott (1979) has obtained the following relation for 
the pressure, in the process of his derivation of Eq. (1): 

|2 

— -9(r,-z) + w ^—^  (12) 

Substitution of Eq. (12) into Eq. (11) and some manipulations make Eq. (10) 
become identical to Eq. (9). 

It has thus been shown that, as far as the long wave approximation holds 
good, the time-average of the Boussinesq equation becomes equivalent to the 
mean flow equation. In other words, solving the Boussinesq equation, we can 
compute not only the wave field but also the nearshore current and mean water 
level field, which are obtained by taking the time-average of the solutions for the 
velocity ua and for the surface displacement rj, respectively. This means that the 
wave-current interaction is automatically incorporated in computations. 

COMPUTATION OF WAVES AND MEAN WATER ELEVATION 

A set of one-dimensional Boussinesq equations involving a breaker-induced 
energy dissipation term is expressed in terms of the surface displacement rj and 
the flow rate Q as follows: 

£+£-• <i3> at     ox 

oQ      a (Q2\ dr,     h2 d3Q      „      n 

dt     d. 

where 

D = h + r),     Q= f u 
J-h 

dz, 

u is the horizontal velocity and Mo corresponds to the breaker-induced energy 
dissipation and is given by (Sato and Suzuki, 1990) 

MD = —fDjrY 0-5) a1      ax1 

The quantity a is the angular frequency, and fp is the energy dissipation coeffi- 
cient expressed as (Watanabe & Dibajnia, 1987): 

fD - aD tan 0J- 
h\ 

Q       Qr (16) 

Qs-Qr 

in which the coefficient ao = 2.5, tan/? is the bottom slope around the breaking 
point, Q is the amplitude of Q, and Qs and QT correspond to Q in the dissipation 
zone on a uniform slope and in the recovery zone in the constant depth water, 
respectively, given by 
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Qs = IsCh (17) 

Q, = IrCh (18) 

7s =0.4 (0.57 + 5.3 tan /?) (19) 

7, = 0.4 (a-) (20) 

where C is the wave celerity, and (O//I)B is the ratio of the wave amplitude to 
the water depth at a breaking point. 

In order to avoid re-reflection of outgoing waves (reflected from the slope or 
structures, if any), we should impose such a condition that they can freely pass 
through the offshore boundary of a computation domain. For this, we express the 
flow rate Q on the offshore boundary as the summation of that of the incident 
waves Qln and of the outgoing waves Q0ut'- 

Q = Qin + Qout (21) 

The corresponding horizontal velocities are expressed, under the long wave ap- 
proximation, as: 

"in = \Jg/h ??in,       "out = -sjdl^ ??out (22) 

Using Q = u(h+rj) and neglecting terms with i)2, we obtain the following relation 
from Eq. (21): 

Q = 2Crfa-Cri (23) 

On the other hand, we impose the condition given by Eq. (24) on the shoreward 
boundary, where r is the reflection coefficient. 

Q = (1 - r) • Ct, (24) 

Using these boundary conditions, numerical computations for Eqs. (13) and (14) 
will be conducted by the finite difference method with the central difference- 
staggered mesh scheme. 

Computations of wave transformation on a slope have been made and the 
results have been compared with experimental data obtained by Sato et al. (1987). 
In the experiment, the water surface displacement and the near-bottom orbital 
velocity were recorded under the conditions that the bottom slope was 1/20 and 
the incident wave height and period were 6.1cm and 1.18s. 

Figures 1 and 2, respectively, compare the cross-shore distributions of the 
wave height and the mean water surface elevation between the computations and 
the measurements. Agreement is very good for the wave height even near the 
breaking point. The mean water level fj that has been computed by taking the 
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time average of ij, without the computation of the radiation stress, also shows a 
fairly good agreement with the measurements. 
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Fig. 1   Comparison of cross-shore distributions of wave height. 
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Fig. 2   Comparison of cross-shore distributions of mean water surface elevation. 

CALCULATION OF NEAR-BOTTOM ORBITAL VELOCITY 

The orbital velocities were measured at several points 5mm in height above 
the bottom. By considering the finite water depths in the region, the near-bottom 
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orbital velocity «b has been computed as a function of time at each location by 
the following equation: 

Q    . cosh(2rz'/L) 
h + r/    cosh (2irh/L) 

where z' is the height of a point above the bottom, and L is the local wavelength. 
Figures 3 (a), (b) and (c) show the comparisons of Mj, between the computations 
and the measurements, for three locations: (a) outside the surf zone, (b) near the 
breaking point, and (c) in the surf zone. 

In previous computations of the orbital velocities based on the small-ampli- 
tude wave theory, the method proposed by Isobe and Horikawa (1981) has given 
fairly good estimates up to the neighborhood of breaking points, but it has failed 
to evaluate them in the surf zone after breaking. As shown in Figs. 3 (a) to (c), 
the present model can directly reproduce the near-bottom orbital velocities with 
a remarkably high accuracy. The above comparisons are for a case of plunging 
breaker, and it has been found that the present wave model works for cases of 
spilling breaker as well. 
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Fig. 3   Comparisons of near-bottom orbital velocities. 
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EVALUATION OF UNDERTOW VELOCITY 

In the surf zone, the undertow (return flow near the bed) usually develops to 
compensate the shoreward mass transport accompanying the breakers. Since the 
concentration of suspended sediment is very high near the bottom, the effect of the 
undertow on the sediment transport should inevitably be taken into consideration. 
However, highly reliable models have not yet been established for the prediction 
of the undertow velocity under general conditions. 

In the present study, following Dibajnia et al. (1992), we have evaluated 
the cross-shore distribution of steady flow velocity U due to the undertow by 
decomposing it into three components: the return flow velocity UB caused by 
wave breaking, the seaward velocity t/w compensating the mass transport, and 
the Eulerian mass transport velocity UE at the outer edge of the bottom boundary 
layer. According to previous studies, the undertow velocity becomes nearly zero 
near the breaking point. Hence, for simplicity, as a parameter representing the 
degree of intensity of the breaker-induced large vortex, we have introduced the 
following function Ky, whose value is zero before the plunging point x < Xp, 
being unity after the large vortex development point X; and changing linearly 
between these two points, i.e., 

(x < Xv) 

(Xp<x<Xi) (26) 
Xp — Xi 
1 (Xi < x) 

Then the resultant total undertow velocity U has been calculated by 

U = Kv (UB + C/w + UE) (27) 

The first component UQ has been estimated by the following formula proposed 
by Sato et al. (1987): 

H2 

UB = -/l— (28) 

where H and h are the local wave height and water depth, respectively, and A 
is a dimensionless coefficient of the order of unity. In the present study, we have 
used A =' 1. 

Figure 4 shows the comparison of the undertow velocity between the compu- 
tation and the measurements, indicating a considerably good agreement. How- 
ever, this only demonstrates the validity of the present method, Eqs. (26) to 
(28), for a constant slope bed in a wave flume, and its applicability to more 
general conditions (prototype scale and complicated bottom topography) is still 
questionable. 
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Comparisons of cross-shore distributions of undertow velocity. 

COMPUTATION OF SEDIMENT TRANSPORT RATE 
AND BEACH PROFILE CHANGE 

Dibajnia and Watanabe (1992) have proposed a sheet-flow sand transport 
rate formula based on extensive laboratory data obtained in oscillatory flow tank 
experiments, considering the entrainment and settling processes of suspended 
sediment during the two successive half wave periods. According to this formula, 
the net rate of sheet flow transport qnet can be calculated as a function of the 
root-mean-square amplitudes, uc and ut and the time durations, Tc and Tt, of 
the onshore and offshore velocity, respectively, and the grain diameter d, settling 
velocity w0, and porosity A„ of the sediment, as follows: 

qnet = sign (D • 0.001 |/T'55 • w0d/(i - A„) 

r = cTc(^ + n't
3)-utTt(nf + n'^ 

(29) 

(30) 
(uc + ut)T 

where Qc, S7C, Of and Ot are functions of uc, ut, Tc, Tt, d, Wo and the specific 
density of the sediment (For details, see Dibajnia and Watanabe, 1992). 

Dibajnia, Shimizu and Watanabe (1992) have presented a numerical model 
for a profile change of a sheet flow predominant beach using the above transport 
rate formula and the linear time-dependent mild slope equations. In the present 
study, we have incorporated the effect of wave nonlinearity in the prediction of 
beach profile change by combining the wave model based on the Boussinesq equa- 
tion and the undertow model mentioned above as well as the sediment transport 
rate formula, Eq. (29). The change of a beach profile has been computed from 
the cross-shore distribution of ?net by the sediment mass conservation equation 
including the effect of the local bottom slope (Watanabe et al, 1984): 

dzh 

dt 

dh 

' dt 

d_ 

dx 
<?net — £s|<?net| 

,dzh 

dx 
(31) 
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where z\, is the bottom elevation, and a value of 2.0 has been used for the coeffi- 
cient £s. 

In order to examine the validity of the model, we have performed comparisons 
of the computations with the measurements obtained by Shimizu et al. (1985) in 
their large scale experiments. Table 1 indicates the experimental conditions for 
the adopted three cases, in which d50 is the median diameter of the sand, tan/? 
is the initial beach slope, T and Ho are the period and height of incident waves. 

Table 1   Experimental conditions. 

Case d50(mm) tan/? T(s) Holm) Breaker type 
3-2 0.27 1/20.0 6.0 1.05 Plunging 
3-4 0.27 1/20.0 3.1 1.54 Spilling 
4-2 0.27 1/33.3 4.5 0.97 Plunging 

Although the measurements were made for a total time duration of 30 hours, 
the computations have been conducted for a duration of 5 or 7 hours only, be- 
cause the accuracy of the undertow computation may become unsatisfactory as 
the beach profiles get complicated with time. Figures 5, 6 and 7 show the com- 
parisons between the computations and the measurements of Cases 3-2, 3-4 and 
4-2, respectively, for the wave height distributions, the net rates of the sediment 
transport, and the beach profiles. 

These figures demonstrate considerably good agreement between the compu- 
tations and the measurements, indicating the overall validity of the present model 
that includes the nonlinear wave equation, the formulas for the near-bottom or- 
bital velocity and for the undertow velocity, and the sheet flow transport rate 
formula. 

CONCLUDING REMARKS 

This paper has presented a numerical model for beach profile change, which 
incorporates the asymmetric orbital velocity due to wave nonlinearity as well as 
the undertow current. By using the Boussinesq equation, the iteration of com- 
putations for the waves and for the mean flow and mean water level has become 
unnecessary, and the computational accuracy of the near-bottom orbital velocities 
has been highly improved. A beach profile change model has been established 
by the combination of the wave model based on the Boussinesq equation and 
the sediment transport rate formula for the sheet flow proposed by Dibajnia and 
Watanabe (1992). An overall validity of the present numerical model has been 
examined through the comparisons of the computed sediment transport rate dis- 
tributions and beach profiles with the laboratory data obtained in large wave 
flume experiments by Shimizu et al. (1985). A better method will be required for 
the prediction of the undertow velocity distribution under general conditions so 
as to make the present model more practical and useful. 



BEACH CHANGE DUE TO SHEET-FLOW 2795 

2.0 
J3 

'S 
w 1.0 

Computation (2=7 hr) 

Computation (t=0) 

Measurement (£=0.3 hr) 

40 60 80 100 130 

Distance (m) 

S      1    fir 
~£- x'u        Measurement (i=2hr) 

Computation (i=2hr) 

ioo\W--~"'130 

Distance (m) 

Distance (m) 

^0 

Measurement (4=7 hr) 

Computation (2=7 hr) 

Fig. 5   Comparisons of wave height, net transport rate and beach profile. 
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CHAPTER 202 

Field Tests of Radiation-Stress Estimators 
of Longshore Sediment-Transport 

Thomas E. White 

Abstract 

Surfzone measurements of longshore sediment-transport with optical backscatter 
sensors and current meters are compared to transport estimates from offshore 
wave data. Several methods from the Shore Protection Manual for computing 
longshore sediment transport from waves are compared and correlated. Some 
formulas work well some of the time. Circumstances of which equations perform 
well/poorly under which conditions are specified, and reasons for poor perfor- 
mances are speculated upon. Advice is given for placement of wave gages and 
methods of analysis, which would increase the probability of obtaining good es- 
timates of longshore sediment transport from directional wave data. 

Introduction 

Comprehensive arrays of 43 sensors were deployed to measure waves, currents, 
tides, and sediment transport at a long straight beach with gently-sloping plane 
parallel contours near a river outlet, Colorado River, Texas. (See inset map in 
Figure 1.) 

Several state-of-the-art instruments were deployed: a trawler resistant Direc- 
tional Wave Gage (DWG), a puv gage of colocated pressure and current sensors, 
Optical Backscatter Sensors for suspended-sediment concentrations, electromag- 
netic current meters for velocities, a new cable with internally imbedded pressure 
sensors for surfzone waves, and Acoustic Doppler Current Profilers for inlet cur- 
rents and sediment flux. 

This project of monitoring the behavior of the jetty system had several objec- 
tives, only one of which was estimation of longshore sediment transport from the 
offshore wave gages, the topic of this paper. Table 1 lists the major objectives 
(hypotheses) of the monitoring project and the means by which various functions 

'Coastal  Engineering  Research   Center,   USAE   Waterways  Experiment  Station,   Attn: 
CEWES-CD-P, 3909 Halls Ferry Road, Vicksburg, MS 39180-6199, USA 
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of the sediment transport (Q in volumetric terms) would be used to test the hy- 
potheses. In addition to the engineering objectives in Table 1, there were several 
science objectives as well. The surfzone data are being used to test suspended- 
load transport theories at a point, in order to find the best ones to use in CERC's 
numerical models. This paper will describe only the results of the final objective: 
using the offshore wave data to predict longshore transport. 

WEIR 
SECTION 

NET 
TRANSPORT 
DIRECTION 

GULF OF MEXICO 

SCALE 

200        0        200     400 FT 

Figure 1.   Colorado River location map (inset) and river mouth plan view. 
The weir section is underwater and allows some sediment to pass. 

The purpose of this paper is to compare longshore sediment transport, as 
determined from both shoaled radiation stress and from transport measurements 
in the surfzone. For this reason, two sets of measurements were necessary: the 
offshore directional wave field and the sediment transport in the surfzone. 



RADIATION-STRESS ESTIMATORS 2801 

CO 

X 

CP 
> 

o 

O 
l—H o 
U 

3 

co 
Q 
O 

H 

CO 
H 
CO 
H 
W 
H 
O 
OH 

a 

OJ 
-C 

O a 

0) 

o ft 
CO 

d 

d 
<D 

6 
-d a 
d o 
P. 

8l   _ 
iO- 

d ft 
o 

O 

•s 

I 
3 
1 
d ft 
6 
o 

O 

jd aj 
60 ." **-< 2 o 
m o .»-( o >> T—( 

o 
d ID 

'D 2 £ "d 
a) o 
ho -d 

CO 
d 
'ft ft 60 

cS d ^ ID 

a» "B 

ID 
O" 
"•—> 

d ft ID -*> 
6 
o 

d ft 
a 6 o 

o 
-d 

ID ft 
o 
ft 

o 
d 

a) 

60 
d 

'So 
-d 

-a 
ID 

«2 
d ft 
o 

O 

60 
d o 
d 
ID 

+ 

£      £     £ 

~d 
d 
3 
o ft 

d 
.SP 

<U 

-d 
<D 
O 
d 

d 
V 
0 

60 
a 

'5b 
-•d 

ID 

-d 
v 

ft 

d 

5^ 

d 

60 
d 

ft 
PQ 

-^ o 
ID o 

"d *° .d '—' 
is <u o ,r> 

is 
ID 

ID 

d o 
,d 

d 
o 

.d 

60 
d 

<D 

o 
& 
>> a 
O a 
S 

-a 
V 

Cfi 

~d 

-d 
<D 

•9    .s 

d 
ID 

-d 

o 
O 
-d 
d 

-s 

£6 
ID 
O 

d 
o 

o 
O 

-d 
v 

d ft 
6 
o 

O 

d ft 
o 

O 

e 
O 
K| 

-d 
d 

CO 

o 
O 

-d 
ID 

ID 
60 
IS 
60 

I 
o 

,d 

o 



2802 COASTAL ENGINEERING 1994 

Radiation Stress Method 
The offshore wave field was measured at 10m depth at approximately 3.2km 
offshore. As seen in Figure 2, the topography is quite linear (plane parallel 
contours) with very gentle slopes. When designing this project, it was hoped 
that if shoaled wave energy could be used to predict transport, the method ought 
to work better here than at many other sites, because of the gentle topography. 
Of course, it's always better to measure the waves close to where the data are 
needed (in this case, the breakpoint). But a very shallow gage deployment would 
have been unlikely to remain stationary over a long period, due to the stresses 
and topographic changes which are relatively large at 3m depth compared to 10m. 
Also the area is heavily trawled for shrimp, so gages were deemed more likely to 
survive in the area of offshore towers, which is where the gages were placed. 

•if 

Figure 2. Topographic map of the region offshore of the jetties, with wave 
gage site marked at 3.2km offshore and 10m depth (from NOAA/NOS Chart 
#11316, dated 31 May 1980). 

The total-load alongshore sediment flux is determined by shoaling the ra- 
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diation stress measured at offshore directional wave gages. The offshore di- 
rectional wave field was measured by both "puv" colocated pressure and cur- 
rent sensors and by a new three-pressure-sensor Directional Wave Gage (Howell, 
1992). For both sensor types, the measured wave data were first surface-corrected 
with the standard coshfc(2 + h)/cosh kh factor and then used to compute en- 
ergy/frequency/direction spectra with the standard methods of Longuet-Higgins, 
Cartwright, and Smith (1963). 

Once the direction/energy spectra are determined, they are used to estimate 
longshore sediment transport through the radiation-stress concept: 

h = KC Sxy (1) 

where Ii is the immersed-weight longshore sediment flux, K is a coefficient (not 
necessarily constant, White and Inman, 1989), C is the wave phase speed, and 
Sxy is the longshore component of the cross-shore momentum flux, as determined 
from: 

Sxy — En sin a cos a (2) 

where E is the wave energy, n the ratio of group to phase speeds, and a is the 
angle of wave approach relative to beach normal. 

The energy was then shoaled over the topography using the most common 
technique of placing the energy summed over the spectrum into the peak band. 
Using Snell's Law, the direction of propagation was then altered at each 3m 
horizontal progression of the energy along the beach-profile rangeline between 
the gage and the breakpoint. 

The procedure given above, using equations (1) and (2) and then shoaling the 
energy to the breakpoint, is equivalent to the "exact" method listed in the Shore 
Protection Manual (1984) as its Equation 4-40 (although the listed requirement 
for deep water wave angle, rather than the angle at the location where transport 
is desired, is apparently a mistake) In addition to this exact method and three 
other functionally equivalent forms listed as equations 41, 42, and 43 in the 
Manual, there are four approximate methods for computing volumetric transport 
Q. These can be translated to immersed-weight transport I that we use, under 
the assumptions of constant densities, constant void ratios, and standard sand 
densities and voids, via I[N/s] = Q[yd3/yr]/4356. 

Q = 0.884pg3/2HsJ2sm2ab (3) 

Q = 0.05W
3/2

Jff«/2(cosao)
1/4sin2ao (4) 

Q = 0.00996pg2TH2
osinabcosao (5) 

Q = l.572pg{H3
b/T)sma0 (6) 

where p is fluid density, g gravity, Hs significant wave height, a wave angle, T wave 
period, o the deep-water value, and b the breakpoint value. We also employed 
these four methods to compute longshore transport, using shoaled values (at "b") 
when the equations called for them. These four methods and the exact method 
were all compared to the sediment transport measured directly in the surfzone. 
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Direct Method 
The surfzone transport was measured by cross-shore integration of the point mea- 
surements from three synoptic multi-sensor platform arrays of Optical Backscat- 
ter Sensors (OBSs) (Downing, Sternberg, and Lister, 1981) and Electromagnetic 
Current Meters (ECMs), sonars, and pressure sensors. Figure 3 shows a plan 
view of the site with various platforms of gages drawn in the general areas where 
thev were det>loved. 

MCCP COLORADO RIVER, TEXAS 
KEY 
T - TIDE GAGE 
p - PRESSURE SENSOR 
UV - 2D VELOCITY 
DWG - DIRECTIONAL WAVE GAGE 
SONAR - EROSION/ACCRETION 
LASER - BEDLOAO I 
OBS - OPTICAL BACKSCATTER 

SENSOR (SUSPENSION) 
ADCP - ACOUSTIC DCjnPLER 

CURRENT PROFILER 
(3D VELOCITY/    . 
AND SUSPENSION) 

t • TEMPERATUI 

(DWG) 

Figure 3. Areas of deployment of each gage type. Gage platforms are not to 
scale, but for visualization are drawn very large relative to the jetties. The lasers 
were replaced by micro-OBS gages for bedload. 

The sediment concentration was measured with OBS2 optical backscatter sen- 
sors, which were each calibrated in a flow tank over a wide range of transport 
values. The sand from the site was sampled prior to each experiment and gener- 
ally had a median size of 130 microns, with a size distribution that was always 
single-peaked. The sand from the site was used in the laboratory to calibrate 
the sensors over a wide range of transport values (from 1 to 300 grams per liter), 
both prior to and after each of the three experiments. 

The currents were measured with standard 1-inch diameter Marsh-McBirney 
electromagnetic probes, calibrated just prior to use. Pressure sensors were used 
to determine the range of vertical integration for each platform, and also to 
determine when uppermost sensors were out of the water and thus not to be 
used. 
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The longshore sediment transport is the direct integration of the product of 
these two types of calibrated-sensor outputs, as measured in the surfzone: 

h = (ps-p)gN0 /   v(x,z)c(x,z)d. 
Jo    Jo 

•dx (7) 

where p„ is the sediment density, p the fluid density, g the acceleration of gravity, 
N0 the solids density (one minus porosity), v the longshore fluid velocity, c the 
sediment concentration, and the integral is taken over both the vertical surf depth 
and the cross-shore surfzone width. 
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Figure 4. Regions of vertical integration of local sediment transport. Mid- 
points (dashed lines) between each gage of each type (both ElectroMagnetic Cur- 
rent meters and Optical Backscatter Sensors) separate each region, c = concen- 
tration, v = longshore velocity, z = vertical distance. 

The above integration is first accomplished in the vertical at each platform 
location by vertically integrating the values of concentration c, longshore velocity 
v, and vertical range z, as shown in Figure 4. It is important to note that the 
vertical integration is performed at each time step of 0.2 seconds, and is thus 
unaffected by phenomena with longer time periods, such as bursts of sediment 
out of the boundary layer.   Each sensor measures at one instant, and all the 
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instantaneous products of c, v, and z are vertically summed before moving to the 
next 0.2s time step. 

The direct measurements are also being used to test theories of suspended- 
load and total-load sediment transport, which will be done in other publications. 
These theories of sediment transport relate fluid forcing of waves or velocities to 
sediment flux on a "local" or point basis. The theories are tested by comparing 
the predicted transport from the theories with the measured surfzone transport. 

Results 
The longshore transport rates from the exact method, the four approximate meth- 
ods, and the direct method were all computed for the one-week experiments, 
during which the surfzone platforms were deployed. The rates are listed in the 
following two tables for the June 1991 and January 1992 experiments. Note the 
considerable difference in transport values between the different methods. Indi- 
vidual estimates often differ as to the direction of transport. It is obvious that 
the different methods cannot be relied upon to produce comparable results for 
any specific set of wave conditions. But this is not generally what coastal engi- 
neers want to know. The more pertinent question is whether on a long-term basis 
(years), the wave-based methods can produce comparable transports to the real 
(measured) rates. The accumulation of the transport over months and years is 
the sand next to jetties, in navigation channels, or in impoundment basins, such 
as in Figure 1. Means of coping with this integral of the transport over time are 
what must be engineered. 

Correlations over the 26 time periods in Table 2 and the 24 time periods in 
Table 3 were computed between the radiation-stress methods and the measured 
transport. Simple linear regression of the form y = mx + b was used, where x are 
the radiation-stress methods, and y the measured values. Standard deviations 
were computed using N weighting, and thus the correlations are simply r = 
maxl<Tv. Negative values represent anti-correlation. The r2 values are the fraction 
of the total variance in the data explained by the method. 

All the results of this paper are summed up in Table 4. One can reach different 
conclusions as to the effectiveness of a particular method, depending on which 
data set one examines. The July 1991 data show that all radiation-stress methods 
poorly predict measured rates. (The r2 values are quite small.) 

On the other hand, the January 1992 data show that all but one method do 
very well. All but one of the r2 values are very high. For the method that did 
poorly, there are a couple possible explanations. It is the easiest method to use, 
because it does not require shoaling the wave data, but uses only deep-water 
values and ignores the topography. Another possible explanation, as noted in 
the table's footnote, is that conservative data-acceptance criteria were applied, 
whereas all the other methods used all measured data. 

In the methods that did well (explained a high fraction of the variance, as 
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indicated by r2), note that some represent araii-correlations, meaning they indi- 
cate the right variation, but the wrong longshore direction. In the preparation 
of this paper, considerable time was spent trying to find any errors in sign. But 
the signs reported in the table appear to be correct. In fact, it is easy to see 
by examining individual spectra, that the signs of the correlations are valid. For 
example, note the reversal in sign between Eq 4-47 and the other methods, for 
the very large transport rate during a storm, on 18 Jan 1992 (the bottom line in 
Table 3.) That method agrees with the measured transport direction, whereas 
the others do not. However, all agree that transport was very large. Thus the 
correlations agree with conclusions that can be reached by looking at individual 
data points in Tables 2 and 3. 

The bottom half of Table 4 correlates the exact method with one of the ap- 
proximate methods. Since we are no longer comparing to the measured transport, 
this allows us to use all the offshore wave data, increasing by two orders of mag- 
nitude the number of data points (and the sampling of different wave climates 
throughout the year.) In contrast to the short experiments, these large data sets 
consistently show the same results, no matter which year's data are applied. For 
the years shown, the r2 is always about 0.40, so each method contains 40% of 
the variance of the other method. This low value is not encouraging, since it is 
the hope of engineers using the Shore Protection Manual that they will obtain 
roughly the same results, regardless of which method they use. 

Modifications to the SPM transport equations may be extracted from Table 4. 
The slope m would be a modification to the coefficient K (Eq. 1) via K = 0.7 m 
(since 0.7 was our K value used in this rms-wave-height data set). For example, 
Eq. 6 performs well in the Jan 92 data set, so a new K could be K = 0.7 m = 
0.7(0.6668) = 0.47, provided a y-intercept were also added to the equation. So 
one might compute I from the original formula, and then Ineul = ml0u + 6, and 
in our example b is negative. 
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Conclusions 

The method of computing radiation stress is clearly of first-order impor- 
tance, as illustrated by the disrepancy in output from the five methods examined. 

Predicting transport by shoaling the radiation stress sometimes works 
very well in predicting transport, and at other times does quite poorly. The 
possible reasons for this are numerous, and we can only speculate. The wave gage 
could have been malfunctioning during one of the experiments. But since there are 
means for testing the reasonableness of the data, it is more likely that sometimes 
there are processes operating in the surfzone not represented by offshore waves, 
but at other times these processes are small (e.g., wind, river flow rates, river silt 
load, etc.). 

Not shoaling the energy over the topography (just using the deep-water 
values directly) may worsen the predictive capabilities. Evidence the poor per- 
formance of Eq 4-45 (our Eq 4). 

To obtain accurate estimates of sediment transport, one must do some- 
thing more than place wave gages offshore. Measuring the transport directly is 
preferred, but this is tedious and expensive. The different methods of measuring 
a transport rate, such as tracers, electronic sensors, or extensive beach profiling, 
all have the same order of magnitude in cost. Spending time and money on means 
to reliably obtain directional wave data very close to the breakpoint would seem 
a worthwhile effort. The shoaling process is likely to represent a large portion of 
the accumulated error in the radiation-stress method. 

Individual transport estimates cannot be reliably performed. Although 
certain methods produce reliable results over many occurrences, use of an indi- 
vidual wave spectrum to estimate sediment transport can result in huge error, 
frequently even predicting the wrong direction of longshore transport. 

In another study, the main factor not included in the SPM equations that 
was found to improve local estimates of transport, was inclusion of a sediment 
threshold-of-motion criterion (White, 1987; White, 1989). "Local" refers to pre- 
dictions and measurements at essentially one point in the horizontal, as opposed 
to the "global" methods tested in this paper. In comparing predictions of dif- 
ferent local transport theories with transport measured by sand tracer, it was 
found that agreement on direction of transport improved from 70% to 100% of 
the experiments, once a threshold criterion was added to the theory. It would be 
interesting to see if this were also true of the "global" equations tested in this 
paper. 
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Table 2: Measured and Computed Longshore Transport Rates: July 1991 

All transport values are total I; in Newtons per second. 
Positive transport is upcoast (roughly ENE) on heading 65 degrees geographic. 

Date Measured Exact SPM Approximate SPM Methods 
and Longshore Method 

Time Surfzone SPM SPM SPM SPM SPM 
Transport Eq 4-40 Eq 4-44 Eq 4-45** Eq 4-46 Eq 4-47 

Eq. (3) (Eqs 1,2) (our Eq 3) (our Eq 4) (our Eq 5) (our Eq 6) 

7/16/91 1100 91.5 -87.602 -597.910 -184.696 -402.412 -352.414 

7/16/91 1400 17.4 5.557 -56.196 7.908 25.528 9.355 

7/16/91 1700 -24.7 519.603 -24799.531 0.000 2386.853 -9238.986 

7/17/91 0800 -9.0 3193.869 -79733.180 16971.643 14671.381 80159.672 

7/17/91 1100 -8.7 -1490.971 75106.180 0.000 -6848.935 255138.078 

7/17/91 1400 -5.8 2272.286 -88223.719 0.000 10437.991 -58378.953 

7/18/91 0800 77.9 17.452 -168.193 0.000 55.347 -28.154 

7/18/91 1100 91.2 -5.039 -369.507 0.000 -16.030 29.335 

7/18/91 1400 14.6 -45.809 -93.181 0.000 -144.886 63.901 

7/18/91 1700 18.8 -14.103 80.534 -28.691 -44.555 -26.928 
7/18/91 2000 16.9 105.486 -680.172 135.104 332.024 1095.635 
7/19/91 0800 281.2 -37.843 -47.146 -12.202 -119.570 -41.433 

7/19/91 1100 267.7 -17.466 178.226 -44.099 -55.244 -49.373 

7/19/91 1400 189.3 -40.244 -56.797 -110.643 -127.448 -220.015 
7/20/91 0800 7.1 45.239 34.388 2.880 182.178 5.852 
7/20/91 1100 34.7 -115.315 155.732 -20.051 -384.388 -52.606 

7/20/91 1400 -140.9 -28.258 -76.787 -32.335 -89.106 -82.062 
7/20/91 1700 392.8 37.447 -96.373 0.000 118.169 -56.893 

7/21/91 0800 -187.7 -78.058 2.156 -2.934 -452.588- -7.262 
7/21/91 0800* -88.7 -78.058 2.156 -2.934 -452.588 -7.262 

7/21/91 1100 11.8 -18.194 -20.979 -27.497 -57.423 -104.496 
7/21/91 1100* -97.7 -18.194 -20.979 -27.497 -57.423 -104.496 
7/21/91 1100* -171.0 .-18.194 -20.979 -27.497 -57.423 -104.496 
7/21/91 1700 -48.8 -17.595 99.275 0.000 -55.483 218.513 
7/21/91 1700* -36.5 -17.595 99.275 0.000 -55.483 218.513 
7/22/91 0500 -143.4 -14.858 80.358 0.000 -46.850 169.555 
*: Some days had multiple estimates of measured transport that corresponded 
to one offshore spectrum. 
**: For low waves and very large wave angles, King set transport to zero 
in his method using Eq 4 (SPM Eq 4-45). 

The computed transports are reported with far more significant digits than the 
method justifies, in order to retain digits until the rounding of the final result. 
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Table 3: Measured and Computed Longshore Transport Rates: January 1992 

All transport values are total 7; in Newtons per second. 
Positive transport is upcoast (roughly ENE) on heading 65 degrees geographic. 

Date Measured Exact SPM Approximate SPM Methods 

and Longshore Method 
Time Surfzone SPM SPM SPM SPM SPM 

Transport Eq 4-40 Eq 4-44 Eq 4-45** Eq 4-46 Eq 4-47 
Eq. (3) (Eqs 1,2) (our Eq 3) (our Eq 4) ( our Eq 5) (our Eq 6) 

1/10/92 1500 -675.0 -0.000 -0.000 0.000 -0.000 -0.000 
1/10/92 1800 -733.5 0.082 0.020 0.000 0.613 -0.001 
1/11/92 0900 -297.0 0.329 0.111 0.000 2.453 -0.004 

1/11/92 1800 -189.0 0.072 -0.011 0.000 0.486 0.001 
1/11/92 1800* -436.5 0.072 -0.011 0.000 0.486 0.001 
1/11/92 1800* -423.0 0.072 -0.011 0.000 0.486 0.001 
1/12/92 1200 -2116.0 -0.000 0.000 0.000 0.000 0.000 
1/13/92 1200 166.5 -0.000 0.000 0.000 0.000 0.000 
1/13/92 1500 188.7 0.069 -0.004 0.000 0.586 -0.001 
1/14/92 0900 0.0 -0.000 0.000 0.000 0.000 0.000 
1/14/92 1200 0.0 -0.000 0.000 0.000 0.000 0.000 
1/14/92 1500 0.0 0.044 0.020 0.000 0.260 -0.001 
1/14/92 1800 0.0 -0.000 0.000 0.000 0.000 0.000 
1/15/92 0900 0.0 0.082 0.011 0.000 0.613 0.000 
1/16/92 1500 31.5 60.529 73.570 0.000 279.402 -102.966 

1/16/92 1800 115.5 26.672 -157.781 36.289 123.713 20.788 
1/17/92 1200 -472.5 30.006 -112.689 39.340 135.807 60.029 

1/17/92 1200* -337.5 30.006 -112.689 39.340 135.807 60.029 
1/17/92 1200* -891.0 30.006 -112.689 39.340 135.807 60.029 

1/17/92 1500 -1251.0 205.225 -446.378 388.386 947.329 2530.908 
1/17/92 1500* -990.0 205.225 -446.378 388.386 947.329 2530.908 

1/17/92 1800 -1125.0 517.482 783.706 1252.541 2411.821 2213.608 

1/18/92 0900 -9976.0 1020.884 11451.572 0.000 4597.314 • •12620.669 

1/18/92 0900* -9444.8 1020.884 11451.572 0.000 4597.314 - 12620.669 

*: Some days had multiple estimates of measured transport that corresponded 
to one offshore spectrum. 
**: For low waves and very large wave angles, King set transport to zero 
in his method using Eq 4 (SPM Eq 4-45). 

The computed transports are reported with far more significant digits than the 
method justifies, in order to retain digits until the rounding of the final result. 
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Table 4: Correlation of Radiation-Stress and Direct Transport Methods 

Method being ji                a                m b r r2 

correlated with Mean   Standard       Slope of Inter- Corr. 
measured transport (N/s) Deviation Regression cept 

(N/s) 
Coef. 

July 1991 (number of t pectra,n = 26) 
Measured transport 21.156      136.057 
Exact Eqs 1,2 predict 155.905     815.274 -0.0064684 22.164 -0.03876 0.00150 
Approximate methods: 
Eq 3 predicts -4585.514 27631.621   0.0001806 21.984 0.03667 0.00134 
Eq 4 predicts 638.325    3267.050 -0.0019586 22.406 -0.04703 0.00221 
Eq 5 predicts 720.832   3742.993 -0.0013555 22.133 -0.03729 0.00139 
Eq 6 predicts 10317.407 52714.162 -0.0001128 22.320 -0.04372 0.00191 

January 1992 (number of spectra, a = 24) 
Measured transport -1202.3       2622.1 
Exact Eqs 1,2 predict 131.156     290.880        -8.4357 -95.919 -0.9358 0.8757 
Approximate methods: 
Eq 3 predicts 935.915   3191.167       -0.8049 -451.961 -0.9797 0.9597 
Eq 4 predicts 90.984     264.404         0.1688 - 1217.674 0.0170 0.0003 
Eq 5 predicts 596.568    1314.813        -1.8587 -93.502 -0.9320 0.8686 
Eq 6 predicts -744.500    3688.519         0.6668 -705.921 0.9328 0.8702 

All days Dec 90 thru July 91, 8 times per day 
(number of spectra , n = 1823) 

Exact Eqs 1,2: -108.054     615.681 
Approx. Eq 4: -135.514    1224.382 
Exact Eqs 1,2 
predict results of 1.2017 14.8267 0.6043 0.3652 
approximate Eq 4 

All days Jan 92 thru Dec 92, 8 time > per day 
(number of spectra , n = 2009) 

Exact Eqs 1,2: -41.7032    216.9353 
Approx. Eq 4: -75.7956    304.8631 
Exact Eqs 1,2 
predict results of 0.9434 -0.4755 0.6743 0.4547 
approximate Eq 4 

For low waves and very large wave angles, King set transport to zero in his 
method using Eq 4 (SPM 4-45). 

The computed transports are reported with far more significant digits than the 
method justifies, in order to retain digits until the rounding of the final result. 
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CHAPTER 203 

Suspended Sediment Concentration Profiles 
under Non-breaking and Breaking Waves 

Rattanapitikon Winyu and Tomoya Shibayama x 

Abstract 

Simple formulas to predict time-averaged suspended sediment concentration 
are formulated using steady diffusion equation. Empirical formulas are devel- 
oped to compute reference concentration (boundary condition) and diffusion 
coefficient. For suspended sediment concentration in the field, the same formu- 
las with regular wave condition can be applied by using root mean square wave 
height and average wave period. Total 139 data sets are used for calibration of 
empirical formulas and 175 data sets are used for verification. 

Introduction 

The need for reliable prediction of sediment transport and beach profile 
change is increasing due to an increasing of human activity on the coast. In or- 
der to predict the suspended sediment transport rate, it is necessary to predict 
the vertical distribution of sediment concentration and fluid velocity accurately. 
This study focuses an attention on the sediment concentration distribution. 
Sediment concentration is important not only for computing sediment trans- 
port rate but also for significant effect on the water quality for domestic and 
industrial use. From the last few decades, a number of models and experimental 
investigation have been performed to draw a clearer picture of suspended sedi- 
ment concentration. Considerable amount of knowledge has been accumulated 
so far. However, it has not reached a satisfactory level. This is resulted from 
the unclear knowledge of movable sand layer and diffusion coefficient. At the 
present stage of knowledge, any type of model must be based on empirical or 
semi-empirical formula calibrated from the experimental results. For the prac- 

1Dept. of Civil Eng., Yokohama National University, Hodogaya-ku, Yokohama 240, Japan 
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tical purposes, simple formulas may be more suitable than the complex ones (if 
it yields the accuracy in the acceptable range). 

Based on wide range of wave and sediment conditions, Shibayama and 
Winyu (1993) proposed simple formulas to predict time-averaged concentra- 
tion profiles under both non-breaking and breaking waves. The present study 
mainly focusses on the application and verification of the formulas. The mea- 
sured surf zone concentration profile in prototype scale wave flume of Kajima 
et al. (1983) and in the field of Nielsen (1984) are used in this study. For some 
background information, a brief introduction of the formulas is also presented. 

Governing Equation 

The vertical distribution of suspended sediment is calculated by the diffusion 
equation. By considering time averaged value of concentration and neglecting 
convection and horizontal diffusion, the diffusion equation can be written as: 

cws + es—- = 0 (1) 
dz 

where c is the time averaged sediment concentration; ws is the falling velocity; 
es is the diffusion coefficient; and z is the vertical coordinate. To solve the dif- 
fusion equation, concentration at reference level should be given as a boundary 
condition, and the diffusion coefficient should also be known. 

Reference Concentration under Non-breaking and Breaking Waves 

The reference concentration is defined at the level where the concentration 
can be measured without disturbance to the bed formation. The formula for 
predicting reference concentration is derived by applying transport rate formula 
of Watanabe (1982) and dimensional analysis (for more details, see Shibayama 
and Winyu, 1993). Total thirteen sources of published experimental results, 
totally 139 experiments, are used to calibrate the formulas. Table 3.1 shows the 
experiments which are used in formula calibration. As a result, the formula for 
computing reference concentration is given as: 

_ 10 (V> - 0.05> 
3 r^(s - l)gd 

(2) 

where cr is the reference concentration at z = r; r is the reference level; The 
reference level is equal to half of ripple height above the ripple crest for vortex 
ripple case and equal to a hundred times of sand diameter above the mean 
bed for flat bed (i.e., breaking wave case); ip is the grain Shield parameter; 
s is the relative density of sediment; d is the sand diameter and v is the fluid 
kinematic viscosity. The comparison between measured and computed reference 
concentration, cr, is shown in Fig. 1. Figure 1 shows that about 80 percent of 
the predicted ones are within factor two. 
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Table 1: Experiments for suspended sediment concentration study. 

No Sources Total 
No. 

Legend Wave 
condition 

1 Bosman and Steetzel (1986) 3 B regular, non-breaking 
2 Deigaard et al. (1986) 6 G regular, breaking 
3 Dette and Uliczka (1986) 

Dette and Uliczka (1986) 
8 
3 

D 
U 

regular, breaking 
irregular, breaking 

4 Hayakawa et al. (1983) 4 Y regular, non-breaking 
5 Horikawa et al. (1982) 7 H regular, non-breaking 
6 Irie et al. (1985) 27 I regular, non-breaking 
7 Nakato et al. (1977) 3 N regular, non-breaking 
8 Nielsen (1979) 44 P regular, non-breaking 
9 Sato et al. (1990) 14 T regular, breaking 

10 Sawamoto et al. (1981) 4 S regular, non-breaking 
11 Skafel and Krishnappan (1984) 8 K regular, non-breaking 
12 Sleath (1982) 4 L regular, non-breaking 
13 Vongvisessomjai (1986) 4 V regular, non-breaking 

o > 
o 

T3 

0.1 

0.01 

0.001 

I 
<3 o.oooi 

0. 00001 
0.00001 0.0001 0.001 0.01 

Measured (vol/vol) 
0.1 

Figure 1: Comparison between measured and computed reference concentration 
under non-breaking and breaking waves, cr, (legend see Table 1). 
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Concentration Profiles under Non-breaking Waves 

Under non-breaking waves, high concentration areas of suspended sand are 
usually confined within the thin layer above the bottom, the thickness of which 
is usually about three ripple-heights or a few hundred times of grain diameter 
above the bed in laboratory tests and field measurements. Most of the previous 
experimental results show that if very small concentrations are neglected, the 
time averaged concentration profile fits well with the exponential form which 
is derived from steady diffusion equation (Eq. 1) under the assumption that 
the diffusion coefficient, es, is independent of vertical coordinate, z. After the 
integration of Eq. 1, the analytical solution is expressed as: 

c(z) = cr exp{-ws(z - r)/es} (3) 

Equation 3 shows that the relation between ln(c) and z is the straight line with 
the gradient of —w3/es. 

At present, the knowledge of diffusion coefficient, es, is very limited, an 
application of empirical formula cannot be avoided. The difficulty of this ap- 
proach is to find out the way to relate the diffusion coefficient with flow and 
sediment properties. From the previous empirical formulas of Sleath (1982), 
Skafel and Krishnappan (1986), and Nielsen (1988), we may assume that the 
diffusion coefficient e3 is a function of the following quantities: 

es = f(ub,Ah,u,ws,d,s,fw,ri) (4) 

where / is the function; uj, is maximum orbital velocity; Af, is the orbital am- 
plitude; fw is the wave friction factor; t] is the ripple height. 

Experimental data of non-breaking wave cases, which shown in Table 1 (to- 
tally 108 cases), are used to calibrate the empirical formula. From dimensional 
analysis, using the experimental data of non-breaking wave cases in Table 1, 
the following formula is fitted well with the measured ones (see Fig. 2). 

e. = 0.21«^g)2g)0"VB (5) 

where w* is the maximum bed shear velocity; and d* = d(sg/is2y/3 is the particle 
parameter. Eq. 5 is kept in the dimensionless form as in the analysis. Since M* 

can be canceled out, es is not reverse propotional to ut. 
Figure 2 shows that about 80 percent of predicted diffusion coefficient, es, are 

within factor 1.5. Examples of measured and computed concentration profiles 
under non-breaking waves are shown in Fig. 3. 

It should be mentioned that the exponential form of suspended concentration 
profile is valid within the thin layer (about few hundred times of sand diameter 
above the bed). As a results, Eq. 3 can be used to predict only the high 
concentration near the bed. 
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Figure 2: Comparison between measured and computed diffusion coefficient for 
non-breaking wave cases (legend see Table 1). 
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Figure 3:   Examples of measured and computed concentration profiles under 
non-breaking waves of each data source. 
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Concentration Profiles under Breaking Waves 

The turbulence generated by the breaking waves causes a significant increase 
in the amount of suspended sediments compare to non-breaking waves of the 
same wave conditions and water depth. Moreover, the effect of turbulence due 
to breaking waves changes the shape of concentration profile (see Nielsen, 1978, 
Fig. 5) and the exponential form of concentration profile is not found. Thus, in 
breaking wave cases, we can not assume that the diffusion coefficient is constant 
as we assumed in non-breaking wave cases. 

According to the experimental results, Okayasu (1989) suggested the linear 
distribution of eddy viscosity, e, as the function of the rate of energy dissipation 
due to wave breaking, DB- By assuming diffusion coefficient proportional to 
the eddy viscosity of the flow and incorporating the diffusion coefficient caused 
by shear in wave field, the total diffusion coefficient, es),, is expressed as: 

esb = [*.«, + hiDe/p)1'3] z (6) 

where ka and kf, are the constants and DB is the rate of energy dissipation. 
From the bore model, we can set DB = pH3g/(4Th). 

After integration of the diffusion equation (Eq. 1), the analytical solution 
of concentration profile can be written in the following form: 

c(z) = cr(^jM (7) 

w 

M = [kau* + kb(DB/Py/z) (8) 

From the best-fit technique, using breaking wave data in Table 1 (totally 29 
data sets), the following constant parameters are recommended. 

K = 0.04, 
(0.144 spilling breaker, 

0.216 spilling-plunging transition breaker, 
0.450 plunging breaker. 

Figure 4 shows the measured and computed parameter M. Examples of 
measured and computed concentration profiles under breaking waves are shown 
in Fig. 5. 

It should be noted that Eq. 6 is valid if the turbulent due to the breaking 
waves can uplift the sediment throughout the water depth. Equation 5 should 
be used with care for coarse sand (i.e., d > 0.55 mm) and certainly it can not be 
used in gravel bed material. Also it can not be used to compute concentration 
at the bed (z = 0). 
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Figure 4: Comparison between measured and computed parameter M (legend 
see Table 1). 
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Figure 5: Predicted concentration profiles under breaking waves in comparison 
with the laboratory data of Deigaard et al. (1986), Sato et al. (1990). 
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Verification with Prototype Scale Measurements 

In order to confirm an empirical formula, wide ranges of experimental results 
are necessary in the calibration or verification. The objective of this section is to 
modify and examine the validity of the Shibayama and Winyu (1993) formulas 
by using the measured surf zone suspended concentration of a prototype scale 
wave flume which were performed by Kajima et al. of Central Research Institute 
of Electric Power Industry (CRIEPI) in 1983. The CRIEPI experiments were 
carry out under regular wave motion in a large wave flume (205 m long, 3.4 m 
wide, and 6 m deep). The CRIEPI experimental conditions that used in this 
section are shown in Table 2. The suspended concentrations were measured, by 
suction type concentration meter, at various sections along the flume. However, 
not many points were measured in the vertical direction of each section. Also 
lowest measuring level is not very near to the movable bed. This may because 
of the difficulty to measure the concentration very near to the bed accurately. 
The data may difficult to be used in formula calibration but can be used for 
formula verification. 

The proposed formula assumed that esb oc {DB/p)1^3 and DB is computed 
from the bore model which valid only inside the surf zone (full developed surface 
roller). Therefore if we use bore model to compute the rate of energy dissipation, 
DB, near the recovery zone where the surface roller is not fully developed, the 
predicted esi, is expected to be over-estimated and also it will yield the over- 
estimation of suspended concentration at the level above the reference level. To 
avoid this problem, energy dissipation may be computed from the measured 
wave height transformation, based on linear wave theory, as: 

D. = -^ <»> OX 

where E = pgH2/8 is the wave energy; cg is the group velocity; and x is the 
horizontal coordinate in wave direction. 

Question may be asked that whether energy dissipation computed from bore 
model and from Eq. 9 are the same or not (in the case of no reformation zone). 
For verification, measured wave height transformation inside the surf zone (no 
reformation zone) of Hansen and Svendsen (1984), Okayasu et al. (1988), Sato et 
al. (1988 and 1989) are used. Figure 6 shows that energy dissipation computed 
from bore model and Eq. 9 give approximately the same results. Therefore 
the energy dissipation rate computed from the measured wave height, based on 
linear wave theory, will be used in the following analysis. However, due to the 
fluctuation of measured wave heights, the computed energy dissipation rates in 
some points are negative. So, in the present study, the fluctuated wave heights 
are smoothed before using for computing energy dissipation rates from linear 
wave theory. 

For diffusion coefficient caused by breaking waves inside the transition zone, 
the eddy viscosity (or diffusion coefficient) at the breaking point cannot be 
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incorporated with the same manner as in the inner zone (Okayasu, 1989). From 
the analysis of undertow data of Nadaoka et al. (1982) and Okayasu (1988) 
(based on eddy viscosity model), the coefficient of turbulent eddy viscosity, K, 
increases linearly from 0.3 at the breaking point to 1 at the transition point. By 
assuming no vortex ripple occur in the surf zone, the final formula for computing 
sediment concentration profile can be expressed as: 

c(z) = 
10     (V>-0.05>     flOOd 
3 100d^/(s - \)gd V   z 

tu/[0.04u»+0.144K(DB/p)1/3] 

(10) 

where K is the coefficient varies linearly from 0.3 at breaking point to 1 at 
transition point; DB is the energy dissipation computed from measured wave 
height based on linear wave theory (Eq. 9). 

The verification results for all of the measuring points, totally 149 sets, 645 
points, are shown in Fig. 7. The examples of topography, wave height and 
concentration profile variations along the cross-shore direction are shown in 
Figs. 8-11. Fig. 7 shows that about 80 percent of predicted concentrations are 
within the factor 3, which can be considered to be well estimation in the field 
of sediment concentration profile. Since the accuracy of computed reference 
concentration is within the factor 2 (see reference concentration section), about 
2/3 of error in Fig. 7 is expected to be caused by the formula that used for 
computing reference concentration. The left 1/3 is expected to cause by the 
formula for computing the distribution of concentration (parameter M). Based 
on the above cosideration, for excellent prediction of concentration profiles, the 
formula for computing reference concentration should be the main target of 
improvement for the next step. 

Table 2: Experimental conditions and number of data sets for verification. 

Case ^50 

(cm) 
mb T 

00 
Hi 

(cm) 
hi 

(cm) 
No. of 

data set 
3.1 0.027 5/100 9.1 107.0 450.0 10 
3.2 0.027 5/100^ 6.0 105.0 450.0 11 
3.3 0.027 5/100 12.0 81.0 450.0 11 
3.4 0.027 5/100 3.1 154.0 450.0 13 
4.1 0.027 3/100 3.5 31.0 350.0 7 
4.2 0.027 3/100 4.5 97.0 400.0 9 
4.3 0.027 3/100 3.1 151.0 400.0 26 
5.2 0.027 2/100 3.1 74.0 350.0 25 
6.1 0.027 10/100 5.0 166.0 400.0 27 
6.2 0.027 10/100 7.5 112.0 450.0 10 
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Figure 6: Comparison between computed enegy dissipation from bore model 
and Eq. 9 (laboratory data from Hansen and Svendsen, 1984; Okayasu et al., 
1988; and Sato et al. 1988 and 1989). 
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Figure 7: Computed and measured concentration for all of the measuring points 
(laboratory data from Kajima et al., 1983). 
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Figure 8: Measured bottom topography and wave height variation (laboratory 
data from Kajima et al., 1983, case 4.3, time = 23.9 hr). 
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Figure 9: Computed and measured concentration profiles (laboratory data from 
Kajima et al., 1983, case 4.3, time = 23.9 hr). 
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Figure 10: Measured bottom topography and wave height variation (laboratory 
data from Kajima et al., 1983, case 6.1, time = 51.5 hr). 

200 

^150 
m u 

N100 

50 

0.0001        0.001 0.01 0.1 
C (vol/vol) 

-en 

0.00001       0.0001        0.001 
C (vol/vol) 

  

|  «|  X = 75m   I 

® 

1   # 

\ 
0.00001      0.0001        0.001 0.01 

C (vol/vol) 

]     |  X = 80m  | 
i        -^  

u 

®\ 

N 100 

1 r X = 85nTf 

f 

\ 

\ 
®\ 

0.00001  0.0001   0.001   0.01 
C (vol/vol) 

0.00001  0.0001   0.001 
C (vol/vol) 

0.00001      0.0001        0.001 
C (vol/vol) 

X = 100m | «i 

\ \ 
\ 

% \ 

Figure 11:   Computed and measured concentration profiles (laboratory data 
from Kajima et al, 1983, case 6.1, time = 51.5 hr). 
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Verification with Field Measurements 

Although, the Shibayama and Winyu (1993) formula is developed from the 
data measured in laboratory, it may also be used to predict the sediment concen- 
tration in the natural beach. The objective of this section is to apply Shibayama 
and Winyu (1993) formula to predict surf zone sediment concentration in the 
natural beach. Nielsen (1984) measured sediment concentration and hydraulic 
properties on several beaches and locations in Australia. Total 26 concentra- 
tion profiles are measured under breaking wave conditions. For each measuring 
location, 7 elevations suction type is used to measure sediment concentration 
and the sampling time is about 3 minutes. The selected working depth is about 
1.5 m and the measurement started from about 1 cm above the bed. For more 
details of measured concentration, hydrodynamic and sediment data, please see 
Nielsen (1984). 

By assuming all of the measured locations are within the inner surf zone 
and there is no vortex ripple, the formula for predicting sediment concentration 
profiles can be expressed as: 

c(z) 
^ '       3 

10 (j, - 0.05> /i00dN»/[0.04U,+O.144{H39/(4rh)}1/3] 

° (100d)y/(8-l)gd V   z   ) 

where all variables are calculated based on linear wave theory. 
To compute concentration profiles, under irregular wave, from Eq. 11, rep- 

resentative wave height and wave period should be specified. By trial and error 
of various representative wave height and wave period, root mean square wave 
height (assuming Rayleigh distribution) and average wave period gives a good 
prediction on concentration profiles. The comparison between measured and 
computed sediment concentration for all of the measuring points (26 data sets) 
is shown in Fig. 12. Examples of predicted concentration profiles are shown 
in Fig. 13. Fig. 12 shows that about 70 percent of predicted concentrations 
are within the factor 3, which can be considered reasonably well estimation for 
the field measurements. However, the number of experimental results may not 
enough to confirm the ability of the present formula. In the further study, more 
field experimental results are required to check the ability of present formula. 

Conclusion 

Empirical formula of Shibayama and Winyu (1993) has been applied to com- 
pute surf zone concentration profiles in prototype scale wave flume experiments 
of Kajima et al. (1983) and in the field experiments of Nielsen (1984). The 
computed results show reasonable agreement with the experimental results. 
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Figure 12:   Computed and measured concentration for all of the measuring 
points (field data from Nielsen, 1984). 
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Figure  13:    Examples of computed concentration profiles  (field data from 
Nielsen, 1984). 
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CHAPTER 204 

Mass Transport and Orbital Velocities with 
LAGRANGEian Frame of Reference 

Stefan Woltering1 and Karl-Friedrich Daemrich2 

Abstract 

Measurements of surface elevations and horizontal orbital velocities in regular 
waves and two component wave groups were performed to prove the experimental 
validity of periodic wave theories for regular waves, and empirical engineering meth- 
ods for calculations in irregular waves. Besides the traditional wave theories a 
LAGRANGEian approach was introduced. With this LAGRANGEian method for 
waves of finite height, based on the geometry of orbital paths given by STOKES wave 
theories, it is possible to extend the region of validity of STOKES theories over a 
wider range of wave parameter. The use of a superposition method with 
LAGRANGEian approach and the application to two component wave groups, results 
in the appearance of non linear interaction components in surface elevations and hori- 
zontal orbital velocities, which are in fair agreement as well with a 2nd order approach 
for irregular wave surface elevation as with the measurements of surface elevation and 
horizontal orbital velocities. 

Introduction 

Orbital velocities and mass transport velocities are important e.g. for the prediction 
of forces on coastal structures and the verification of transport models in the near 
shore region. Traditional wave theories (e.g. STOKES, DSFT-Dean Stream Function 
Theory etc.) and empirical calculation methods (e.g. modified potential theories) are 
used for theoretical treatment of regular waves and as a basis for simulation methods 
for irregular waves (e.g. linear superposition). A point of controversy is the selection 
of calculation methods to give best results and how to interpret mass transport ve- 
locity measurements, especially in wave flumes. Measurements of orbital velocities and 
mass transport velocities in a wave flume are compared with DSFT and calculations 
based on STOKES wave theories in different ways of interpretation. A 
LAGRANGEian approach is introduced by the authors. 

l'2 both University Hannover, SFB 205, Franzius Institut, Nienburger StraBe 4, 
30167 Hannover, Germany. 

2828 
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Experimental Set-up 

The research program was carried out in the Large Wave Flume (GroBer Wel- 
lenkanal - GWK, University Hannover / Technical University Braunschweig - Length 
324m, width 5m, water depth up to 5m) and the Wave Flume "Schneiderberg" (WKS - 
Length 120m, width 2m, water depth up to 1,2m) of the Franzius-Institute / University 
Hannover. The investigations were concentrated on waves in intermediate water 
depth. The measurements were taken with electromagnetic type velocity probes 
located in fixed positions below the still water level, and also with a velocity probe 
fixed to a Movable Instrument Carriage (MIC). The MIC follows the water surface 
with the velocity probe in a constant position below the moving surface. The waves 
were generated with a piston type wave maker using modified higher order control 
signals to reduce free parasitic wave components. 

The LAGRANGEian approach 

For simplicity the introduced LAGRANGEian approach is explained using the 
linear description of orbital paths. Figure 1 shows a principal sketch for the 
LAGRANGEian approach surface elevation. Figure 2 gives a detailed information 
concerning wave kinematics calculation for a fixed probe position below the deepest 
wave trough. During the calculation process the centre of the orbital path of the re- 
spective water particle will be determined for every time step At by linear iteration, 
using the formulas for T) and £ given by the respective order of the theory (Equations 
1, 2 for linear wave theory). 

rt .\ H  cosh 2n(z0 + d)/L    . ( x0    t\ 
Q(x0,Zo,t) = — Sin 2K   —-— C1) 

2       sinh IndIL \L   T 

H sinh 2n(z0+d)/L _ n_[ x0    t 
ri(x0,z0,t)= 

v °     ' cos In\~—\ (2) 
2       sinh IndIL \L   T w 

where £,(x,t) = horizontal location of water particle; 
r\(x,t) = vertical location of water particle; L = wave length; 
H = wave height; x0,z0 = still water position; T = wave period 

The surface elevation results from the particle motion of the most upper water 
particles. The LAGRANGEian surface elevation for first order particle motion and 
deep water conditions contains higher harmonic components, which are nearly in the 
same magnitude, as calculated with STOKES higher order theories. For more shal- 
lower water STOKES higher order descriptions of orbital paths are used for the 
LAGRANGEian method. The calculation procedure is the same as outlined before. As 
the surface elevation results directly from the water particle movement, the kinematic 
free surface boundary condition is satisfied. 
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Figure 1. Principle sketch of LAGRANGEian surface elevation 
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Figure 2. Principle sketch of LAGRANGEian method for the 
calculation of orbital velocities 
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The orbital velocity is calculated for the actual position of a water particle along its 
orbital path at the location of the probe for each time step. The velocity below wave 
crest results from the smaller orbit below the velocity probe, the velocity below wave 
trough relates to the wider orbital path above the probe position, and in the same way 
for all time steps between crest and trough. Figure 3 shows the time series of hori- 
zontal orbital velocity for a theoretical calculated example of 1st order 
LAGRANGEian approach in comparison to linear wave theory. Figure 4 is the ampli- 
tude spectrum for the difference curve of the both methods. 
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Figure 3. Time series of horizontal orbital velocity 
(T=1.13s, H=0.35m, d=1.00m, z=-0.20m) 
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The Fourier analysis of the theoretical time-series (e.g. motion on orbital paths ac- 
cording to linear theory) results in higher harmonic components and shows a slight 
decrease of the basic component. In addition a negative dc-value (mean velocity) for 
the horizontal orbital velocity appears. This negative mean velocity is not to be inter- 
preted as a constant velocity in the opposite direction of wave travel. The 
LAGRANGEian time series has to be corrected to zero mean, which is in fact the 
superposition of the mass transport velocity. This again gives a clear argument, that 
linear wave theory already contains mass transport. 

The LAGRANGEian approach can be transferred to irregular waves, by using the 
superposition method for the particle motion on orbital paths of the linear components 
of a spectrum, however, effects of mass transport and back flow have to be deter- 
mined separately. Figure 5 shows an amplitude spectrum of a wave group for a theo- 
retical calculated deep water example. 
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Figure 5. Amplitude spectrum of surface elevation 
1st order LAGRANGEian approach - 2nd order MANSARD et al. (1986) 

(fi=1.01Hz, f2= 1.09Hz, Hi=H2=0.1m, d=1.00m) 

The components of the wave group spectrum according to 2nd order are in the 
same magnitude for both methods, and for the 1 st order LAGRANGEian approach in 
addition components higher than 2nd order are clearly visible. This non-linear inter- 
actions are automatically appearing using the described superposition method for the 
orbital motion of the two linear components of the surface elevation spectrum. The 
formulation of r\ and £ for the two linear components is simply added during the 
iteration procedure. 
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Figure 6 shows a comparison of super harmonics by the LAGRANGEian approach 
with the transfer function G+nn*h for the 2nd order frequencies of the linear com- 
ponents as given by MANSARD et al. (1986). In deep water a 1st order 
LAGRANGEian approach gives same results as 2nd order theory. For more shallower 
water a 2nd order description of particle motion is needed for the LAGRANGEian 
approach to achieve fair agreement with MANSARD'S approach. 

~ MANSARD et al.  (1986) 

"•• 1st order LAGRANGEian 

"*" 2nd order LAGRANGEian 

Figure 6. Comparison of 2nd order MANSARD et al. (1986) 
with LAGRANGEian approach for fn+fn and fm+fm 

Figure 7 shows the transfer function G+nm*h for the higher harmonic component 
at frequency fm+fn- 
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Figure 7. Comparison of 2nd order MANSARD et al. (1986) 
with LAGRANGEian approach for fm+fn 
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The value of the transfer function depends on the relative spacing of the linear compo- 
nents in frequency domain fn /fm. For deep water the 1st order LAGRANGEian 
approach shows fair agreement with the 2nd order theory of MANSARD et al. (1986). 
In more shallower water the LAGRANGEian approach of higher order is not able to 
calculate the fm+fn higher harmonic amplitude in that order of magnitude, however, 
differences between LAGRANGEian approach and Mansard's approach are not to big 
for intermediate water depth. In addition it has not yet been defined clearly to what 
extend a 2nd order theory is suitable to shallower water conditions. As shown in Fig. 5 
LAGRANGEian approach results are of higher than 2nd order. 

Comparison with measurements 

Figure 8 shows measured mean velocities and mass transport velocities for one 
example of regular waves plotted as depth distribution. For the fixed measurements a 
fair agreement with the EULERian backflow considered as constant over depth can be 
seen. The analysis is done in a time window without reflecting waves. The mean 
velocities from the movable probe can be interpreted neither as backflow nor as real 
mass transport velocity according to STOKES 2nd order theory. Only by a 
LAGRANGEian analysis of the data, a fair agreement of the data with real mass trans- 
port velocity, superposed by a backflow to a zero-net mass transport in the closed 
wave channel, can be achieved. 
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Figure 8. Measured and calculated mass transport velocity and backflow 
(T=3.20s, H= 1.20m, d=4.00m) 

The constant EULERian backflow is considered in all theoretical calculations. It is 
known, that the constant profile of the backflow is only an approximate value, which 
neglects any influence of viscosity in the boundary layer. The analysis of the data 
shows that variations of the backflow profile due to the influence of viscosity appear, 
however, outside the time window chosen for velocity analysis. 
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Figure 9 shows measured surface elevations in comparison to 5th order DSFT and 
3rd order LAGRANGEian approach for a wave in intermediate water depth with 
d/L = 0.1. Small differences are appearing in the crest region, which can be related 
mainly to a not quite perfect wave generation. It can be assumed, that a certain 
amount of free wave is superposed on the stable wave, however, both theories show a 
good overall agreement with the measured time series. 
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Figure 9. Comparison of measured and calculated surface elevation 
(T=2.56s, H=0.30m, d= 1.00m) 

Figure 10 shows comparison of measured and calculated horizontal orbital veloci- 
ties below the wave crest for the above shown wave case. 
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Figure 10. Horizontal orbital velocities below the wave crest 
(T=2.56s, H=0.30m, d= 1.00m) 

1st order LAGRANGEian approach and 1st order STOKES theory show a clear 
underestimation of the measured velocities near the wave crest. Velocities below the 
deepest wave trough are well predicted using 1st order LAGRANGEian approach. As 
outlined before, the surface elevation was in fair agreement with 3rd order 
LAGRANGEian approach and 5th order DSFT, and as the surface elevation is a result 
of the particle movement on their respective orbits, it is consequent to use this higher 
order theories also for velocity prediction. Comparison of the data with this ap- 
proaches show good agreement. 2nd and 3rd order STOKES theory used in 
EULERian way tend to overpredict the near crest velocities slightly. 

The same tendencies also hold for the horizontal orbital velocity below the wave 
trough, as can be seen in Figure 11. The 3rd order LAGRANGEian approach and the 
5th order DSFT fit the measurements, 2nd and 3rd order STOKES theory calculate 
too high negative velocities, as well as 1st order LAGRANGEian approach and linear 
wave theory. 
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Figure 11. Horizontal orbital velocities below the wave trough 
(T=2,56s. H=0.30m, d= 1.00m) 

Results of measurements of horizontal orbital velocities in wave groups and com- 
parison with various engineering methods and with LAGRANGEian approach are 
shown in Figures 12 to 15. Two wave groups with wave parameter listed in table 1 are 
considered for this paper. 

fm 
[Hz] 

fn 
[Hz] 

Hm 
[m] 

Hn 
[m] 

d 
M 

group 1 0,78 0,86 0,07 0,07 1,00 
group 2 0,78 0,86 0,12 0,03 1,00 

Table 1. Wave parameter of the wave groups 

Figure 12 shows a comparison of measured horizontal orbital velocities with the 
theory as scatter plots for wave group 1. The measurement is done below the deepest 
wave trough at z =-0.10m with a fixed velocity probe. The Linear Transfer Function 
Method (LTFM) shows the known tendency of overprediction of the crest velocities. 
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WHEELER's stretching method gives slightly better results below the wave crest, but 
there is a small tendency of underprediction of the velocities below the wave troughs. 
The complementary method shows similar tendencies as the LTFM. The stretching 
after DEAN and LO (1986) under predicts the crest velocities as well as the velocities 
below the wave troughs. DONELAN's superposition method (1992) shows good 
results, and finally a 2nd order LAGRANGEian approach fits the measurement best. 
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Figure 12. Comparison of measured and calculated horizontal orbital velocity 
at z=-0.10m for wave group 1 
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The tendencies outlined before also hold for wave group 2 in figure 13, however, 
there are stronger deviations in the results of LTFM and DONELAN's superposition 
method. 
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Figure 13. Comparison of measured and calculated horizontal orbital velocity 
at z=-0,10m for wave group 2 

The reason for the mentioned tendencies becomes more clear looking to the com- 
parison of the calculated and measured velocity components in frequency domain. 
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Figure 14 gives the measured and calculated values according to 2nd order theory for 
wave group 1. LTFM calculates too high basic components of the horizontal orbital 
velocity as well as too high 2nd order super harmonics. WHEELER's stretching coun- 
teracts this concerning the linear components, the higher harmonic components, how- 
ever, are over predicted. DONELAN's superposition method calculates too high linear 
velocity components, the super harmonics are better predicted than by the two before 
mentioned methods. Finally, the 2nd order LAGRANGEian approach gives fairly good 
results concerning the linear components and also concerning the higher harmonic 
components of the horizontal velocity, which in this example are relatively small. For 
the velocity at frequency component fn - fm it can be stated, that, except DONELAN's 
superposition method, all methods calculate the velocity in the same magnitude and in 
disagreement with the measurement. This will not be discussed in detail, since this is 
state the of actual research work. It is assumed, that the misinterpretation of the bound 
long velocity component belongs to interaction of mass transport velocity and back- 
flow in the wave channel and the resulting free long wave. The analysis of the data 
shows, that the deviations between the theoretically calculated and measured long 
wave velocity is not the reason for the before mentioned tendencies. 

Amplitude [m/s] 
0,15 

t 

;t 

--- 

M »  

I Measurement 

•' 2nd order LAGRANGEian 

* LTFM 

« WHEELER 

+ DONELAN 

0,5 1 1,5 

Frequency [Hz] 

Figure 14. Amplitude spectrum of measured and calculated horizontal orbital velocity 
according to 2nd order for wave group 1, z=-0.10m 

A main reason for the failure of the engineering methods in prediction of orbital 
velocities in irregular waves is the misinterpretation of the higher harmonic com- 
ponents. In figure 15 measured and calculated profiles of the horizontal orbital ve- 
locity below the highest wave crest and the deepest wave trough are plotted for both 
wave groups. The overprediction of the higher order velocity components using the 
higher order components of the surface elevation as linear input for the LTFM, in- 
creases rapidly above still water level. Complementary method and also DONELAN's 
superposition method counteracts this tendency, but clear deviations are visible. Only 
LAGRANGEian approach, which uses the basic components of the surface elevation 
as input, fits the measurement near the surface. The opposite tendency of underpre- 
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diction of the trough velocities is for all methods the same. LAGRANGEian approach 
is in fair agreement with the measured values. 
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Figure 15. Measured and calculated horizontal orbital velocities below the highest 
wave crest and below the deepest wave trough (A : wave group 1 | B : wave group 2) 

Conclusions 

Measurements of surface elevations and horizontal orbital velocities in regular 
waves and in two component wave groups are compared with various calculation 
methods. A LAGRANGEian approach, which bases on the geometry of orbital paths 
given by STOKES 1st, 2nd and 3rd order theory was introduced by the authors. 
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Following conclusions can be achieved after presentation and discussion of the results: 

- The periodic wave theories of the respective order show good agreement with 
measured regular wave kinematics as well as with regular wave surface elevations. 

- The introduced LAGRANGEian approach gives good results concerning surface 
elevations and orbital velocities and needs a lower order for calculation than 
other periodic wave theories. 

- Using LAGRANGEian approach on the basis of STOKES wave theories, the 
application range of the STOKES theory can be extended over a wider range of 
wave parameter. 

- Stretching techniques and engineering methods on the basis of linear wave theory 
seem to be not the right physical tool for the calculation of wave kinematics in 
irregular waves. The main reason for the failure of these methods is the linear 
treatment of the super harmonics of the surface elevation. 

- Using a superposition method with the LAGRANGEian approach, nonlinearities 
are automatically appearing. Especially in deep water a 1st order LAGRANGEian 
approach allows to calculate higher order irregular wave kinematics as well as 
higher order irregular surface elevations in a mathematical and physical conclusive 
way. 
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CHAPTER 205 

CROSS-SHORE PROFILE MODELLING UNDER RANDOM WAVES 

Yongjun WU1, Hans-H. DETTE2 and Hsiang WANG3 

Abstract 

This paper presents part of the test results conducted in the Large Wave Flume 
(LWF) for 2D beach profile response under random wave input as well the 
numerical modelling effort to simulate the laboratory data. The tests were 
conducted with various input wave spectra, initial profiles and for both erosional 
and accretional cases. The numerical model is a 2DV(two dimensional vertical) 
beach profile model. It couples a sediment transport model with a random wave 
model. The sediment model is a modified version of the SBEACH model 
developed by Larson and Kraus (1989) for regular waves. The input wave 
condition is a time-series of irregular waves simulated from a given wave height 
probability density function, here selected as the Rayleigh distribution. The final 
profile is then computed from the cumulative changes due to each randomly 
occurring individual wave. 

Introduction 

In the last few decades, many studies have been carried out for modelling beach 
profile evolution under storm wave conditions. Most of these efforts, whether 
physical or numerical, have been for regular waves and for beaches under the state 
of erosion. It is only natural to extend the effort for cases of random waves. 
Therefore, since 1987, a systematic series of experiemants were carried out in the 
Large Wave Flume (LWF) located in Hannover, Germany to study the beach 
response under random wave inputs. The tests were conducted for various types of 
input wave spectra, with different initial slopes and for both accretional and 
erosional conditions. In a parallel effort, attempts were made to silumate the 
laboratory results with numerical model. The numerical model is largely built 
upon existing modeling techniques. 

Assistant Scientist, 2Academic. Director, Hydrodynamics and Coastal Engineering Department, 
Leichrweiss- Institute for Hydraulics.Technical Uni. Braunschweig, 38106, Braunschweig, Germany 
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Two different approaches have evolved in the past decades for beach evolution 
modelling. One approach is to establish the mechanics of sediment mobilization 
and transport first on micro-scale; transport models are then constructed at 
integrated temporal and spatial scales. This approach is referred to as mechanics 
approach or fine-scale approach. This type of model could yield better temporal 
and spatial resolution but may not be practical for long term or large spatial scale 
simulation. The other approach avoids the details of the mechanics of sediment 
transport and simply attempts to relate sediment transport to flow properties on a 
macro scale. The commonly inferred flow properties are temporal and spatially 
averaged wave energy, wave energy flux or rate of wave energy dissipation. 
Sediment transport models of this kind ignore the details and bypass the basic 
sediment mechanics; they are, more or less, heuristic and mainly based upon 
physical reasoning and/or empirical evidence. This approach is referred to as 
heuristic approach or macro-scale approach. Since models of the latter type deal 
with integrated flow properties they are usually more suitable for long term 
simulation. At present, most of the workable models are of the latter type. And, 
as mentioned they are mostly restricted to 2D, regular wave input and erosional 
case. In principle, extending these models for irregular wave application presents 
no fundamental difficulty, although different approaches can be taken. Indeed, 
various efforts have been made towards this extension. One of the major handicaps 
has been the lack of adequate data for calibration and verification. 

One of the objectives of the present study is to develop and test a 2DV numerical 
model that simulates the changes of cross-shore profile under random wave action. 
The model like most of its kind is composed of a sediment transport model driven 
by a hydrodynamic model. The beach profile change is then computed by use of 
conservation of sediment mass. The model is intended for engineering application. 
The aim is to keep the basic characteristics of the model simple, but still reliable 
and realistic. Generality and mathematical rigor are, at times, compromised. 

Laboratory Measurements and Results 

The experiments were carried out in the LWF located in the University of 
Hannover, which is 320 m long, 5 m wide and 7 m deep and is capable of 
generating waves up to 2 m high. Beach profile response tests under random 
waves inputs were carried out in four test series in 1986/87, 90, 91 and 93, 
respectively. The 1986/87 test was concentrated on dune erosion under regular and 
irregular waves. The same initial profile were exposed to both regular waves and 
irregular waves with height of 1.5 m and period of 6 sec. In 1990 and 1991, the main 
concern of the experiments was to measure the energy dissipation and the sediment 
transport with an initial equilibrium profile. In 1993, experiments were carried out to 
study both erosional profile evolution under short waves and accretionary profile 
evolution under long waves. The effect of water level variations due to tide effect 
was also examined. The test conditions are given in Table 1. 
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Table 1 GWK TEST SCHEDULE 

2845 

Spectrum 
type 

Initial 
Profile (m) 

T 
(sec) 

Water 
Depth, 

Duration 
(hr) 

Response 
Type 

JONSWAP 
(1987) 

m=l:20, 
Dso=0.33 

(mm) 

1.5 6 5 m 9.8 Erosion 

PM(1990) h=Ax2/3, 
A=0.08 
DS0=0.22 

0.8 6-8 2m 9.0 Equilibrium 

TMA 
(1991) 

h=Ax2/3; 
A=0.08 
D50=0.33 

0.9- 
1.04 

6-8 2.5 m 9.6 Equilibrium 

TMA 
(1993) 

Uniform 
slope 
m=l:30 
D,„=0.22 

1.2 5-10 4.5 m 23.5 
(no tide) 
84.0 
(with tide) 

Erosion and 
Accretion 

Detailed results can be found in Wu (1994). Only a selected sets of results from 
1993 tests were given here. The 1993 test was a long sequential experiment of 3 
phases. Phase I was regular waves of erosional(short wave period)-accretional(long 
wave period)-erosional(short wave period) sequence. It was followed by Phase II 
test of irregular wave input with short period waves followed by long period 
wavesl. Phase III has the longest test period with irregular wave input coupled 
with water level variations, consisting of 45 hrs of short period wave test followed 
by 39 hrs of long period wave. The test conditions are summarized in Table 2. 

Table 2 Summary of Test Conditions, 1993 

PHASE L REGULAR WAVE 

H=1.2 M; T=5 SEC H=1.2 M; T=10 SEC H=1.2 M; T=5 SEC 

17 HRS 15.75 HRS 7.33 HRS 

PHASE H. IRREGULAR WAVE, NO TIDE 

Hs=1.2 M; TP=5 SEC Hs=1.2 M; TP=10 SEC 

13 HRS 10.5 HRS 
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PHASE m. ERREGUAR WAVE, WITH TIDE 

Hs=l.l M; TP=5 SEC Ts=l.l M; TP=10 SEC 

45HRS 39HRS 

5,0 
Water level (m) 

j         j 

10        12       14 
Time (hour) 

16 18       20      22       24 

Figure 1 shows the end profiles of Phase I tests. In the first 17 hrs. of phase 1-1, the 
5 sec waves built a bar 0.75 m high. Then under 15.75 hrs. action of 10 sec waves in 
phase 1-2, the bar moved about 3 m in onshore direction. In the next 17 hrs. of short 
waves, an the bar moved offshore again and a smaller inner bar was developed. The 
change in the dune region took place mainly in the 2 short-wave phases. 

Depth (m) 

1993 tests, phase 1 

3 2 
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'^•CCX^S 
HM.2m 

V    \ 
    Initial profile 
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 in15.7hT=10s' ^^"^N^}^^ 
"     In 7.3h T=5s' - ^*Vi 

100 150 200 
Position (m) 

120 130 
Position (m) 

Figure 1. Profile Evolutions in Phase I test, 1993 

Figure 2 shows the end profiles of Phase II tests. It is quite apparent that the initial 
bar-trough profile was smoothened into a foreshore tarrace during the short period 
wave test. In the subsequent long-period wave test, onshore sediment motion was 
observed. Different from the regular wave case, the bar was much lower and broader. 
The bed changes in the inner surf zone were also more rigious and rapid. The results 
of Phase III test are given in Fig. 3. In this Phase, water surface variations due to 
tide (12-hr period) were also simulated in addition to the irregular wave input. 
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During the short-period wave test, the variation of water depth appeared to aid in 
offshore sediment movement causing the bar to move further offshore. In the 
subsequent long-period wave test, the development of the profile was very gradual 
as the bar was flattened and moved inshore. 
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Figure 2. Profile Evolutions in Phase II test 
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Figure 3. Profile Evolutions in Phase III test 
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Numerical Modelling With Random Waves 

The profile response model consists of two major parts: the wave input model and 
the sediement transport model. Conceptually, the randomness should be entered in 
both parts. At present the randomness can be incorporated in the input wave only. 

(1) Random Wave Model 

There appear to be three basic approaches for treatment of random wave 
transformation in shoaling water and through the surf zone: They are: (1). Using a 
deepwater random wave time series as input and transforming each individual wave 
in the series as if it were a regular wave component with a distinct wave amplitude 
and period. (2). Carrying out a spectral transformation first from deepwater into 
shallow water. A time series is then created from the shallow water spectrum for 
further shoaling and surf zone transformation of each individual wave. The first step 
is equivalent to transformation of Fourier components under the constraint of energy 
conservation. Numerous numerical models can be used to accomplish this 
transformation. (3). Conducting a "parametric" type transformation of deepwater 
random wave directly into surf zone. The surf zone wave properties are then 
expressed as significant wave parameters and, sometimes, with associated distribution 
functions. Each approach presented above can be considered for random wave input 
information. Approach (1) and (2) are conceptually the same except that another 
layer of model is required in (2) to carry out shallow water wave transformation. The 
third approach yields local wave information inside the surf zone but it is difficult to 
reconstruct a continuous spatial variations of each wave which is required in some of 
the sediment transport models. 

The wave model used here was based on approach (1) for its directness. The essential 
assumptions are: shoaling and breaking are not affected by wave-wave interaction, 
reflection is weak and the waves are unidirectional. The method is called as the"time 
dependent discrete pdf method". As an initial attempt the input wave is assumed to 
be uni-directional and narrow-banded in wave period with the deepwater wave 
heights following Rayleigh distribution. 

First, a random wave height series is generated by the Monte-Carlo method. If p is 
a uniformly distributed random number with a value between zero and one, the 
Rayleigh distributed wave height corresponding to this level of probability is given; 

H-Hj In (1/p) (1) 

in which Hp is the wave height that is exceeded by pN waves, In is natural logarithm 
and H^, is root-mean-square wave height. The H,^, value is the only required input. 

Each wave height from this random series is treated as a regular wave in one profile 
simulation time-step and is transformed through the computational space by the wave 
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decay models of Dally et al. (1984). The number of waves used in one simulation run 
is determined by comparing the simulated wave height distribution with the target 
Rayleigh distribution. Since Rayleigh distribution has no upper bound, the function 
must be truncated in high wave end (for example, cutoff at H/Hnra=2.5 or 2.0) to 
avoid unrealistically high waves.To save computational time, the distribution is also 
truncated at the low wave end to cutoff small waves that make no contribution to 
sediment transport. Figure 4 shows an example of the simulated time series and the 
comparision of the wave height historgram from 500 waves with the target Rayleigh 
distribution. Numerical experiments showed that approximately 100 waves are 
needed to produce a reasonable Rayleigh distribution and 500 waves will produce a 
very good one. 

P(H/Hrms) 

0     20    40    60    80   100 120 140 160 180 200 220 240 
Simulating time step 

1,0 1,5 
H/Hrms 

Figure 4 Example of Simulated Random Waves from Rayleigh Distribution 

(2) Sediment Model 

The selected sediment transport model is one of the macro-scale type which is based 
on the energy dissipation concept as used by Moore (1982), Kriebel and Dean (1985) 
and Larson and Kraus (1989). The reason for selecting this type is that the numerical 
results from the SBEACH model (Larson & Kraus, 1989) appear to yield the best 
overall agreement with our own laboratory experiments for regular waves. Their 
model is modified for random wave inputs. 

The SBEACH model is expressly developed to incorporate the offshore bar 
formation and movement produced by storm waves and water levels. Bar formation 
and movement produced by breaking waves are satisfactorily simulated. In essence, 
the model is an extension of Kriebel and Dean's approach. The sediment transport 
model is patterned after Kriebel and Dean but empirically adjusted from large wave 
tank test results to insure bar formation and movement. The sediment transport is 
partially restricted to the equilibrium beach profile in the inshore zone of profile 
evolution. The sediment transport formulae proposed in this model is one of the 
possibilities of extending Dean's equilibrium beach profile concept to bar-berm 
profiles. The basic formuation is delinated in the following schematicst: 
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Schematics of Sediment Transport Model 
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breaker transition zone 

prebreaking zone broken wave zone 

This scheme is almost the same as the SBEACH with the exceptions that most of the 
coefficients have been adjusted. Also, the definition of the swash zone in the original 
model is defined in terms of controlling depth whereas in the present model it is 
defined in terms of percentage of the total surf width to produce more realistic 
nearshore profile. For detail see Wu (1994). 

Model Sensitivity and Stability 

Systematic sensitivity analysis to assess the influence of model parameters and 
empirical coefficients has been performed, with both regular wave and random wave. 
This allows us to examine the physical implications of the model parameters and their 
effects. It is also serves to explore the applicability of the model beyond the range for 
which it was calibrated. 

Related to time scale of simulation, with increase of total simulating time in both 
regular and random wave cases, the change of profile will reach quasi equilibrium 
form. Regular waves are not sensitive to the size of time step, dt, which regulate the 
number of iterations. But for random waves, the time step (used dt: 5Tp-80Tp, Tp: 
peak period) must be small enough to include a sufficient number of sample waves (at 
least 100 waves) to represent the Rayleigh distribution. Model sensitivity to wave 
height H„ or H„ wave period T or Tp, change of water level, and breaker index were 
analyzed. The profile evolution is significantly affected by the change of wave height, 
Fig. 5, but it is not sensitive to the wave period. Under given wave condition, beach 
erosion always increases with increasing water level as the surf zone moves inshore 
with increasing water level,   Fig. 6. The influence of sediment transport    model 
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Fig. 5. Effects of Wave Height on Profile response 

parameters, i.e. the sediment diameter D50, fall velocity w and coefficient of 
equilibrium beach profile A were evaluated. As expected, a finer sand will produce 
flatter beach slope and coarse sand a steep profile. The influence of the coefficient of 
sediment transport rate K only affects the rate of transport but has very little effect on 
the final profile. 

Depth (m) Depth (m) 

120       140       16 
Position (m) 

Figure 6. Effect of Water Level Changes on Profile Respoonse 

Comparison Between Numerical and Experimental Results 

The model simulations are compared with limited cases of experimental results from 
the Large Wave Flume. Fig. 7 shows the comparison between the numerical 
simulation and the experiments of 1987. As can be seen, the step-type profile is fairly 
well represented so is the transport rate. In the 1990 and 91 experiments, the initial 
profile was shaped in accordance to an equilibrium form (Dean, 1977) with A=0.07. 
Both numerical and experiment results showed only small changes. The results 
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indicate that the method is capable of simulating equilibrium profile shapes under 
random wave conditions. 

Depth (m) 
Sediment transport (m*3/m) 

- •_»—-— mMwndnrwport 

(a) Profile Comparison (b) Transport Volume Comaparision 

Figure 7. Model Simulations, 1987 Random Wave Test 

Figure 8 shows the comparison of numerical simulation with the experimental result 
of tests in 1993. The model simulation for phase I test is shown in Fig. 8a. The test 
consisted of a combined erosional cycle with an accretional cycle with regular wave 
input. It is evident that the numerical model was not successful for the accretional 
cycle. In the phase II test of irregular waves, the numerical model was reasonably 
successful for the erosional cycle as shown in Fig. 8b. The surf zone became broader, 
the bar decreased and its position moved in onshore direction. Near the shore line, 
the dune erosion is somewhat over estimated by the model. Again, the simulation 
was unsuccessful in the accretional cycle (not shown). In test phase III-1, random 
waves of 5 sec period were run with change of water level. The model simulation 
was successful for this erosional cycle. The measured final profile was well 
represented by the simulated one and it approached to an equilibrium form, Fig 8c. 
In the phase III-2, longer waves were run, which produced onshore sediment 
movement. The model, again, failed to simulate this case partly because the 
onshore-offshore criterion used in the model by Larson and Kraus (1989) suggests 
offshore transport for H1/3 =1.1 m and Tp =10 sec whereas in the expeirment the 
sediment was clearly onshore. The criteria from Dean (1973), Hattori and Kawamata 
(1980) also indicate offshore sediment transport; only the criterion from Sunamura 
and Horikawa (1975) indicate onshore sediment transport. For the specific case 
simulated, one actually found that the absolute magnitude of transport volume 
measured in the laboratory was about the same order as that predicted by the 
numerical model, Fig. 8d. 
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Figure 8a Numerical Simulation for Phase I, 1993 
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Figure 8b. Numerical Simulation for Phase II-1, 1993 
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Figure 8c. Numerical Simulations for Phase III-l, 1993 
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Figure 8d. Rate of Transport Simulated in Phase III-2, 1993 

Conclusions 

A systematic series of experiemnts have been carried out in the LWF to study the 
beach profile response under random wave conditions. A 2DV numerical model was 
also developed based on the SBEACH model. The study was aimed at documenting 
the laboratory observation as well as evaulating numerical modelling capabilities. It 
was found that: 

Under erosional condition, berm profiles were generated under random wave instead 
of the bar profile under regular waves. 

Beach recovery was difficult without water level changes and random wave input. 

Beach profiles appeared to be able to reach quasi-equilibrium under both erosional 
and accretional cases and for both regular and irregular waves of constant conditions. 
At times, the profile appeared to have reached an equilibrium only to become active 
again due to unknown causes; it will then reach an equilibrium the second time 
which was usually more stable. 

The numerical model adequately predicted the proper shapes of the profile for both 
regular and irregular waves under erosional condition in both profile shape and rate 
of erosion. The model as presented in the present study responds well to changes in 
water level and is numerically stable. The origional SBEACH model, at occasions, 
becomes unstable. The numerical model as presented was not capable of reproducing 
the profile under accretional condition. 

The current erosional and accretional criteria as proposed by various authors should 
be re-examined. 
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Further development of the profile model is required, possibly by (1) extending the 
model for simulation of beach accretion or combined beach erosion-accretion; (2) 
extending the present "discrete pdf' to a joint wave height and period distribution to 
accommodate the broad banded random sea; (3) taking the nonlinear wave 
transformation into account. 
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CHAPTER 206 

MULTIPLE BAR FORMATION BY BREAKER-INDUCED 
VORTICES: A LABORATORY APPROACH 

Da Ping Zhang^and Tsuguo Sunamura1 

ABSTRACT: Using a two-dimensional wave flume and a two-video- 
camera system, mechanism and process of multiple bar formation were 
investigated in the light of breaker-induced vortices. A fixed-bed 
experiment revealed that (1) the vortex formed at the wave break point 
can be classified into three: oblique, A-type horizontal, and B-type 
horizontal vortices; (2) the vortex formed in the surf zone is always 
oblique; and (3) the location of a vortex reaching bottom can be 
described by wave properties and the bottom slope, and its water depth 
can be expressed by breaker height alone. A movable-bed experiment 
indicated that bars are initiated by the vortices reaching bottom in the 
surf zone; the number of bars formed coincides with the number of such 
vortices. Suspension of the bottom sediment due to vortex action and the 
mean-drift-velocity pattern can play an important role in multiple bar 
formation; mechanism for break-point bar formation is "convergence", 
while that for inner bar formation is "congestion". Two major modes for 
the development of multiple bars were found: simultaneous and 
successive: these depend on the interaction of vortex action and 
topography in the surf zone. Multiple-bar features such as trough 
spacing and crest depth could be explained from vortex features found 
through the fixed-bed experiment. 

INTRODUCTION 

Major hypotheses regarding multiple bar formation are: the wave breaking 
hypothesis (e.g., O'Brien, 1968; Dhyr-Nielsen and Sorensen, 1970; Exon, 1975; 
Dolan and Dean, 1985; Sunamura and Takeda, 1993), and standing wave hypothesis 
(e.g., Suhayda, 1974; Short, 1975; Bowen, 1980; Katoh, 1984; Aagaard, 1991). In 
both hypotheses, no clear explanation on multiple bar formation has been provided 

1 Institute of Geoscience, University of Tsukuba, Ibaraki 305, Japan. 
* Present Address: Coastal Engineering Division, Public Works Research Institute, 

Ministry of Construction, Ibaraki 305, Japan. 
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_, ,, .,     . Axis of oblique vortex 
a. Oblique Vortex ^       *      x 

Axis of horizontal 
vortex 

Axis of oblique vortex 

c. B-type Horizontal Vortex 

Axis of horizontal 
vortex 

Fig. 1    Three vortex types 

based on sediment dynamics. 

With the recent progress of measuring techniques of flow velocity, studies 
from a micro-scopic point of view have been conducted with the purpose of 
elucidating the nearshore hydrodynamics. Nadaoka et al. (1987, 1988) found the 
presence of "oblique vortex" in the surf zone under spilling breaker conditions, and 
reconfirmed that this oblique vortex induced sediment suspension in the surf zone. 
Although they have not noted the interaction of the oblique vortex and bar 
formation, it is suggested that such sediment suspension could influence the net 
sediment movement in the surf zone resulting possible bar formation. 

This study, conducted in the laboratory from the standpoint of the breaking- 
wave hypothesis, attempts to investigate the possibility of vortices induced by 
breaking waves to form multiple bars. 

FIXED-BED EXPERIMENT ON BREAKER-INDUCED VORTICES 
REACHING BOTTOM 

In order to examine the characteristics of vortices produced by breaking 
waves, an experiment was conducted setting up a 1/10 or 1/ 20 uniform steel bottom 
in a wave flume (12 m long, 0.2 m wide, and 0.4 m deep) equipped with a regular- 
wave generator. The period of waves ranged from 0.6 to 2.4 sec and the height of 
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10 cm 

Fig. 2    Development of triple vortices reaching bottom 
(H =llcm, T=1.2s, tanjS =1/20) 

breaking waves from 5.0 to 14 cm. To examine the characteristics of vortices 
developed in the whole surf zone, two video cameras were set up beside the flume 
One was placed normal to the side of a glass window of the flume, and the other was 
installed with an angle of 30 degrees at the offshore side of the wave break point. The 
three-dimensional characteristics of vortices were examined on reproduced video 
pictures using both breaker-induced air bubbles and neutrally buoyant particles 
(1.2mm in diameter) as tracers. 

Vortices formed just after wave breaking are classified into three types 
according to the direction of vortex axis: oblique vortex and two types of horizontal 
vortex, i.e., A-type and B-type horizontal vortices (Zhang and Sunamura, 1990). The 
oblique vortex is like a tornado that has an obliquely stretched axis of rotation (Fig. 
la). The B-type horizontal vortex looks a cultivator that has a horizontal axis of 
rotation (Fig. lc). The A-type horizontal vortex is a hybrid between horizontal and 
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Fig. 3    Definition sketch of location of vortices reaching bottom 

101 
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Fig. 4   Relationship between HJgThan 0 and lJLo 
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oblique vortices (Fig. lb). Namely, the horizontal vortex forms first in the upper part 
of water column and then it changes to the oblique vortex. Considering that a vortex 
which is stretched to reach bottom play a very important role in sediment motion and 
resulting topographic change, we focused on this kind of vortices. 

The experiment showed that the vortices reaching bottom are not only formed 
at the wave break point, but also in the whole surf zone depending on experimental 
conditions. Figure 2 is an example of a sequence of video-pictures that show 
developmental processes of the triple vortices reaching bottom. The time between 
one stage to the next is 0.3 sec. The first oblique vortex develops at Stage 2 just after 
wave breaking (spilling breaker) and it touches the bottom as indicated by the arrow 
at Stage 3. As the bore propagates, the second oblique vortex develops inshore and 
reaches bottom at Stage 4, and finally the third oblique vortex reaching bottom forms 
further inshore at Stage 6 as indicated by the arrow. The vortex strength tends to 
decrease with increasing distance from the wave break point. 

Results obtained through the present experiment indicate that the first vortex, 
i.e., the vortex formed just after wave breaking, is an oblique vortex or an A-type or 
a B-type horizontal vortex depending on experimental conditions, but the vortex or 
vortices in the surf zone are always oblique. It was also observed in this experiment 
that the vortices not reaching bottom appeared when the breaker height was 
extremely small. 

The location and water depth when the first vortex touches the bottom were 
almost constant with time, whereas those of vortices reaching bottom in the surf 
zone slightly fluctuated with waves. Average location and depth were measured by 
reproducing video-pictures for six consecutive waves. 

The average horizontal distance from the break point to the location of the 
vortex reaching bottom, counting from the first vortex (n=l), is denoted as / , (Fig. 
3). Data were analyzed using three dimensionless quantities, I JLo HJgf1, and 
tan /3 , where Lo is the deep-water wavelength, Hb, is the breaker height, Tis the wave 
period, and tan /3 is the bottom slope. These three quantities are the same that 
Sunamura (1985) used to analyze the data of the location of the deepest penetration 
of breaker-produced bubbles in the surf zone. 

Figure 4 shows the result of analysis. From the equation written beside the 
straight line in each graph, it is anticipated that the location of the n-th vortex can be 
described by 

lJLo = A(Hb/gn<ml3yi (1) 

where A is a dimensionless coefficient that varies with the value of n as shown in 
Fig. 4. To obtain the relationship between A and n, A is plotted against n in Fig. 5; 
the line in this figure can be expressed by 

A = 3.98 n086 (2) 

One obtains the following relation: 

/ JLo = 3.98 n^XHJg-ptan 0 )" (3) 
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Fig. 8    1/10 uniform and six non-uniform beach profiles used as the 
initial boundary condition for movable-bed experiment 
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This equation allows us to predict the position of multiple vortices which can touch 
the bottom. 

Denoting the water depth of the n-th vortex reaching bottom as hy (Fig. 3), 
Fig. 6 shows the relationship between breaker height and water depth of 1st, 2nd, 
and 3rd vortices. It is easily anticipated from the equations in this figure that the case 
of the n-th vortex can be described by 

h   =BH (4) 

The values of B are plotted against n in Fig. 7, and the line in this figure is given by 

B=0.69n-144 (5) 

The following relation can be written: 

h   =0.69n1MR (6) 

Prediction of the water depth of multiple vortices reaching bottom is possible by the 
use of this equation. 

MOVABLE-BED EXPERIMENT ON BAR FORMATION DUE TO 
BREAKER-INDUCED VORTICES REACHING BOTTOM 

An experiment was conducted using 1/10 uniform beach profile and six kinds 
of non-uniform profiles as the initial boundary condition set up in the same wave 
flume as used before. Figure 8 is a schematic illustration of the seven initial beach 
profiles, of which "1/10" and "shallow shelf" were artificial and the remaining five 
were formed by waves (Zhang, 1994). To examine the vortex characteristics and 
vortex-topography interaction, the two-video camera system was again used. 
Changing the combination of these initial beach slopes, the grain size of beach 
material (0.22, 0.69, 1.3, and 2.4 mm), wave period (0.7, 0.8, 0.9, and 1.0 sec), and 
breaker height (5.0~10cm), 61 experiment runs were conducted. As the breaker 
height, the value measured at the initial stage where no significant topographic 
change occurred was adopted in this study. Waves continued to act until no 
significant development of the break-point bar occurred. This stage is defined as the 
equilibrium; the time required for it ranged from thirty minutes to two hours 
depending on experiment runs. The beach topography was measured at the center of 
the flume by an automatic profiler every five minutes as a general rule. 

The result showed that multiple bars were formed depending on the 
experiment conditions. It was found that (1) the bar formation is closely associated 
with the action of vortices reaching bottom, (2) the number of bars formed coincides 
with that of such vortices, and (3) the shape of initial morphology greatly affects the 
mode of multiple bar formation. Two major modes will be illustrated below. 

Simultaneous and Successive Modes for Multiple Bar Formation 

Figure 9 shows an example of simultaneous mode of double bars. The initial 
morphology was a berm profile. During the first 5-minute wave action, two bars 
started to form at the same time by two oblique vortices reaching bottom, 
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Fig. 9    An example of simultaneous development of double bars 

respectively. The break-point bar, located offshore, grew to a large bar; then the 
breaker type changed from spilling to plunging, which resulted in the change of 
vortex type from the oblique vortex to the A-type and finally to the B-type horizontal 
after 40-minute wave action. At the same time, the vortex type near the inner bar 
changed from the oblique to the A-type horizontal vortex. After 80 minutes, the 
breaker-point bar attained the equilibrium with the B-type horizontal vortex having 
no significant force to further scouring of the trough, because the trough was too 
deep for the vortex to reach bottom any more. The inner bar disappeared after 80 
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Fig. 10    An example of successive development of quadruple bars 

minutes due probably to the decrease in force of the inshore vortex, which has 
already changed from the A-type to the oblique vortex at the stage of 80 minutes. In 
the present experiment, this type of bar development, i.e., simultaneous occurrence 
of bars, was observed in the cases in which the initial morphology was a berm or a 
berm-step. Simultaneous occurrence of multiple vortices acting on the bottom is 
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Fig. 11    Formative processes of inner and break-point bars at the initial 
stage, (a) Average drift velocity profile in the surf zone; (b) 
different patterns of sediment transport by the action of 
vortices; and (c) formation of inner and break-point bars 

necessary for simultaneous bar development. 

Figure 10 shows an example of successive development of four bars. The 
initial morphology had a profile of a shallow shelf. During the first 5 minutes, the 
break-point bar was formed by the B-type horizontal vortex due to plunging 
breakers, and the second bar was formed inshore almost simultaneously by the 
action of oblique vortex produced by the strong shear flow of rushing bores induced 
by splash of the plunging breakers. At 20 minutes, the third bar appeared by the 
action of oblique vortex occurred further inshore. At 40 minutes this oblique vortex 
changed to the A-type horizontal vortex, which finally changed to the B-type 
horizontal vortex at 80 minutes. At the same time the second breakers were observed 
above the third bar. At this stage, the fourth bar was formed most landward by the 
oblique vortex. Finally, the equilibrium state of four bars was achieved when most 
vortices did not touch the bottom. This type of bar growth was observed in the cases 
in which the initial morphology was a shallow shelf. 
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As illustrated in Fig. 10, the multiple bars are formed successively from the 
wave break point to the inshore zone due to the coupling between the vortex action 
and nearshore topography. As the third bar clearly indicates, the order of change in 
vortex type occurring there is from oblique to A-type and finally to B-type 
horizontal vortices due to the interaction between bar growth and change in breaker 
type. 

The present experiment showed that the second bar, as shown in this case (Fig. 
10), was initiated by the vortex action induced by splash of plunging breakers, and it 
was always located deeper than and closer to the first bar. This type of bar is called a 
"splash inner bar" in this paper. A splash inner bar often occurred when plunging 
breakers acted on the beach. 

Difference in Formative Processes Between Inner and Break-point Bars 

Figure 11a shows the average drift velocity profile in the surf zone induced by 
spilling breakers which may form bars; this result is obtained from the result of float 
observation in this study and supplemented by the results of studies by Pae and 
Iwagaki (1984), Svendsen (1984), and Wang et al. (1984). The average velocity is 
found to direct onshore in the upper layer of water column, and offshore in the 
middle to bottom layers within the surf zone, where the middle layer has higher 
offshore velocity than the bottom. The onshore velocity occurs near the bottom in 
the offshore zone including the break point. 

Figure 1 lb shows two modes of net sediment transport under the action of 
vortices. One is the "congestion" in the surf zone. Sediment particles lifted by the 
vortex occurring inshore are more rapidly transported by the higher offshore 
velocity, whereas the sediment particles located adjacent to the vortex but not lifted 
by the action of the vortex are transported by the lower offshore velocity without 
suspension. The difference in sediment particle velocities directed offshore causes 
congestion. The other mode of sediment transport is the "convergence" near the 
wave break point. Sediment particles suspended by the action of the breaker-induced 
vortex are transported offshore by offshore-directed drift velocity, whereas sediment 
particles rested on the bottom seaward of the break point may be transported onshore 
by the onshore-directed drift velocity near the bottom. Convergence of transported 
sediments occurs immediately seaward of the place where the vortex acts on the 
bottom. 

Figure 1 lc illustrates the inner bar formation by congestion, and the break- 
point bar formation by convergence. Sediment grain size that controls the height of 
suspension is also important in multiple bar formation. Sediment particles 
suspended by the surf-zone vortex would be transported to the break point to form 
the break-point bar, if the fall velocity of the sediment is too low to settle down 
immediately seaward of the vortex. In this case no inner bars would form. 

RELATIONSHIPS BETWEEN CHARACTERISTICS OF 
MULTIPLE VORTICES AND MULTIPLE BAR FEATURES 

Figure 12 shows the relationship between vortex spacing (defined in this 
figure) calculated using Eq. (3) and the observed trough spacing using bar-profile 
data of small-scale experiments (the present experiment and Yokotsuka, 1985) and 
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Fig. 12    Comparison of calculated vortex spacings and measured 
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the existing prototype experiments (Sunamura and Maruyama, 1987; Kraus and 
Larson, 1988), except the "splash inner bar". This figure illustrates that the 
calculated value of vortex spacing is almost equal to the observed value of trough 
spacing. In the calculation using Eq. (3), a problem is how to evaluate tan j3 for the 
case of non-uniform beach profiles. Considering that the wave breaking is crucial for 
multiple bar formation, the average beach slope shoreward of the wave break point, 
i, was used for tan /3. The average slope i is defined as 

i = Ihll (7) 

where h and / are the average water depth and the width of the surf zone (from the 
wave break point to the still-water line), respectively. The average depth h is given 
by 
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< 
/i = i-    h(x)dx = S/l (8) 

where S is the cross-sectional area of the surf zone. From Eqs. (7) and (8), we have 

i =2S/P (9) 

The relationship between the breaker height and the water depth at the crest of 
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n-th bar is shown in Fig. 13, using data of the above-mentioned small-scale and 
prototype experiments; data of the "splash inner bar" were again excluded. It was 
found that the water depth of bar crest is independent of time and is almost equal to 
the water depth where the vortex reaches bottom at the initial stage (Zhang, 1994). 
Assuming that the water depth of vortex reaching bottom is equal to the water depth 
of bar crest, the following equation is obtained from Eq. (6): 

h   = 0.69 n-1/l4H (10) en b v 

where h is the water depth of n-th bar crest. The straight lines in this figure are the 
result ofcalculation by use of this equation substituting n=l, 2, and 3. It is seen that 
calculation and experiment are in fairly good agreement. 

CONCLUSIONS 

(1) Bars are only formed by the vortices reaching bottom; the number of bars 
formed coincides with the number of vortices reaching bottom. The occurrence of 
vortices reaching bottom in the surf zone is crucial for the multiple bar formation. 
(2) Average drift velocity and sediment suspension due to vortex action can play an 
important role in bar formation. The mechanism for break-point bar formation is " 
convergence"; however, that for inner bar formation is "congestion"(Fig. 11). 
(3) Multiple-bar features such as trough spacing and crest depth can be explained 
from vortex features found through a fixed-bed experiment (Figs. 12 and 13). 
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CHAPTER 207 

IDENTIFICATION OF SOME RELEVANT PROCESSES IN COASTAL 
MORPHOLOGICAL MODELLING 

Hakeem Johnson1, I. Braker1, J.A. Zyserman1 

ABSTRACT: This paper presents a coastal morphology 
modelling system based on an explicit forward time integration 
scheme for the morphological evolution involving the following 
stages: a) Initialisation, b) Sediment transport computation using 
a deterministic sediment transport model, c) Wave computation 
using an arbitrary wave model, d) Hydrodynamic computation 
assuming a mobile bed evolving at dzldi, with optional use of a 
module to determine the apparent roughness in combined wave- 
current motion and e) Bed level update scheme using an improved 
second order Lax Wendroff scheme. A series of numerical tests is 
performed with the aim of evaluating the effect of space-varying 
hydraulic roughness in combined waves and current, choice of 
wave modelling approach and of directionality of the waves on 
the morphological evolution. A detached breakwater is used as test 
case. 

INTRODUCTION 

The numerical modelling of morphological evolution in coastal areas has experi- 
enced an important development in recent years and is becoming a feasible alterna- 
tive to physical modelling. The morphological modelling system considered here 

') Danish Hydraulic Institute, Agern Alle 5, DK 2970 tforsholm, Denmark 

2871 
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consists of a wave module, a depth-integrated hydrodynamic module (in which the 
two horizontal dimensions are taken into account), a quasi-3D sediment transport 
module (Deigaard et al., 1986) and a modified second order Lax-Wendroff scheme 
for updating the bed level. A module for accounting for the effect of wave-related 
bed roughness on the current (Freds0e, 1984) is also included in the modelling 
system. In the morphological model, the way in which the different modules are 
coupled is user-specified; for example, the influence of currents on wave refraction 
(influence of current module on wave module) may be accounted for or not; the 
same applies to the influence of waves on the apparent bed resistance for currents 
(influence of wave module on current module). 

While the flow of information among the different modules and the inherent 
stability of such a modelling system have been discussed in detail (de Vriend, 1987 
and de Vriend et al., 1993), an assessment of the influence of relevant parameters 
related to practical aspects of morphological modelling is still lacking. A series of 
numerical tests has therefore been devised in order to identify relevant parameters 
from the point of view of coastal area morphological modelling. The following 
aspects have been considered: 

The type of wave model used to simulate the propagation and transform- 
ation of the nearshore wave field 

The influence of directional spreading of the waves 

The influence of accounting for the apparent (wave-related) bed roughness 
on the current field, and consequently on the sediment transport field and 
the rates of bed level change. 

The use of the model complex in practical engineering situations is further 
illustrated by investigating the morphological evolution behind a detached break- 
water using different layouts and wave parameters. 

DESCRIPTION OF THE MODELLING COMPLEX 

The modelling of the morphological response in the coastal zone, both on a 
natural coast and a coast influenced by structures, requires in principle simultaneous 
simulation of waves, currents and sediment transport, as the bathymetry   develops. 

Considering the various time scales which are involved, an explicit approach has 
been developed with sequential calculations of waves, currents, sediment transport 
and rates of bed level changes. The first version of the present model was described 
in Andersen, et al. (1988). 

A block flow chart, showing the morphological modelling scheme, is illustrated 
in Figure 1. This figure is explained as follows: Given the initial bathymetry and 
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Figure 1. Block flow chart for morphological model. 

time series of boundary wave and current conditions, the initial wave and current 
fields are first computed before entering the morphological loop. Then the loop is 
entered and the sediment transport, the rates of bed level changes dzldt and the 
allowable maximum morphological time step, DTsedi (based on the stability 
condition for the bed update scheme) are computed. Next the wave field is updated 
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if necessary (since this is done every k-th update of the sediment transport field, 
where k is an integer > 1). Next the bed resistance map is updated taking into 
account the apparent roughness in combined wave-current motion using a boundary 
layer model, and lastly the hydrodynamic calculation is continued from present 
time, T, to T+DTsedi, where the sediment transport field is updated. Using the 
calculated dz/dt, the bed level is gradually updated during the hydrodynamic 
computation. The whole process is then repeated in a cyclical loop until the pre- 
scribed length of simulation is completed. 

In the sections below, the modules in the modelling complex are described. 

Wave Models 

The wave models presently built into the morphological complex are: an elliptic 
mild slope model, MIKE 21 EMS, a parabolic mild slope model, MIKE 21 PMS 
and a spectral nearshore wind wave model, MIKE 21 NSW. 

MIKE 21 EMS is a linear refraction-diffraction wave model including back- 
scattering and wave breaking. The model solves the mild slope equation (Berkhoff, 
1972), and includes a general formulation of radiation stresses which applies in 
crossing wave trains and in areas of strong diffraction. Of the three models, this is 
the most accurate for monochromatic linear waves under the test conditions chosen 
and is selected as our reference model. However, it is the one with the largest 
computational requirements. 

MIKE 21 PMS is based on a simplification of the mild slope equation assuming 
wave propagation in one predominant direction (x-dir), neglecting diffraction in this 
direction and back-scattering in the opposite direction. Using the approach of Kirby 
(1986), this model is made to allow large-angle (up to 60 deg.) propagation to the 
x-dir. Furthermore, MIKE 21 PMS includes the effect of a frequency spectrum and 
directional spreading. The model is extremely cost-efficient and requires a very low 
computational effort, being approximately 50 times faster than the elliptic mild 
slope model for the same setup. 

MIKE 21 NSW is a stationary directionally decoupled parametric model based on 
the wave action conservation equations as formulated by Holthuijsen et al. (1989). 
It describes the propagation, growth and decay of short-period waves in nearshore 
areas. The model takes into account the effects of refraction and shoaling due to 
varying depth as well as wind generation, energy dissipation due to bottom friction 
and wave-breaking plus the effect of current on these phenomena. Although this 
model does not include diffraction (an important effect behind the breakwater), it 
is nevertheless included in the analysis to illustrate the relative importance of this 
limitation. 
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In the three wave models, wave-breaking is formulated using the theory of Battjes 
and Janssen (1978). 

Flow Model 

The hydrodynamic module in the morphological modelling complex is MIKE 21 
HD, which solves the vertically integrated equations of conservation of mass and 
momentum in two horizontal dimensions. The rate of bed level changes dzJdi has 
been included in the equation for conservation of water mass. The methods of 
solution are described in Abbott et al. (1973, 1981, 1988). 

The hydrodynamic model is capable of operating with a space- and time-varying 
hydraulic roughness. The theory of Fredsoe (1984) for the apparent roughness in 
combined waves and currents has been implemented. The apparent roughness is 
updated every morphological time step. 

The hydrodynamic model uses fluxes or levels as boundary conditions. In cases 
where the boundaries cut through the surf zone, the conditions are found from the 
radiation stress gradients assuming quasi-stationary flow. 

Sediment Transport Model 

A deterministic intra-wave period model for non-cohesive sediment is applied. A 
detailed description is given in Deigaard et al. (1986) It is noted that the model 
covers the range from pure current to combined current and waves (breaking or 
non-breaking). It is a basic assumption in the present model complex that the 
transport capacity is a function of the local conditions only, ie. no time and space 
lag effects are included. 

The Bed Level Changes dzldt 

The rates of bed level change are described by the equation of continuity: 

dt    1-n    dx    1-n    dy 
0 

where x, y and z are horizontal and vertical space coordinates, respectively; t is 
time, n is porosity and qx, qy are sediment transport rates in x- and y-directions. A 
second-order accurate explicit finite-difference method is applied. The truncation 
errors are eliminated by applying a modified Lax Wendroff scheme, see Abbott 
(1978). The solution is kept stable by adjusting the morphological timestep so that 
the maximum Courant number, reflecting migration rates of bed forms, is < 1. 
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THE CHOICE OF WAVE MODEL 

The most appropriate wave model must be chosen depending on the dominating 
phenomena in the area to be studied using the morphological model. Morphological 
modelling requires many repetitive calculations of the wave field. Consequently, 
there is a need for finding the optimal balance between accuracy and computational 
effort. 

The problem has been investigated by calculation of the initial wave, current and 
sediment transport fields behind an offshore breakwater for normally incoming 
waves with the three wave models available in the morphological complex: the 
elliptic mild slope model, EMS, the parabolic mild slope model, PMS, and the 
spectral wind wave model, NSW. 

The phenomena shoaling, depth refraction and breaking are all well described by 
the three models. Diffraction is best described by the elliptic model, approximately 
by the parabolic model and not at all in the spectral wind wave model. To compen- 
sate for the lack of wave energy penetration behind the breakwater in the case of 
the spectral wave model, this model was run with directional spreading of the 
incoming waves. 

The studied configuration is a 300 m long shore-parallel breakwater located 280 
m from the shoreline on a plane sandy beach with a slope of 1:50. The wave height 
(HRMS) and period are 2m and 8s, respectively, at 10 m water depth. The sediment 
is sand with a median grain size of 0.25 mm and a gradation o"g corresponding to 
(d84/d16)* = 1.1. 

A grid spacing of 5m was used in the EMS and PMS models. Furthermore, the 
front face of the breakwater is assumed to have zero reflection in the EMS model. 
This is achieved by placing a 5-line sponge layer inside the breakwater. The 
incident wave field is assumed to be monochromatic and unidirectional in the EMS 
and PMS models. For the NSW model, the grid spacing was chosen as DX=2m, 
DY=10m and a cos2 directional spreading function was used. The bed roughness in 
the wave models was chosen as 1.5mm. 

The radiation stresses from the wave models are interpolated to a square grid with 
DX=DY=10m used for the hydrodynamic simulations. The hydrodynamic time step 
is 6 s and a bed roughness corresponding to a Manning number (in the Strickler 
sense) of 32 is used. 

Figure 2 shows the contours of wave heights, wave-induced currents and sediment 
transport vectors from the three models. 

Although the NSW model does not include diffraction, some wave energy can be 
observed behind the breakwater due to the use of a broad-banded (cos2) directional 



COASTAL MORPHOLOGICAL MODELLING 2877 

spectrum. However, the computed NSW wave heights in the diffraction zone are 
much smaller than corresponding EMS waves, while the PMS wave heights are 
generally closer to the EMS waves. 

All three models drive two eddies between the breakwater and the shoreline. The 
maximum current speed in the EMS model is slightly greater than lm/s, which is 
nearly the same as obtained with the PMS model. However, the current speeds are 
generally lower for the NSW model, the maximum in this case being about 0.8m/s. 
The difference in wave-induced currents between NSW and the others is partly due 
to directional spreading in NSW: the directional spreading results in a smoothing 
of the radiation stress field, and hence in a reduction of the radiation stress gradi- 
ents. 

The combined wave and current fields are used for calculating the sediment 
transport rates. As can be expected from a comparison of the waves and current 
fields, the sediment transport rates computed using the NSW model are about a 
factor 3 smaller than those calculated using the EMS model. In contrast, the PMS 
model results are generally much closer to the EMS values, except for the alternat- 
ing high and low transport rates computed close to the shoreline behind the break- 
water which arise from alternating bands of high and low wave heights (construc- 
tive/destructive interference) which are well described by the EMS model, but only 
partially modelled in the PMS model. 

It is concluded that the PMS model is an optimal choice for computing the 
sediment transport field and hence the morphology response behind the offshore 
breakwater, since it gives comparable results to the EMS model at a much lower 
cost. 

The NSW model is found to be unsuitable for computing sediment transport rates 
for the test setup selected in which diffraction is an important phenomenon. 

EFFECTS OF DIRECTIONAL SPREADING 

The effects of directional spreading of the waves on the flow field and on the 
sediment transport field have been investigated with a similar setup as used for the 
discussion of types of wave model. The parabolic mild slope model has been 
applied and the direction of the waves at 10m depth is 10°. Furthermore, the 
distance from the shoreline to the breakwater is now 200m. Simulations have been 
made with unidirectional waves and with directional spreading. Five (5) directional 
components have been used to resolve the directional energy spectrum which at 
10m water depth is described as cos5(6-Qmean). 
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The calculated initial wave, current and sediment transport fields are shown in 
Figure 3. 

The comparison of the two wave heights fields shows an increase of HR^ behind 
the breakwater in the case of directional waves compared to unidirectional waves. 
The longshore currents and the littoral drift are both decreased along the open coast 
due to the directional spreading. However, the sediment transport into the area 
behind the breakwater has increased with the directional spreading, both from 
'updrift' and from 'downdrift'. This is also seen from the comparison of longshore 
sediment transport shoreward of the breakwater. 

The different changes in the transport along the open coast and behind the break- 
water indicate that the directional spreading also influences the morphological 
response. 

EFFECT OF APPARENT ROUGHNESS 

The effect of the apparent hydrodynamic roughness due to the presence of a 
turbulent wave boundary layer on the morphological evolution is evaluated by 
comparison of initial current and transport fields calculated using a constant hy- 
draulic roughness, kN = 0.625 mm (grain roughness) and an apparent roughness, kw, 
respectively. k„ is calculated according to Fredsee (1984). The data for these tests 
is as follows: length of the breakwater is 100 m, distance from shoreline is 200m, 
beach slope is 1:50 out to 10m depth, grain size (d50) is 0.25, gradation (ag) is 1.1, 
wave height HRMS, direction, period (at 10 m depth) are respectively 2.0 m, 10° and 
8s. The waves are unidirectional and the model used is MIKE 21 PMS. 

The two sets of results are compared in Figure 4. The presence of the wave 
boundary layer increased the hydraulic roughness by a factor of 5 to 10 in the area 
most relevant with respect to sediment transport. This leads to reduction of current 
speeds with a factor of about 0.6 and reduction of the sediment transport with a 
factor of 0.3 - 05. 

From the comparison of littoral drift shoreward of the breakwater shown in Figure 
4, it appears that apart from an obvious difference in time scale of the morphologi- 
cal response the non-linearities will lead to a different erosion/deposition pattern 
when the space-varying roughness is included. 
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Figure 3. Wave, current and sediment transport fields for unidirectional and 
directional waves. Comparison of longshore sediment transport. 
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ON THE EFFECTS OF SHORE-PARALLEL BREAKWATERS 

The overall purpose of discussing morphological models is to produce tools to 
guide and support the design of coastal structures. 

Although the present modelling complex does not include all relevant processes, 
a first attempt at a systematic study of the effects of shore-parallel breakwaters on 
sandy beaches has been initiated. 

The initial conditions for all the presented simulations are a plane beach with a 
slope of 1:50 extending out to a depth of 10 m. The coastline is a fixed boundary 
which cannot be eroded. The incoming waves have been kept constant in time 
along the offshore boundary. The morphological evolution has been simulated for 
different dimensions of the breakwater and different incoming waves. The applied 
model setup is as previously described. The wave module applied is MIKE 21 PMS 
and the waves have been taken as unidirectional. 

In Figure 5, the bed contours after a certain period of time are shown for varying 
angle of the incoming waves, varying wave height, varying distance from the shore 
to the breakwater and varying length of the breakwater. For the four different 
comparisons all other parameters are kept constant. (Note that in Figure 5, areas 
between the 0.5m contour and the shoreline are black. This is only to make the 
illustration clear). 

The simulations indicate that localised scour occurs around the heads of the 
breakwater and a double or single-peaked salient forms behind the breakwater. 

With increasing angle of the incoming waves the pattern changes from being 
localised redistribution of sediment to a trap for the littoral drift followed by 
downdrift erosion. 

The salient peak 'updrift' decreases, while the 'downdrift' peak increases and is 
shifted further downdrift with increasing angle. 

Sand ridges oriented at an obtuse angle to the shoreline are also seen for the 
simulations with large angle of incidence. The reason for the occurrence of this 
ridges is still under investigation. 

As the distance of the breakwater to the shoreline decreases, there is a reduction 
of the scour around the breakwater heads and a greater tendency of tombolo 
formation. 

With decreasing wave height, the surf zone becomes narrower, accompanied with 
a decreasing total littoral drift and a slower overall morphological response. How- 
ever, it is noted that the deposition close to the shoreline is slightly increased for 
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the smaller waves due to the fact that the trapped littoral transport in this case is 
trapped in the very narrow surf zone close to the shore, as opposed to being 
distributed over a wide surf zone as for the high waves. 

The length of the breakwater and the distance from shore both influence the 
development of the salient, and determine whether it is single or double-peaked. 

These first results are only indicative and future long simulations and detailed 
quantitative analysis are expected to contribute considerably to the established 
knowledge of design of breakwaters. 

CLOSING REMARKS 

The effects of a number of relevant processes in coastal morphological modelling 
have been investigated in this paper. The processes considered are: (1) the choice 
of wave model, (2) effect of directional spreading, and (3) the influence of wave 
boundary layer on the hydraulic roughness used in flow modelling. It is concluded 
that the above processes influence the results of the morphological modelling. 

Using the presented model complex, the morphological response of a single 
detached breakwater subject to different wave conditions was investigated. A 
qualitative description of the effects of various layouts and wave conditions is also 
presented. The occurrence of sand ridges downdrift of the breakwater for large 
angle of wave incidence is noted, however this subject is still under investigation. 

Overall, these first results are indicative and future work is expected to contribute 
considerably to the established knowledge on morphological modelling and the 
design of offshore breakwaters. 
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CHAPTER 208 

Experimental Shoreface Nourishment, Terschelling (NL) 

J.P.M. Mulder1, J. van de Kreeke2, P. van Vessem1 

Abstract 

An experimental shoreface nourishment was 
implemented at Terschelling, the Netherlands in 1993. The 
effectiveness of this nourishment will be evaluated in 
the framework of an EU sponsored project NOURTEC. 

The design of the Terschelling nourishment including 
the objectives and alternatives, are described in detail. 
Preliminary monitoring results lead to a cautious 
optimism with regard to the performance of the 
nourishment. 

NOURTEC; evaluation of innovative nourishment techniques 

Full scale experiments with alternative coastal 
nourishment techniques, including shoreface nourishments, 
are being carried out in three countries around the North 
Sea: at the island Terschelling in the Netherlands, at 
the island Norderney in Germany and at the closed barrier 
coast near Torsminde Tange in Denmark (Fig. 1; Table 1) . 
A comparative analysis of all these experiments is 
planned within the project NOURTEC. 

Rijkswaterstaat, National Institute for Coastal and Marine 
Management (RIKZ), P.O. Box 20907, The Hague, The 
Netherlands 

Rijkswaterstaat, National Institute for Coastal and Marine 
Management (RIKZ), visiting from: Rosenstiel School of 
Marine and Atmospheric Science, University of Miami, 4600 
Rickenbacker Causeway, Miami, Florida, USA 

2886 
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Fig. 1   Location of the three NOURTEC test sites 

NOURTEC 
locations 

nourishment 
type 

total 
amount 
( Mm3 ) 

2 

averaged 
volume 
( m3/m ) 

450 

year 

Terschelling 
(Netherlands) 

- shoreface 1993 

Norderney 
(Germany) 

- combined 
shoreface- 
and beach 

0.45 250 1992 

Torsminde Tange 
(Denmark) 

- shoreface 
- beach 

0.25 
0.25 

250 
250 

1993 
1993 

Table 1  Characteristics of nourishment experiments in 
the NOURTEC project 
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In particular, NOURTEC aims at generalized 
conclusions on the design, the effectiveness and the 
feasibility of shoreface nourishment techniques in 
different coastal environments. 

In general, shoreface nourishments can be used to 
attain one, or a combination, of the following design 
objectives (i) coastline stabilization, (ii) coastal 
protection, (iii) creating or maintaining a recreational 
beach. Although each of the NOURTEC nourishment 
experiments has a specific design objective - i.e. 
coastal protection for Torsminde and Norderney and 
coastline stabilization for Terschelling - within the 
framework of NOURTEC each will be evaluated for all of 
the above design objectives. The final report is due in 
1996. 

Each nourishment experiment is accompanied by an 
extensive monitoring program including frequent 
bathymetric surveys and monitoring of the offshore wave 
climate and nearshore tidal current field. In addition to 
this special process-oriented field programs are carried 
out (Hoekstra et al.,1994; Kroon et al., 1995). 

This paper will focus on the design of the 
Terschelling nourishment (NOURTEC, 1994) and some initial 
results of the monitoring program. 

Coastal defense policy in the Netherlands 

About three-quarters of the Dutch coast consists of 
dunes and beaches. Together they offer a natural, sandy 
defence to the North Sea. Under the influence of nature, 
this barrier is constantly changing; advancing at one 
location, receding at another. In 1990 the Government and 
Parliament of the Netherlands instituted a new national 
coastal defence policy: dynamic preservation of the 1990 
coastline. This policy is based on the concept of a 
standard or reference coastline, the so-called basal 
coastline (BKL). Whenever the actual coast line tends to 
move to a position landward of the basal coastline, the 
beaches will be restored. 

The main method in the Netherlands, to preserve the 
1990 coastline is beach nourishment. On a yearly basis 5 
to 7 million m3 of sand is added to the (dry) beaches. 

Definition of coastline 

To arrive at a uniform measure for the overall 
change in a cross- shore profile, a critical region O - 
indicated by the hatched area in Fig. 2 - is defined. In 
the vertical direction the critical region extends 
between the elevation of the dune foot and a depth 
corresponding to twice the vertical distance between Mean 
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momentary 
or 
instantaneous 
coastline 
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mean low 
waterline 

1 

• 

1 

. 
H 

H = height between dune foot and mean low water [m] 

O = BKL-zone [m   ] 
B = O / 2 H [m] 

B - C = distance momentary coastline - reference line [m] 

Fig. 2 Definition sketch of the 
Momentary Coastline 

BKL zone and the 

Low Water (MLW) and the elevation of the dune foot. In 
the landward direction the critical region is bounded by 
a vertical line. The location of this line is 
sufficiently landward so that erosion is not encountered. 
This critical region is called the BKL - zone. 

Making use of the concept of the BKL - zone, the 
momentary coast line is defined as a line located at a 
horizontal distance B seaward of the dune foot. The 
magnitude of B follows from B = 0 / (2H) . Note that in 
general the momentary coast line does not coincide with 
MLW. To document the position of the coastline, once a 
year cross- shore profiles spaced 200 - 250 m apart are 
measured along the entire Dutch coast. For each cross - 
shore profile, the values of O and B are calculated and 
the position of the coast line is referenced to fixed 
survey monuments. 

To account for yearly fluctuations, a transient 
coastline (TKL) is defined. The TKL for a given year 
follows from the linear trend of the momentary coastline 
during the preceding ten years. As an example, in Fig. 4 
the TKL for 1992 is indicated, based on coast line data 
over the period 1982 - 1991. 
The TKL for 1990 was defined as the basal coastline. 

Coastline retreat at Terschellincr 

The project site is located on the central part of 
the island of Terschelling; see Fig. 3. As an example of 
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Fig. 3 Location of nourishment at Terschelling; the 
numbers correspond with km-positions of the 
cross-sectional profiles along the coast 

coastline retreat the position of the coastline over the 
period 1965 to 1991 at km 16.00 is plotted in Figure 4. 
In the same figure the position of the basal coastline 
(BKL) and the transient coast line (TKL) for 1992 are 
presented. The transient coast line suggests that at km 
16.00, the TKL 92 will soon retreat to a position 
landward of the BKL. Calculations showed that for 68 % of 
the profiles between km 13.70 and 17.80 the TKL 92 had 
already crossed the BKL. On this basis it was decided 
that for this stretch of the Terschelling coast the coast 
line had to be restored by means of a nourishment. 
Because of the west to east direction of the littoral 
drift, the project area was extended to km 18.20. 

To calculate the amount of sand required to assure 
that the TKL for the next ten years remains landward of 
the BKL, the erosion rates were determined from the trend 
lines of the various profiles. Erosion rates for the 
project area range between 1- 5 m /year. This corresponds 
to a loss of approximately 110 thousand cubic meters per 
year. If this trends continues, 1.10 million cubic meters 
of sand will have been removed out of the BKL-zone in the 
next ten years. 
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Fig. 4 Coast line development at km 16.00; indicated 
are the Transient Coastline (TKL) for 1992 
derived from the period 1982 - 1991, and the 
Basal Coastline (BKL). Note the remarkable 
positive trend after the nourishment (Nov 
1993 - June 1994). 

Design objectives 

The design objectives are to return the TKL to a 
position seaward of the BKL and to assure that the TKL 
will not retreat landward of the BKL during the next ten 
years. Maintaining a sufficiently wide recreational beach 
and protecting the low-lying polderland landward of the 
dunes from storm surge are not acute problems and 
therefore are not part of the design objectives. 

Pertinent physical parameters 

At the location of the project, the width of the 
surf zone ranges between 1600 m and 2000 m. The 
morphology is characterised by three long-shore bars. 
Typically, the distance between the bar crests, measured 
in the cross-shore direction, varies between 100 m and 
400 m. The vertical distance between trough and landward 
crest can be as large as 4 m. Using bathymetric data of 
the past 2 6 years, Ruessink (1992) showed that bars tend 
to originate between the high water and low water line, 
migrate in an offshore direction and fade out at a depth 
of 8-11 m below MSL or about 2 000 m offshore; see Fig. 5. 
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The total sequence takes approximately 10-15 years. 
Although less pronounced than the offshore directed 
movement, there is also a long-shore movement of the 
bars. The area is in general very dynamic with a 
considerable transport of sediment. 

Fig. 

800   1200   1600   2000 

Distance to RSP-line in m 

Typical example of migration of longshore bars 

The wave climate at the project site is 
characterised by an annual average significant wave 
height of 1.2 to 1.5 m. Tides are semi-diurnal with neap 
tidal range of 1.5 m and a spring tidal range of 2.1 m. 
The amplitude of the tidal current at the nourishment 
site is estimated at 0.4 m/sec. There are indications 
that the residual current is from west to east. The sand 
present in the nourishment area has a median grainsize of 
155 - 165 |im. 

Principles of shoreface nourishment 

Shoreface nourishment involves placement of sand on 
the shoreface rather than on the beach. The principle of 
the shoreface nourishment is based on the observation 
that erosion of the shoreface leads eventually to erosion 
of the beach and the dunes. Conversely, it is expected 
that nourishment of the shoreface might stop or retard 
the erosion of the beach. 

There are two types of shoreface nourishments: a 
stable berm and a feeder berm. A stable berm is 
constructed in deeper water. It's function is to 
attenuate storm waves and to reduce the wave energy 
expanded on the beach. For Terschelling this is not a 
viable design alternative because there is no initial 
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contribution of sand to the BKL-zone, implying that the 
TKL will remain landward of the BKL, and subsequent 
transport of sand to the BKL-zone is, by definition, not 
expected. A feeder or nearshore berm is constructed in 
relatively shallow water and therefore part of it could 
be in the BKL - zone. It serves as a dissipator of 
incident wave energy and is expected to gradually provide 
additional sand to the BKL-zone. 

Both types of shoreface nourishments have been 
constructed since 1935. Only the more recent projects 
were accompanied by monitoring programs. With regard to 
the feeder berm projects the monitoring results showed a 
gradual movement of sand in the landward direction and 
consequently a movement of the coastline in the seaward 
direction. In addition, the following general conclusions 
can be reached: 
-   the estimated cost of a shoreface nourishment is 

half of that of a beach nourishment; 
sand should be placed as high as possible in the 
profile to assure landward transport, a depth of 
less than 10 m is recommended; 
the length of the nourishment in the along-shore 
direction should be several times the average local 
wavelength  to  minimize  the  potential  for  wave 
focusing. 

Obviously,  more  monitoring  is  needed  to  verify 
performance and to quantify the physical benefits of 
shoreface nourishments. 

Roelvink  (1989)  carried  out  a  desk  study  to 
determine the effect of a shoreface nourishment on the 
coast. In particular he focused on 

depth of placement 
volume of the nourishment 
influence of sea level rise. 

He defined the effectiveness of the shoreface nourishment 
as the increase in volume of a specified part of the 
cross - shore profile,  for example the BKL - zone, 
expressed as a percentage of the nourished volume. The 
autonomous development of the profile is not taken into 
account. 
The main conclusions of Roelvink's study are that 

shoreface nourishments become more effective when 
placed  close  to  shore;  for  the  Dutch  coast 
nourishments placed landward of MSL -7 m have a 
definitely favourable effect on the beaches; the 
nourishment has little or no effect when placed 
seaward of MSL - 10 m; 
the volume of a specific part of the beach profile 
and therefore the effectiveness  increases  linear 
with the volume of the nourishment; 
the  effectiveness  is  little  influenced  by  an 
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increase in the rate of sea level rise. 
Parameter values used in the calculations by Roelvink 
pertain to the Dutch coast. Conclusions are valid within 
this parameter range and should not be extended beyond 
this range. 

Partly in response to Roelvink's study, Hillen et al. 
(1991) carried out a feasibility study for shoreface 
nourishment including methods of construction and cost. 
One of their conclusions was that for nourished volumes 
of 1-10 million cubic meter, distances to the borrow area 
of 15-20 km and a nourishment depth of less than MSL -7 
m, only nourishments carried out by small to medium size 
split barge hopper dredges lead to a price per cubic 
meter of sand that is substantial lower (50 %) than that 
of a beach nourishment. Furthermore, using the results of 
Roelvink they calculated how much sand is expected to be 
in the BKL-zone as a function of time and depth of 
placement. The results showed that a shoreface 
nourishment placed between MSL -5 m and MSL -7 m has an 
effectiveness of 35% to 60 % after 5 years. It was 
concluded that, compared to a beach nourishment 
(effectiveness estimated at 90 %) , twice the volume of 
sand is needed for a shoreface nourishment to arrive at 
the same volume of sand in the BKL-zone after 5 years. In 
view of the 50 % reduction in the price of a cubic meter 
of sand in place, it follows that the total cost of a 
beach nourishment and a shoreface nourishment, which 
would guarantee the same volume of sand in the BKL - zone 
after 5 years, are about the same. 

Hillen et al. (1992) emphasize that estimates of 
cost and effectiveness of the shoreface nourishments used 
in their study are conservative; this to not create false 
expectations. However it seems clear that the method has 
potential, and ultimately could lead to substantial 
savings considering the annual budget of 60 million Dutch 
guilders (28 million Ecu) spent in The Netherlands to 
combat erosion. In view of this 
it was decided for Terschelling to select the option of a 
shoreface (feeder berm) nourishment. 

Design of the shoreface nourishment 

Further specification of the feeder berm design was 
largely based on experience with earlier nourishments and 
on theoretical results. Unfortunately, state-of-the-art 
models turned out to be of limited use as a design tool. 
For the shoreface nourishment to meet the design 
objectives stated above, a total of (2 * 1.10 million = ) 
2.20 million cubic meter of sand is required. Sand should 
be placed as high as possible in the profile. However an 
upper limit of MSL -5m was imposed by the smallest 
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available hopper dredge. This depth is still available 
within the BKL - zone which extends to NAP - 5.24 m at 
the project site. This allowed at least a fraction of the 
sand to be placed initially in the BKL - zone. 

Distance to shore in m 

T 
400 600 

Distance to shore in m 

400 600 

Distance to shore in m 

Fig. 6   Design alternatives for a shoreface nourishment 
at Terschelling 

Three possible designs for a shoreface (feeder berm) 
nourishment were considered; see Fig. 6. To reiterate, 
the design objectives or functional requirements to be 
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met by each of the designs were 
After placement of the sand the TKL should be 
seaward of the BKL everywhere at the project site; 
The TKL should not retreat landward of the BKL 
during the next ten years. 

Furthermore the design should allow adequate monitoring 
(this in view of the experimental character of the 
nourishment) . The optimum design is the one that meets 
the functional requirements at a minimum total cost. 

Calculations with a 3-LINE model (Bakker, 1995), 
which included the actual geometry with the three bars, 
suggested that nourishment seaward of the outer bar, as 
in designs A and B, could not sufficiently compensate for 
the landward movement of the coastline of about 1-5 m per 
year during the next ten years. The nourished volume 
seaward of the outer bar would act as a breakwater, 
however, with little effect on the natural erosion of the 
coast. For design C, the model indicated that the 
nourishment would prevent the TKL from retreating behind 
the BKL in the next ten years. It should be emphasized 
however, that the calculations were of an exploratory 
nature. 

For designs A and B sand loss during dumping could 
be substantial due to the relatively large depth and 
tidal current speed. For design C, losses during 
construction were expected to be minor due to the 
placement of the sand between two bars. Consequently, the 
cost per cubic meter sand in the profile was expected to 
be lowest for design C. In design C a substantial 
fraction of the sediment is initially placed in the BKL- 
zone. From a monitoring point of view both designs B and 
C were acceptable. Design A was less attractive because 
it consists essentially of two parts. 

It follows that design C is the only design that 
meets all design criteria and it has the lowest cost. 
Therefore, this design was selected as the final design. 
Because of financial constraints the total volume of sand 
was somewhat reduced to 2 million cubic meters. The 
nourishment stretched between km 13.6 and km 18.2; see 
Fig. 3. Originally a volume of 0.3 million cubic meter 
was placed in the BKL zone. 

The type of sand to be selected for the nourishment 
should closely resemble the native sand to avoid 
additional complications and to facilitate interpretation 
of the behaviour of the shoreface nourishment. If it is 
different, the sand should preferably be coarser than the 
native sand. This will lead to less loss of sediment 
during and immediately after placement and will lead to 
an extended life span of the nourishment. Borrowing of 
sand in the Dutch territorial waters is limited to the 
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zone offshore of the 20 m isobath. A good source of sand 
resembling the native sand was found 10 km of the project 
site at the 22 m depth contour with a median grain size 
in the range of 183 - 212 fim. 

The nourishment was implemented using three suction 
split hull hopper dredges with hopper capacities ranging 
between 1200 and 2100 cubm. The draft of the vessels 
ranged between 4.50 to 5.30 m. To provide access to the 
project site, an entrance channel was dredged through the 
most seaward bar at 1cm 16.30. The channel depth was 6.50 
m below NAP. The nourishment area was divided into 9 dump 
sections each with a width of approximately 500 m. The 
dumping started simultaneously at the west and east side 
of the project area. Depending on the direction of the 
tidal current, the dredges placed the sand in the 
outermost east or west section. At the end of the 
construction the entrance channel was closed. For 
execution of the project an accurate electronic 
positioning system was used. Total construction time was 
6 months (May - November 1993). Due to an unexpectedly 
high frequency of unfavourable swell conditions hindering 
manoeuvering of the dredges between the bars, the total 
operation took 65 instead of the planned 36 weeks of 
shipping time. 

The contractor was reimbursed based on results of 
bathymetric surveys rather than volumes of sand 
transported by the hopper dredges. It appeared that the 
transported volumes were about 30% larger than the 
bathymetrically observed volumes. 

Monitoring results 

Since the completion of the nourishment in November 
1993, bathymetric surveys have been carried out at 
regular intervals. Based on these surveys the position of 
the coastline was calculated for various cross-sections. 
As an example, for km 16.00 the positions of the 
coastline since the nourishment have been added to Fig. 
4. Between the nourishment and the last survey during 
June 1994 the coastline has advanced by 50 m. In Fig.7, 
the change in volume of the BKL-zone since the start of 
the nourishment in May 1993 is indicated. As per June 
1994, the volume in the project area (between km 13.60 
and km 18.20) has increased by 0.9 million cubic meter. 
Originally only 0.3 million cubic meter of sand was 
placed in the BKL zone. The additional 0.6 million cubic 
meter was transported landward by wave action, leading to 
cautious optimism with regard to the performance of the 
shoreface nourishment. 
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CHAPTER 209 

IMPORTANCE OF PERMABILITY IN THE SEDIMENTATION 
CONSOLIDATION PROCESS 

A. Alexis1, P. Thomas1 

ABSTRACT 

This paper first presents a literature review of 
permeability laws. A link between hydraulics and 
geotechnics formulations is pointed out. Second, reduced 
permeability expressions are discussed from experimental 
data available in literature. An extented exponential 
expression of reduced permeabilty is proposed. 

1. INTRODUCTION 

In coastal engineering, sedimentary transports and 
harbour silting are governed by the sedimentation- 
consolidation process. 

The current modellings are based on: 
- hydraulics laws for very low concentration soils 

(less than 100 g/1) applicable to sedimentation and using 
the settling velocity 

- soil mechanics laws for high concentration soils 
(greater than 500g/l) applicable to consolidation and 
using permeability and effective stress. 
Sedimentation-consolidation process is complex. Its 

settling velocity parametrisation has important limits, 
because of the lack of distinction between effective 
stress and permeability influences, and also because of 
the lack of account of consolidation. 

On the other hand, we observe that the flow law is at 
the core of the confrontation between hydraulics and 
geotechnics approaches. 

It is interesting to use an important flow law 
parameter : the permeability. 

So, the topic of this paper is the analysis and the 
suitability of the permeability concept with the 
sedimentation-consolidation process. 
We will select a main parameter which will allow us to 

use sedimentation and consolidation results. 

1Civil Engineering Laboratory E.C.N.i.u.T. St NAZAIRE BP 
420, F 44606 St-NAZAIRE CEDEX (FRANCE) 
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Then, we will research its evolution with void ratio or 
with porosity. 

2. THEORY-BASED LAWS 

The origins of these theory-based laws are hydraulics 
studies issued from settling velocity parametrisation or 
geotechnics studies issued from permeability 
parametrisation. 
Main parameters are : 
- permeability k 
- hydraulic gradient i 
- porosity n 
- void ratio e that is void volume divided by solid 

volume 
n 

\-n 
- settling velocity v,, 
- reduced permeability kr 

k 

1 + e 

The reduced permeability is both hydraulics and 
geotechnics parameter. 
Flow law is Darcy's law 

First, for very high concentration case, that is for 
very low void ratio reduced permeability and settling. 
velocity are zero : there is no flow. 

Second, for very low concentration case, the process 
is governed by Stokes' law which links velocity with 
diameter of grain and viscosity : 

d2rs vo =  18rj 
V :  Stokes'   velocity d  :  diameter 
Y s   '-  unit weight of submerged solids t]   :  viscosity 

In   this   case,   hydraulic   gradient   ig   is   the    ratio 
between unit weight of submerged mixture and unit weight 
of water  : 

YW    (i + c)rw 
Y ':  unit weight of submerged mixture  (bulk) 
/ w :  unit weight of water. 

So,    hydraulic   gradient   is   zero   when   void   ratio   is 
infinite. 

In   this   case,    reduced   permeability   is   a   constant 
multiplied by Stokes velocity : 

kro = v0 —— = c. v0 C :  constant 
T s 
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So, permeability is infinite and we can see, here, the 
great interest of a parametrisation by means of reduced 
permeability which remains finite. 

So, we obtain a link between geotechnics and 
hydraulics, that is between consolidation and 
sedimentation,  by means of reduced permeability. 

Most representative theories for modelling 
sedimentation-consolidation process are Richardson's law 
and Kozeny's  law. 

First, the empirical Richardson's law corresponds to 
the beginning of the phase called hindered settling. 

The settling velocity is linked to Stokes' velocity v0 
and porosity n, which is a function of void ratio 
(n=e/(l+e))i 

4,65 

In this case, we deduced reduced permeability kr as a 
power law of porosity : 

kr = km.n4*5 

Second, Kozeny's law corresponds to a porous media. 
Permeability is a fonction of specific are a,viscosity 

and porosity : 
3 

* =   2 '    2 
h^a r\    (1 - n) 

It appears the Kozeny's constant hk, which depends on 
grain shape and tortuosity of the flow between grains. 

Usually, hk  equals 4.5. 
For spheric grains, we obtain a formulation of reduced 

permeability with porosity : 

36/i. 7]    1 - n 
Using Stokes' reduced permeability, we deduce a new 

relation between reduced permeability and porosity : 

k _ kro     I? 
'     9   \-n 

So, we can compare these 2 theories by means of the 
formulation of reduced permeability in function of 
porosity. 

So, the reduced permeability kr is the basic parameter 
which unables the link between hydraulics and 
geotechnics. 

We compare the results of Kozeny's law and Richardson's 
law (fig.l) 

It appears differencies for values of porosity higher 
than    9,0%    in    the    extremal    condition    of    very    low 
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concentration kr   remains finite for Richardson's law. 
while kr    is infinite for Kozeny's law. 

For porosities lower than 90%, the 2 curves are rather 
close. 

o 

0.01        0.1 1 10 
Ratio kr / kro (log) 

Fig.l Comparison of Kozeny's and Richardson's laws 

So, for the middle concentrated mixtures which are the 
most interesting, we can consider that the hydraulics 
analysis of Richardson and the geotechnics analysis of 
Kozeny give quite similar results. 

3. INVENTORY OF EXPERIMENTAL LAWS AND CHOICE 

The experimental flow laws are numerous in litterature, 
as every experimenter, according to his speciality and 
the range of his measurements , looks for a particular 
shape , both simple and representative which is able to 
synthesize his values. 

So, there is a lot of permeability laws with a lot of 
parameters. 
We propose a methodology consisting in choosing main 

parameters, such as reduced permeability kr , permeability 
k and void ratio e and then in translating settling 
velocity, porosity and concentration in terms of kr, k 
and e, and at last in gathering different laws to show 
the links and particular cases. 
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For this specific work, we are going to propose an 
original tree-shaped diagram (fig.2) showing the links 
between the different types of laws. 
We are also going to propose new generic laws. 
Two main families of experimental laws can be 

distinguished : 
- power laws for reduced permeability in the upper part 

of this scheme. 
- and logarithmic laws for permeability in the lower 

part of this scheme. 

MONTE 76,3 FTTCH 79 

-0 

CEO 
BEEN 81 
STOKES 

(S3 
RICHARDSON 54,1 

/m-O U-4,65 

(ESf) 
RICHARDSON S4.7 

CARRIER 83 

L-3 

MONTE 76,1 
KOZENY 

C    logk»a + be) 

MONTE 76,2 
TAVENAS 78/83 

C logk-a + be/q-Hi)) 
8RYANT 75 
SCHIFFMAN 81 

(5EH5) 

Fig.2: Synthetic arborescent scheme 
of reduced permeability laws 

The name of each parametric constant a, b, m, n, is 
only generic, for instance we have always named a the 
first parametric constant. 
Each law is presented with his author and the year of 

its publication. 
For gathering all this laws, we propose new generic 

laws (in bold). These new generic laws allow a general 
linkage between all the experimental laws. 

In our representation, each stage corresponds to a 
number of parametric constant. So, we presents 16 laws 
with 1, 2, 3 or 4 parametric constants. 

Once mathematical shapes are compared, we also compare 
the representative curve of these laws (Fig. 3). 
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For that, we choose an experimental data set with 
values of void ratio between 1 and 6 (these values are 
issued from esperiments on clay ey-silt by YONG, 1982). 
We study the 10 previous laws with 1 or 2 parameters. 
For each law, we obtain the value of each parameter by 

means of a best fit method of regression on these 
experimental data. 

o 
>• 

3 

2 

1 - 

•   Experiment 
Richardson 1 
Carrier83 
Bryant-Tan 
Fitch 

Kozeny^ 

Richardson 2 Been 

n—i 11111ii 1—i 111 mi 1—i i i HIM 1—i 1111nI 1—i i i iiiii 

10"" 10-11 10-10 lO* 10-8        10"7 

Reduced Permeability kr(m/s) 
Fig.3:Comparison of reduced permeability laws 

In fig.3, experimental values are represented by dots, 
and each curve corresponds to 1 law. 
Corresponding to Stokes'law, BEEN's law is not 

representative for our problem, neither Richardson 2, 
Kozeny, Monte 3 laws 
We remark that TAN and BRYANT laws give the same curve. 
Among these 10 laws, we have written, in the legend, 

five laws which seem to be representative. 
Among these 5 best laws, Carrier's and Richardson l's 

laws are the only ones that give a permeability zero 
where void ratio is zero. 

So, we will choose these 2 most representative laws. 
To conclude this comparison of curves, we can use 3 

criterions : 
- representativity 
- adequacy with extremal conditions of Stokes with 

infinite value of void ratio, that is initial 
sedimentation. 

- adequacy with extremal conditions of zero value of 
void ratio and permeability,  that is  final consolidaion. 
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Carrier's law seems to be the most representative, but 
the law of Richardson 1 with 2 parameters has a better 
adequacy with the extremal condition of Stokes. 

CRITERIONS CARRIER'S LAW RICHARDSON l'S 
LAW 

REPRESENTATIVITY ++ + 

STOKES EXTREME 
(e infinite) 

- ++ 

kr  = 0  (e=0) ++ ++ 

Tab. 1 : Synthesis of comparison of curves. 

4. VALIDATION 

The previous comparison allowed a first sorting of the 
laws of reduced permeability. These selected laws have to 
be validated over a much wider range. The bibliographic 
study reveals a lack of experimental data covering this 
range (down to a concentration of 50 g/1). 

So, we are going to exploit a very large range of 
cc-hesive sediment data from differents authors, for 
values of void ratio between 1 and 50 (concentrations 
between 1300g/l and 50g/l). 
The conversion law of settling velocity into reduced 

permeability during pure sedimentation is : 

y's Vy = kr  = 1.65 kf 
Yw 3 

(ys  = 26.5 kNIm) 

Figure 4 represents the reduced permeability data in 
function of void ratio. 
Toorman's tests were expressed in terms of settling 

velocity, they have been continued until the beginning of 
consolidation, where the relation v, equals 1.65 kr is 
not valid. 

So, the previous conversion implies a left shift for 
the lowest dots of each set. 

The regularity of the evolution confirms the concept of 
continuous process of sedimentation-consolidation. 

So, we will keep 2 sets of experimentation data (setl = 
Toorman 1 + Pane 1, Set 2 : Toorman 2 + Yong). 
Previous figure (fig.4) was interesting but we have no 

continuous wide-distributed set of measurements. 
In order to validate the laws in a wide field, we 

propose now to synthetise the 2 previous sets of 
experimentations. 

By means of these coherent data sets, we will compare 
for each set : 
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- 3 theory-based laws (Richardson 1 and 2 and Kozeny) 
- and 2 selected laws (Richardson 1 and Carrier) 
Dots are experimental data of set 1 for figure 5 and 

set 2 for figure 6. 

8- 
7. 
6. 

5 

ffl YONG 
• PANE 1 
D PANE 2 
• TAN 
O T00RMAN1 
• T00RMAN2 
A T00RMAN3 
X T00RMAN4 
B T00RMAN5 
* T00RMAN6 

ffl 

10 
•12 -10 T 

10 10 10 

Reduced permeability kr (m/s) 

10 

Fig.4:  Evolution of experimental reduced 
permeability with void ratio 

These 2 figures show again clearly that the one 
parameter laws (Richardson 2 and Kozeny) are not 
convenient. 

The curve of Richardson 1 law (here with a power about 
20)   is not enough representative. 

Carrier's law is well representative, and its shape is 
quasi-linear on this graph. 

So, we propose a more simple power-typed law, for the 
whole range of void ratio between 1 and 50 (or 
concentration between 50 and 1  300 grains per liter)   : 
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10- 

1- 

+   SET1 
 Proposed law / li 

and CARRIER 83 '  ? 

 Richardson 1 'M 
  Richardson 2 
  Kozeny t/W"     i   • 

10 
12 

1 ' 1 ' 1  
-10 .-.-8 '-6 

10 10 10 10 
Reduced permeability kr (m/s) 

Fig.5:  Proposed law and other laws of reduced 
permeability with Set 1. 

10- 

+ SET 2 
• Proposed law 

and Carrier 83 
— Richardson 1 

Richardson 2 
Kozeny 

T T^" TT~r T:—> r6—' 
10'^ 10" 10 10 10 

Reduced permeability k, (m/s) 
Fig.6:  Proposed law and other laws of reduced 

permeability with Set 2. 
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5. CONCLUSION 

The flow law is essential for the modelling of the 
sedimentation-consolidation process. We have shown the 
interest of the reduced permeability which links 
hydraulics and geotechnics. 
We have described and compared theory-based laws. We 

have proposed a tree-shaped synthesis scheme which allows 
a gathering of laws, which are various as for their 
origins as for their shapes, and we have proposed new 
generic laws. 
We have achieved a first selection of laws by means of 

one data set issued from bibliography in which void ratio 
is between 1 and 6. We have selected two laws, close to 
the theoretical ones by their shapes. 

Then, we have validated by means of extended data sets 
in which void ratio is between 1 and 50. The position of 
the dots tends to confirm the continuity of the 
sedimentation-consolidation process. We have suggested to 
express the reduced permeability as an exponential law of 
the void ratio. We have thus extended the validity range 
of the reduced permeability concept and the concentration 
field of the modelling. 
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CHAPTER 210 

WAVE-CURRENT INTERACTION WITH MUD BED 
Nguyen Ngoc An 

Tomoya Shibayama 

ABSTRACT 

A series of wave flume experiments for wave-current-mud system has been 
performed. The results reveal that the rate of wave attenuation increases in the 

opposing currents and decreases in the following currents. The results are the 
same with the waves on the fixed bed. Another important result is that the 
mud mass transport velocity increases in the opposing currents and decreases 
in the following currents. The visco-elastic-plastic model which was proposed 
by Shibayama and An (1993) for wave-mud interaction has further been 
extended to the wave-current-mud system by taking a wave deformation effect 
into considerations. The extended model succeeds in predicting the laboratory 

results. The model shows that due to pressure gradient in wave propagating 
direction, the largest mud mass transport velocity occurs in the strongest 
opposing current and the smallest one in the strongest following current. 

INTRODUCTION 

The wave-current interaction is a phenomenon of considerably practical 
interest. Also waves traveling on mud bed is another important phenomenon 
because these results in high wave attenuation (Gade, 1958 and Tubman and 

Suhayda, 1976) and large mud mass transport (Sterling and Strohbeck, 1973). 

1 D. Eng., Department of Civil Engineering, HCMC University of Technology 
2D. Eng., Associate Professor, Department of Civil Engineering, Yokohama National University 
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The wave-current interactions on fixed bed have been studied through both 
laboratory experiments and mathematical analyses (Brevik and Aas, 1980, 
Thomas, 1981, etc.). And it is known that currents introduced into wave field 
make change of wavelength and wave height. The wave-current interactions 
on the mud bed have not yet been studied well, and therefore their effects on 

the mud mass transport velocity and the wave attenuation remain unclarified. 

In order to evaluate wave attenuation rate under this condition, Nakano et al. 
(1989) tried to include current effect to their multi-layered viscous fluid model 
(Tsuruya et al., 1987). But the results are not well compared with their own 
laboratory data. 

These interactions among wave,current and mud will be investigated through 
both laboratory experiments and the numerical model in the present study. 

THEORETICAL CONSIDERATIONS 

It is understood that the pressure gradient of water waves is much more 
important than shear stress at the interface between the water layer and the 
mud layer in creating movement of mud in the mud bed. In the mathematical 
formulation, it is assumed that the wave attenuation process will take place 
after waves are deformed due to the currents. This means that the mud bed 
responds only to the deformed waves resulting by the wave-current 

interaction. This assumption will be later justified with the laboratory 
experiments. It is also assumed that the current itself has no effect on the mud 
mass transport in the bed layer. The experimental results of Otsubo and 
Muraoka (1986a) can be used to justify the latter assumption. It was found 
that when currents flow over mud bed, sediments are transported only in the 
water layer by the current if they are suspended or if the bed surface is 
massively destroyed. No mass transport in the mud layer was reported. In the 
followings, two models which describe the two processes will be present. 

Model of Wave Deformation due to Current 
In this process, no energy loss is taken into account while formulating the 
model of wave deformation due to the currents. Two main parameters of 
deformed waves are the wave height and the wavelength. The accuracy in 
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predicting the wavelength variation using the dispersion relation has been 
verified (Thomas, 1981). The accuracy in predicting the wave height 
variation, however, depends on the nature of currents. Several models are 
available. Longuet-Higgins and Stewart (1961,1964) assumed that the current 

was irrotational and its profile was uniform over depth. Jonsson et al. (1978) 
solved for rotational currents by assuming current with constant vorticity. 

Thomas (1981) numerically solved for more general case by considering 

current to be a function of elevation from bottom. In a simple case where the 
depth-averaged velocity was used, he found that the model well predicted the 
wavelength and wave height variations. 

Under steady condition following Thomas (1981) for the simple case, the 
conservation equation for wave action is (Bretherton and Garrett, 1969; 
Whitham, 1974; Brevik and Aas, 1980) 

~(U + Cgr)= const. (1) 

where E is the wave energy, a is the relative angular frequency defined by 
a=co-kU, co is the absolute angular frequency, U is the mean depth-averaged 

current velocity, k is the wave number, and Cgr is the group wave velocity. 
Because the wave energy is proportional to the square of wave height, H, Eq. 
(1) can be rewritten as: 

H2 

 (U + CSr) = const. (2) 
er 

The wavelength variation is obtained from the usual irrotational dispersion 
relation as follows: 

(o - W)2 - gklanhkclj = 0 (3) 

where d} is the water  depth. Following Thomas (1981), in order to use Eqs. 
(2) and (3), it is necessary to specify a reference level to define the constant in 
Eq. (2). The reasonable choice of reference level is the values with no current. 

This introduces the quantities H0 and L0, corresponding to the wave height 
and the wavelength respectively when no current exists. 

Model of Wave-Current Interaction on the Mud Bed 
The model of wave-mud interaction which was developed by Shibayama and 
An (1993) is used. In this process, the model of wave-mud system is extended 
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to the wave-current-mud system by taking the wave deformation effect into 
consideration. For example, the free surface displacement is given by 
?7i(.x,r) = o,.exp[i(Ax-of)], where a, is the deformed wave amplitude due to the 

current and determined by Eq. (2). 

The rheological equation and the governing equations are modified here while 
making use of new parameters. 
(1) Rheological equations are the followings: 

^Me4 

where /je = 

Mi +- 
iG 

M2 

A/4K 

2^^* 

2°M >T1 

(4) 

(5) 

and Ojj  and <?,-, are stress and strain tensors, the prime indicates the deviator 

of these two tensors, the dot indicates derivative with time. 

(2) Governing equations are the followings: 
A A 

duj    dWj 
dx 

A 

duj 

A 

di 
= 0 

1  dp, 
Pj   dx 

1  dPj 

+ v„ 

f A      "\ 
82 Uj     d2 Uj 
~~acr+~&2~ j 

az +v« 
d2 Wj    d2 Wj 

\ 

dx 2  +" dz2 

(6) 

(7) 

(8) 

where   u   and  w  are the horizontal  and vertical  components  of orbital 
A 

velocities,  v • is the kinematic viscosity of mud and    p is the dynamic 

pressure. 

(3) The solutions are put to be the following forms: 

uj{x,z,t) = Uj(z) exp[/(fct - at)] 

Wj{x,z,ij = Wj (z) exp[/(fct - at)] 

Pj (x,z,t) = Pj(z) exp[i(fa - at)] 

(9) 

(10) 

(11) 
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Set-up 
The experiments were carried out in a flume at the Department of Civil 
Engineering of Yokohama National University, Japan. The length of the flume 
was 17m, the width was 0.6m and the total depth was 0.55m. The still water 
depth was 30cm during experiment on the fixed bed and 26.3 cm on the mud 
layer of 8cm. Figure 1 shows the experimental set-up with the mud bed. 

Instrumentation 
Wave heights were measured by means of electric capacitance wave gauges. 
Two sensors with distance of 50cm were installed at the movable carriage to 
measure water elevations at every half meter along the flume. The signals 

from the sensors were amplified and digitally recorded for 1030 records at the 
frequency of 20Hz. Using the technique introduced by Goda and Suzuki 
(1976), the incident and reflected waves were estimated. 

Horizontal component fluid velocities were measured with a Fiber-Laser 

Velocimeter. Steady current velocity at one point was taken as an average 
value of all data recorded in certain duration. 

Table 1: Wave damping coefficients in wave-current condition. 

Run 
No. 

T 
(s) 

H 
(cm) 

U 
(cm/s) 

di 
(cm) 

ki 
(l/m) 

Remarks 

Wl 1.01 3.49 0.00 30.0 0.0036 fixed bed 
WC2 1.01 2.98 -16.00 30.0 0.0085 fixed bed 
WC1 1.01 2.98 -7.34 30.0 0.0044 fixed bed 
W2 1.01 2.98 0.00 30.0 0.0036 fixed bed 
WC3 1.01 2.98 5.58 30.0 0.0039 fixed bed 
WC4 1.01 2.98 16.65 30.0 0.0027 fixed bed 
WC5 1.01 4.48 -19.11 26.3 0.1032 mud bed 
WC6 1.01 4.48 -9.00 26.3 0.0840 mud bed 
WW7 1.01 4.48 0.00 26.3 0.0718 mud bed 
WC8 1.01 4.48 8.10 26.3 0.0624 mud bed 
WC9 1.01 4.48 18.64 26.3 0.0543 mud bed 
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Mud mass transport velocities were measured from movement of colored mud 
used as a tracer. The technique introduced by Sakakiyama and Bijker (1989) 
was adopted. 

Experimental conditions 
Table 1 shows the experimental conditions of waves and currents. The mixture 
of 158% water content of commercial kaolinite and fresh water was used for 

the bed material when the experiments on the mud bed were conducted. 

RESULTS 

Wave height variation due to current 
(1) Measurement of wave heights on fixed and mud beds. 
Firstly, the reference values of wave amplitude were measured. A problem 
arose when the location for references was selected to ensure the condition of 
Eq. (2). On the fixed bed, there is no problem since the wave attenuation is 
expected to be small. On the mud bed, however the wave attenuation rate is 

rather high. In this experiment, the location for references x=0, was chosen at 
front edge of the mud layer. This selection was based on the assumption that 
the high wave attenuation is supposed to start when the waves come to the 
mud bed. 

Currents were generated and the velocity profiles were measured. These 
currents were superimposed with progressive waves produced by the wave 

generator. The input data of wave period T, wave height H, and water depth dl 

were the same for all runs. The actual wave amplitudes were then measured at 
x=0 for various current velocities. The measured values of H and the 
corresponding predicted value of L are listed in Table 2, where the subscript 0 
here indicates the condition without current generation. 

(2) Results. 

The experimental results on the wave height variation are shown in Table 2. 
Figures 2 and 3 show the wave height variation for various current speeds on 
the fixed bed and on the mud bed, respectively. It was seen that the strongest 
opposing currents yielded the biggest wave heights on both the fixed and mud 

beds. 
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Run No. U (cm/s) H(cm) 
Measured 

tf(cm) 
Predicted 

H/H0 
Measured 

H/H0 
Predicted 

L0 (cm) 

WC2 -16.0 3.72 3.88 1.25 1.30 113 
WC1 -7.34 3.23 3.32 1.08 1.11 128 
W2 0.00 2.98 2.98 1.00 1.00 139 
WC3 5.58 2.78 2.79 0.93 0.93 147 
WC4 16.65 2.66 2.48 0.89 0.83 162 
WC5 -19.1 6.00 6.21 1.34 1.39 104 
WC6 -9.00 4.91 5.11 1.10 1.14 121 
WW7 0.00 4.48 4.48 1.00 1.00 134 
WC8 8.10 4.07 4.07 0.91 0.91 145 
WC9 18.64 3.64 3.66 0.81 0.82 159 

The comparisons of the measured and predicted wave heights are showed in 
Table 2 and in Figs. 2 and 3. Good agreements are seen. The assumption in 
which the mud bed responds only to deformed wave are therefore justified. 

Wave attenuation due to interaction with current 
To estimate the wave attenuation quantitatively, a first approximation is to 
assume an exponential decay law of wave height: 

H = H^0epx(-kpc) (12) 
where Hx=0 is the initial wave height at x=0, H is the wave height at x and kt is 
the wave attenuation rate (or wave damping coefficient). This approximation 
is similarly supported by theoretical and experimental investigations of 
Keulegan (1950) and Iwasaki and Sato (1972). Although, this is only a first 
approximation, it turned out to be well fitted in representing present laboratory 
data both on the fixed and mud beds. 

(1) Wave attenuation on the fixed bed by current interaction. 

Although the present work mainly deals with the mud bed, one test with fixed 

bed was first conducted. The purposes of this test were given as follows. The 
first purpose was to check the wave attenuation rate with the ones obtained in 
previous works. The second one was to estimate a magnitude of wave 
attenuation rate from which the effects of currents and the effects of mud bed 
can be easily distinguished in the later experiments over the mud bed. 
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The experimental results on the wave attenuation rate, kh for the case r=1.01s 

and Hf/L0=0.02l, are shown in Fig. 4 and in Table 1 for several values of 
current speed. The values of kt were determined on the basis of regression 
analysis. The vertical line lengths represent standard deviations. The small 

standard deviations mean that the reliability is high in evaluating the wave 
attenuations. 

There is a clear tendency in which k-t is the greatest in the strongest opposing 
currents and decreases slowly with the following currents. As long as the 
bottom boundary layer is laminar, the increase of wave number will result in 
the increase of energy dissipation rate. The opposing currents made the 
wavelength shorter. The wave number therefore increased and the higher 

wave attenuation rates were seen. On the other hand, the following currents 
made the wavelength longer. The wave number, therefore, decreased and the 
lower wave attenuation rates were seen. 

It should be noted that the values of kt , around 0.004 m"1, obtained in the 
present experiment are close to the theoretical value about 0.002 m"1 given by 
Hunt (1952). These values are, however, relatively small compared to the ones 
of 0.02 rn ' obtained by Iwasaki and Sato (1972) and of 0.01 m"1 by Brevik 

(1980). The reason for this difference can be explained as follows. The 
incident wave heights were used in the present work to analyse wave 
attenuation. The closeness of present values to the theoretical ones is 
reasonable as long as only progressive waves are concerned. 

The results of runs Wl and W2 given in Table 1 show that the same wave 
attenuation rates were obtained with different wave heights. Examination of 

the wave conditions in these tests indicated that the bottom boundary layers 
were laminar because the maximum Reynolds number of 3215 in the tests was 
smaller than the critical one of 1.26x10 (Jonsson, 1966). The wave 
attenuation rates should, therefore, be same because they do not depend on the 
initial wave heights as long as the bottom boundary layers are laminar (Ippen, 
1966). 

(2) Wave attenuation on the mud bed due to interaction with current. 

The effect of currents on the wave attenuation is again considered in this part. 
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Figure 1: Sketch of experimental set-up. 
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Figure 3: Wave height variation due to currents on the mud bed. 
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Figure 4: Effect of currents on wave attenuation on the fixed bed. 

The experiments were carried out on the mud bed. Similarly, the experimental 

results of A:,-, for the case 7"= 1.0 Is and Ho/L0=0.0l3, are shown in Fig. 5 and 
Table 1 for several values of current velocity. The wave attenuation rate is the 
highest in the strongest opposing currents and decreases in the following 

currents, in the same manner with the waves on the fixed bed. Although the 
same tendency of wave attenuation are found for waves on the fixed bed and 
the mud bed, the magnitudes of wave attenuation for waves on the mud bed 
are one order of magnitude greater than the ones for waves on the fixed bed. It 
was confirmed again that the mud bed enhances wave attenuation. 

These laboratory results are now utilized to verify the numerical model. The 

comparison between the laboratory data and the computed ones are shown in 
Fig. 5. The model predicts the highest wave attenuation rate in the strongest 
opposing currents and the lowest wave attenuation rate in the fastest following 
currents, in the same manner with the wave attenuation which varied with the 
current speeds observed in the experiments. In terms of the absolute 
magnitudes, the model also predicts well the wave attenuations in all cases of 

various current speeds except in the case of strongest opposing current where 
the model gives underestimation. The strongly nonlinear wave pattern in the 
strongest opposing current might be the reason for this underestimation 

because the model is based on the linear waves. 
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Figure 5: Effect of currents on wave attenuation on the mud bed. 
Mud mass transport velocity under wave-current interaction 
(1) Measurements. 
The mud mass transport velocity is the average velocity obtained from the 

measured displacement over the duration of experiment. The duration time, 
therefore, was a decisive factor in determining the mud mass transport 
velocity. A long duration would render the mud surface slope tilted at the 
onshore end and less mud mass transport might be resulted. On the other hand, 
if a very short duration was applied, the effect of inertial force and thixotropy 
effect would become profound. By trial and by carefully observing the 
formation of mud surface slope, the proper duration was selected to be from 
65 s to 75 s. For each run, the mud mass transport was measured at the 

location of 1.0 m downstream of the front edge of the mud layer. 

(2) Mud mass transport velocity. 
A series of five runs with various current speeds was performed in order to 

analyse the effect of currents on the mud mass transport velocity. 

Before comparisons are made between the calculated results with the 
laboratory data some parameters used in calculation are explained here. The 

parameters JUJ and G were given by Shibayama and An (1993). The values of 

ju2 - 4.5 Ns/m and xy = 17.0 N/m are chosen by being fitted to mud mass 
transport velocity and wave attenuation rate in the case of no current, and then 
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Figure 6: The comparison between the experimental and calculated 
results on mud mass transport velocity, a) Run WC5:7M.01s, U=-19.l 

cm.s\ b) Run WC6:7M.01s, t/=-9.0 cm.s \ c) Run WW7:7M.01s, 
U=0, d) Run WC8:r=1.01s, U=+8.l cm.s~\ e) Run WC9T=1 01s' 
U=+18.6 cm.s'. 
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applied them for other calculations with currents. 

The results of mud mass transport velolity at x=1.0m in five runs are shown 
in the Fig. 6. There is a trend that the mud mass transport velocity is biggest in 
the strongest opposing current and decreases with increasing current in the 
positive direction. This trend can also be predicted by the numerical model. 

The good agreement between the experimental results and the computed ones 
confirms that the numerical model on the wave-mud interaction can further be 
extended to predict the wave-current-mud interaction by taking wave 
deformation effect into consideration. The effect of currents on mud transport 
can be explained by the wave deformation due to current as follows. In the 
opposing currents, the water pressure gradient at the water-mud interface 
becomes great as the wave height increases and the wavelength decreases, and 
this change causes to yield large mud transport. In the following currnts, the 
pressure gradient becomes small as the wave height decreases and the 

wavelength increases and this results small mud transport. 

CONCLUSIONS 

From the present study, some conclusions on the wave-current-mud 
interaction are drawn as follows. 
(1) Usage of the incident wave height improves the reliability of analysis of 
wave attenuations significantly. 

(2) Wave attenuation increases in the opposing currents and decreases in the 
following currents on both the fixed and mud bed. 

(3) Wave height variation due to wave-current interactions on the mud bed can 

be predicted well by a simple model of irrotational slowly-varying current. 

(4) The mud mass transport velocity increases in the opposing currents and 
decreases in the following currents. 

(5) The numerical model for the wave-mud interaction has further been 
extended for the wave-current-mud interactions by taking a wave deformation 
effect into consideration. The extended model succeeded in predicting   the 
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laboratory results that the largest mud mass transport velocity and highest rate 
of wave attenuation occur in the strongest opposing current and the smallest 
and lowest ones in the fastest following current. 
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CHAPTER 211 

On Residual Transport in Shallow Tidal Basins 1 

Andrea Balzano 2 

Abstract 

In the paper the influence of some physical and numerical effects 
on computations of residual transport in shallow tidal basins is analysed. 
Investigations deal with: i) the Coriolis acceleration, ii) the specification of 
the tidal forcing, iii) the diffusion coefficient, iv) a time weight in a standard 
implicit numerical scheme. The analysis has been carried out by means of 
intratidal mathematical models with reference to three schematic basins, with 
the tide being the only forcing of the system. These are typical conditions in 
which critical environmental events like anoxia occur. Usual assumptions in 
mathematical modeling of 2D flows in shallow basins regarding the above effects 
are tested both in the short and long term. The different importance of that 
effects depending on both the time scale of processes and the basin morphology 
is shown. Results are presented in terms of turbulence-time-averaged circulation 
patterns, Lagrangian residual circulation patterns, distributions of relative 
differences induced in the latter by including or not the investigated effects, 
and convection-dispersion of a passive solute. 

1.    Introduction 

Environmental modelling of a tidal basin generally requires long-term 
hydrodynamic and transport simulations. For such a task, either iniratidal 
and iratertidal mathematical models could be seen as proper tools from a 
cost-benefit point of view, depending on the actual time extent of the simulations 
required for the specific problem to be solved (weeks, months, years, etc.). 
However, whatever the model used, one is essentially interested in the net 
(residual, iTi^ertidal) transport over a time extent of the order of the period 
of a representative tidal component - typically, 12-24 hours - rather than in a 
detailed description of the motions occurring at a smaller (intratidal) time scale. 

It is well known that residual transport is strongly influenced by the 
nonlinearities acting in water motion (Van de Kreeke, 1976; Zimmermann, 1979) 

1Research carried out with the financial support of Sardinia Regional 
Authorities. 

2Research Engineer, CRS4, Centro di Ricerca, Sviluppo e Studi Superiori in 
Sardegna - Centre for Advanced Studies, Research and Development in Sardinia, 
Via Nazario Sauro 10, 09123 Cagliari, Italy, E-mail: balzano@crs4.it. 
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and usually at least one order of magnitude smaller than the tidal excursion. 
Thus, typical schematizations that are commonly accepted - and acceptable, 
indeed - when dealing with turbulence-time-averaged quantities could no longer 
be so when, based on the relevant, intratidal, velocity fields, computations of 
residual fields are to be performed. This, as long as results may be seriously 
influenced by effects - either physical or numerical - that are minor factors at 
smaller time scales. 

Many studies about residual circulation can be mentioned, concerning 
fields of quite different characteristics: harbours (Falconer, 1985), estuaries 
(Cheng and Casulli, 1982), open sea (Maier-Reimer, 1977). A great deal of 
research work has been done on Mediterranean lagoons, even with environmental 
safeguard purposes (O' Kane et al., 1990; Avanzi e Fiorillo, 1983; Cioffi e 
Gallerano, 1990; Dejak et al, 1990; Cioffi et al., 1994; Defina e D'Alpaos, 1994). 
Indeed, such water bodies are particularly liable to environmental hazards due 
to their relatively weak refreshment capability. However, fewer studies of their 
long term dynamics by field-verified mathematical models exist. 

As a preliminary step to the implementation of a water quality forecasting 
system for eutrophic water bodies in the island of Sardinia, the influence of some 
of the above mentioned effects on residual transport has been analysed by means 
of intratidal mathematical models. Since the system is to be applied primarily 
to relatively small and shallow lagoons, the analysis has been carried out on 
schematic tidal basins whose geo-morphological characteristics resemble those of 
such natural water bodies. However, several mediterranean tidal basins match 
these general features as well. The present investigation is then to be seen as a 
specific contribution, strictly significant for the particular class of water bodies 
mentioned above. 

Moreover, at this stage particular environmental conditions are considered 
like those eventually determining anoxia in the water body. These are essentially 
high temperature and the absence of wind, the latter being of major importance 
for the setup of residual circulations. Results are then to be intended as realistic 
for time extents not longer than, say, one month, in the summer season. 

2.    Description of numerical experiments 

In the numerical experiments the three prototypes shown in fig. (1) have 
been considered, namely: (a) a completely flat, 1 m deep, basin with a 400 m 
long by 800 m wide inlet, whose axis coincides with the symmetry axis of the 
basin, sided by two expansions whose dimensions are 4000 x 4000 m; (b) a similar 
basin, in which the central, 800 m wide, strip is occupied by a 5 m deep channel; 
(c) a basin in which the depth varies gradually from 5 m in the central strip to 
1 m at the lateral borders of the expansions. The tidal range at the entrance of 
the inlet is assumed of the order of 1 m; a latitude of 45° is considered. For the 
three prototypes and for the various effects investigated, comparisons have been 
made between either the two-dimensional, depth averaged, Lagrangian residual 
circulation fields and the results of a stochastic convection-dispersion model 
based on the random-walk technique. 

The influence of the following factors on residual transport has been 
investigated: i) the Coriolis acceleration; ii) the specification of the tidal forcing 
at the basin inlet; iii) the diffusion coefficient, K, in the equation of motion; 
iv) the time weight, a, of the finite difference implicit scheme for both the 
divergence of fluxes in the equation of continuity and the gradient of the free 
surface elevation in the equation of motion. 
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For the computations of the intratidal velocity fields a 2D finite difference, 
Eulerian-Lagrangian, hydrodynamic model was employed. This is based on the 
usual shallow water equations 

dt]     dU     dV 
—- H 1  
dt     dx      dy 

0 

dU     d{uU)     d{vU) cfy 

dt dx dy dx 
fV = 0    (1) 

dt dx dy dy p -+^SPW k?h7/3 0 

where x, y are the cartesian coordinates in the horizontal plane; t, the elapsing 
time; u, v and U, V, respectively the mean velocity and unit width discharge 
components in the x and y directions; g, gravity acceleration; rj, free surface 
elevation above a datum; h, total depth; K, the horizontal diffusion coefficient; 
T,X and rsy, respectively the x and y components of the surface stress; p, the 
density of water; ks, the Strickler roughness coefficient ; / = 2u;sin</?, the 
Coriolis parameter; u>, the angular speed of the earth's rotation; <p, latitude. 

A fourth order Lagrangian method for the treatment of the convective 
terms and a real bidimensional solution of propagation ensures the correct 
representation of the velocity fields even in the presence of a dramatically 
irregular bathymetry (Benque et al., 1982; Balzano, 1993). Lagrangian residual 
velocity fields were computed on the basis of the following definition (Cheng and 
Casulli, 1982) 

t0+T 1     /•'»+-' 
Vir(x0,i0) = - /        v[y(x0,t),t]dt 

1 Jt„ 
(2) 

CROSS  SECTION 
Cpietersl 

IT 
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Figure 1: Schematic test basins 
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where Vjr = (ujT)vjT) is the Lagrangian residual velocity computed in the point 
of coordinates x„ for the tidal phase t0\ T is the tidal period; v(x,£) = (u,v) 
the eulerian velocity; y(xOIt) the coordinates of the trajectory of a passive 
tracer released in the point x„ at time ta.   In the numerical integration (2), 

the time step was assumed as At = mini-^ , ~~}, with n = 5 -j- 10 and 
Ai < 10 -7- 30 s. Numerical convergence of the residual velocity fields required 
time steps down to 60-rl20 s in the hydrodynamic model, corresponding to 
values of the Courant number Cr=0.7-r3. Incidentally, it is remarked that this 
suggests the feasibility of resorting to explicit or ADI models for this kind of 
problems. This, particularly in the case that developments on parallel computers 
are foreseen to achieve higher computational speed. 

In the stochastic transport model a mass of passive solute is represented 
as a "cloud" of mutually independent particles, subject to the resultant of 
the deterministic mean flow velocity and random fluctuations (Ghoniem and 
Sherman, 1985; Maier-Reimer and Sundermann, 1982)). Gaussian random 
displacements, uncorrelated in the directions normal and tangent to the 
trajectory were assumed. These are computed on the basis of the relevant 
longitudinal and transverse components of the dispersion tensor, K% and Kt} 

as given by Elder formulas, i.e. Ki = 5.93 u*h, Kt = 0.23 u*h, where u* is 
the shear velocity. Thus, also dispersion due to vertical shear is represented. 
Computed values of the above diffusion coefficients are in agreement with those 
obtained by others with subgrid scale energy techniques for similar water bodies 
(Pfeiffer et al, 1988). 
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Figure 2: Intratidal circulation velocity field in a flat, 1 m deep, tidal basin with 
a central, 5 m deep, channel, computed (a) with and (b) without the Coriolis 
forces 
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3.    Results 

3.1    Coriolis acceleration 

Classical order of magnitude analysis of the governing equations shows 
that Coriolis forces are negligible compared to convective terms whenever the 
Rossby number, Ro = jwl*' *s ^arSe> v* an(^ •&* being a characteristic velocity 
and length (Pedlosky, 1987). Moreover, they can be small compared to bottom 
friction in the presence of relatively small water depth and large bottom 
roughness. As a matter of fact, Coriolis forces are usually regarded as a minor 
factor in lagoons on the basis of the above arguments (Morandi Cecchi, 1989) 
and therefore neglected in real case studies (Chignoli e Rabagliati, 1977; Volpi 
e Sguazzero, 1977; Umgiesser et al., 1988, 1993; Rosso et al., 1993; Cioffi et al., 
1994). If only intratidal fields are required, for a number of practical applications 
it can be agreed upon this choice. As an example, in fig. (2) the instantaneous 
(i.e. turbulence-time-averaged) velocity fields at mean flood tide in the basin 
with channel, computed (a) with and (b) without the Coriolis terms included, 
are shown. For a significant comparison Strickler roughness coefficients down to 
k=30 m1'3s-1 were assumed in the computations. Indeed, this value corresponds 
to a rather rough bottom and results from calibrations of models with field data 
(Umgiesser et al., 1988). In order to avoid problems arising when a uniform level 
is directly imposed in the presence of the Coriolis forces (Cheng e Walters, 1982), 
the same symmetrical time series of discharges has been imposed at the inlet as 
common boundary condition. This was deduced from preliminary computations 
with the Coriolis terms not included, for a reference mixed tide of 1 m of range. 
This is composed of a semidiurnal component of amplitiude a, = 0.4 m and a 
diurnal component aj = 0.141 m with the same phase. 

Clearly, hardly significant differences can be perceived between the two 
patterns, even in details. Even though differences are more evident near the 
high and low tide, nonetheless it is agreeable that a reliable description of the 
instantaneous circulations can be obtained without the inclusion of the Coriolis 
terms. However, residual velocity fields based on intratidal fields computed 
including or not the Coriolis terms show significant differences for all the three 
prototypes, particularly for the flat and the channeled basin. In the former (see 
fig. (3)), quite different locations of the centers of the macro-vortexes can be 
observed, while in the latter (see fig. (4)) a large zone of close recirculation is 
not reproduced without the inclusion of the Coriolis terms. This occurs also 
in the third basin, but with narrower recirculating eddies. It is to be noted 
that not only the test basins are given a remarkable roughness, but also they are 
much smaller than the real water bodies for which Coriolis effect was assumed as 
negligible in the references previously quoted, i.e. the Venice lagoon (550 km2). 

A quantitative analisys has been carried out, resulting in curves of the 
cumulative frequences, F(S), of the relative differences, S, between the values 
of the residual velocity components in the grid nodes as computed in the two 
cases. These are plotted for various tidal phases, to which Lagrangian residual 
quantities are sensitive (phase 0 = flood, mean tide). Also, these curves are 
plotted for different threshold values, 0, of the velocity components in order 
to point out whether large relative differences affect even the greatest velocity 
components in the residual field. In symbols: 

5„ (6) = with       iw?, >6OR/>0;        w = wr, VlT 
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Figure 3:    Lagrangian  residual circulations in a flat,   1  m deep,  tidal basin 
computed (a) with and (b) without the Coriolis forces 
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Figure 4: Lagrangian residual circulations in a flat, 1 m deep, tidal basin with 
a central, 5 m deep, channel, computed (a) with and (b) without the Coriolis 
forces 
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In fig. (5a-c) such curves computed for the three basins in the cases that 
Coriolis forces were included or not are shown. For instance, for the flat basin 
(fig. (5c)) it is seen that not only the about 1100^1350 values of residual velocity 
components greater than 0.0001 m/s - whatever the tidal phase - but also 
the 26 values greater than 0.002 m/s - for the 0/8 tidal phase - still exhibit 
significant relative differences, i.e. even greater than 100%.   More impressive 
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Figure 5: Curves of the cumulative frequences, F(S), of the relative differences, 
S, between residual velocities components computed for the three test basins 
(a-c) with the mixed tide including or not the Coriolis terms and (d-f) with the 
Coriolis terms considering the semidiurnal or the mixed tide 
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results obtained with the stochastic transport model will be shown further on, 
together with analogous results from analysis of the effect of the tidal pattern. 

3.2    Specification of tidal wave at open boundaries 

The second comparison has been carried out between the specification 
of a semidiurnal and a mixed tide (see fig. (6c,b)) as boundary condition of 
the hydrodynamic model. Indeed, the latter is the basic pattern of a possibly 
more complicated real tide like that shown in fig. (6a). This general behaviour 
can be observed at Mediterranean coasts, as well as at many other sites in 
the world. However, in literature cases can be mentioned in which, given a 
real irregular pattern, the semidiurnal one is assumed either, generically, for 
the sake of simplicity or since it is assumed that very refined results should 
not be expected when a necessarily rough specification is given as to any other 
parameter or forcing - typical is the case of wind - included in the model (Cheng 
and Casulli, 1982). It seems then useful to elucidate what the consequences of 
this choice might be if a less rough description of residual circulation is desired 
in the case that no other important external forcing is acting on the field. As 
mentioned earlier, this is not an unaccetable abstraction since these are exactly 
the conditions in which, e.g. anoxia phenomena occur in an eutrophic water body. 
However, the present investigation is, in turn, somewhat simplified in that the 
tidal amplitude variability in the syzygial period is not taken into account. The 
present investigation may then be regarded as a first attempt to define a suitable 
representative tidal pattern to be used in practical applications to approximate 
the real behaviour in the intertidal approach. 

The mixed tide to be approximated is the one already mentioned in 
section 3.1 and shown in fig. (6b). At first, results obtained with tides of 
equal amplitude a = 0.5 m (fig. (6c)) have been compared. Then, tentative 
alternative specifications of the semidiurnal tide have been tried, namely: i) the 
single semidiurnal component exctracted from the mixed tide (a = a, = 0.4 m); 
ii) the semidiurnal tide whose mean energy equals that of the mixed tide 

(a = v/aj + a\ = 0.424 m), mean tidal energy over the period, T, being defined 
as 

E =4// dt 

In no case significant improvements were obtained as to the similarity of 
numerical results.  In fig. (5d-f) the curves of cumulated frequences of relative 
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Mediterranean tide, (b) mixed pattern, (c) semidiurnal pattern 
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differences computed for the three basins for the comparison to the semidiurnal 
tide of equal range are shown. 

3.3    Simulations of convection-dispersion 

Numerical simulations of convection-dispersion of a passive solute released 
in various points of the basins confirmed the significance of the previously 
mentioned differences. 

In the flat basin the spreading of the tracers is very weak and regular. 
Indeed, according to the simple gaussian model of dispersion (Adams and 
Baptista, 1987), the second central moment of the mass distribution 

Dl 
N 

J2 (*i - Xc)2 + (yi - Vcf 

where a;,-, y, are the coordinates of the i — th particle of the ensemble of N 
particles, and xc, yc are the coordinates of the center of mass, was found to be 
fairly linearly proportional to the elapsed time for a specified tidal phase, at 
least after a sufficiently long time from the release. This is shown in fig. (7) 
for the release point No. 1 of fig. (8), in the presence of both mixed tide and 
Coriolis forces. Although the alternate stretching and contracting behaviour of 
the cloud is governed essentially by the mean velocity gradients, the order of 
magnitude of the ratio D2

q/2t is as that of the intratidal diffusion coefficients 
considered in the simulation of random fluctuations. 

Under the above conditions of regularity of diffusion, exclusive reference 
can be made to the position of the center of mass for the comparison of the effects 
of the tidal pattern and the Coriolis forces. Results are shown in fig. (8) for three 
points of release of the mass of solute and for the four possible combinations of 
the above factors. Trajectories followed by the centers of mass over a time 
extent of 20 days are plotted with a time step equal to the period of the 
relevant tidal pattern, so that tidal excursion is not resolved. It is apparent that 
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solute transported in the flat basin under the effect of both the mixed tide and 
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neglecting of the Coriolis forces leads to a much more unrealistic simulation of 
the transport phenomenon compared to the approximation of the mixed tide by 
the semidiurnal one. 

In the channeled basin, depending on the location of the release point, 
intratidal dispersion can be completely dominated by the spread induced by 
noticeable mean velocity gradients. Indeed, in that zones intratidal dispersion is 
only responsible for the initial, near field, displacement from which the second 
factor leads to a spread of a greater order of magnitude. In fig. (9a-f) the 
displacements of clouds of solute after four days from the release in two points 
of the basin are shown. Depending on the location of the point of release, a 
different relative importance of the Coriolis forces and the tidal pattern in the 
convection-dispersion process can be perceived. In particular, near the shore, 
just like in the flat basin, considering the Coriolis forces is much more important 
than exactly specifying the tidal pattern. However, in the proximity of the 
channel both factors must be properly represented for a correct reproduction of 
the dispersion process. 

It is apparent that the reason of this behaviour is to be found in the major 
role played by the channel in the whole dynamics of the water body, it being able 
to produce a circulation that is one order of magnitude stronger than in the flat 
basin. Apparently, the Coriolis forces act more as a direct driving factor of the 
circulation in the flat areas of both basins. Instead, in the areas influenced by the 
channel their role is mainly that of inducing different interactions between the 
expansions and the channel itself, whose presence, along with the associated 
strong velocity gradients, is indeed responsible of the important convection 
and dispersion at the intertidal scale. If boundary conditions like the tidal 
wave are changed, then the low hydraulic conductivity of the flat areas - in 
particular, of the inlet - causes the effects of the changes to be damped as 
well. Instead, the major conductivity of the channel causes the features of an 
important driving mechanism, and so the resulting features of circulation, to be 
remarkably modified too. 

The basin with sloping sides behaves essentially like the channeled one, as 
far as analogous conditions at the inlet are involved. This is shown in fig. (lOa-f) 
for the same points and initial tidal phases of release as for the channeled basin. 
In particular, for the release in the proximity of the channel, while considering 
the mixed pattern makes only a small part of the particles to be out of the 
domain after four days, none of them remains within it if the semidiurnal tide 
is considered, regardless of the inclusion of the Coriolis terms. 

3.4    Diffusion coefficient and numerical time weight 

Let us consider the following simplified form of the x-momentum equation 
drawn from system (1): 

dU        , dr,        rT     „ 
-+gh£ + 1U = 0 (3) 

where jU is the linearised bottom friction term. This can be discretised on a 
fully staggered, Arakawa-C grid as 

rrn+l rm / ~n+l „n+l Ui+l/2,j        Ui+l/2,j Ll71+1       7?«+l,i ~ ViJ 
Xt + a l^i/*       \x (4) 
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vw-vu +(1-«)F^^ + 7^%,; 0 

where a = 0.5 ~-1 is required for a stable discretization. Analysis of the relevant 
truncation error shows that using scheme (4) in numerical computations equals 
solving 

dU       , dri (H d
2U 

dt2 + (l-a)7 
dU_ 

dt 
At+ 0 [At2, Ax2, Ay2) 

regardless of the method used for the linearisation of the barotropic pressure 
gradient. This holds also for a fully non-conservative analog of equation (3), 
involving velocity components alone. In the absence of bottom friction, the 
scheme can be made of second order in time by letting a = 0.5, while values 
greater than 0.5 provide a damping effect (Casulli and Cattani, 1993). Since 
this effect, even though not remarkable, is nonetheless clearly perceivable at the 
intratidal time scale, a check on its importance at the intertidal scale has been 
done. 
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5 m deep, strip and sloping sides, four days after release in two points, computed 
for a mixed tide (a,d) with and (b,e) without the Coriolis forces, and (c,f) for a 
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The effect of diffusion terms in equations (1) is also often considered 
negligible in current simulations in lagoons, provided that sufficiently small space 
and time scales are considered in the computations (Pfeiffer et al., 1988; Rosso 
et al., 1993; Umgiesser et al., 1993). 

As far as regards the parameter, a, and the diffusion coefficient, K, 
comparisons have been carried out, for the channeled basin only, between results 
obtained in a reference case (the above mixed tide of 1 m of range, K=0, a=0.5, 
i.e. Crank-Nicholson scheme), and two cases differing respectively by K=l m2/s 
and a=l (fully implicit scheme). These values represent a strictly upper limit 
value for the latter parameter and a reasonable one, though roughly estimated, 
for the former, depending on the characteristics of both the basin and the motion. 
In fig. (lla,b) the relevant curves of relative differences are shown. Though the 
channeled basin was expected to be, among the three, the most sensitive to 
changes in the above mentioned parameters, results are apparently much less 
significant compared to the cases of Coriolis forces and tide specification. 

4.    Conclusions 

Some features of long term transport in shallow and relatively small 
lagoons under a relatively weak tidal forcing alone have been analysed. Results 
are then applicable to Mediterranean tidal basins in the absence of wind, i.e. in 
conditions like those eventually leading to anoxia in the water body. 

It has been shown that the usual assumption of neglecting Coriolis forces 
in this kind of basins is acceptable only for the purpose of determining the general 
characteristics of intratidal circulation. Indeed, this factor proved essential to the 
correct simulation of long term transport in all the three prototypes considered. 
Potentially dangerous mistakes of practical interest in applications have been 
shown. A mixed tidal pattern proved well approximated by a semidiurnal one of 
equal range in a flat basin in which the tidal range is substantially damped at the 
inlet, as well as in the peripheral, shallower areas of basins in which propagation 
of the tidal wave is allowed to a larger extent. In the latter, a more realistic 
tidal pattern is required for a correct simulation of convection-dispersion in areas 
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characterized by relatively strong velocity gradients in the hydrodynamic field. 
Though numerical results should always be regarded with caution even 

when an accurate check is done on numerical convergence and a robust and 
accurate model is employed, particularly in the presence of a highly irregular 
bathymetry (D'Alpaos et al., 1992), nonetheless it seems that, if not exactly the 
numerical entity of the mentioned differences, at least the remarkable differences 
shown as to the circulation patterns should be regarded as really meaningful. 

On the basis of the above results, it seems that a representation of the 
long term transport due to a real tide of variable amplitude in the syzygial 
cycle in terms of residual fields for semidiurnal tides of correspondingly varying 
amplitudes can be tried for basins like the flat one considered in this study. 

On the other hand, residual circulation seems to be less sensitive even 
to reasonably high values of the diffusion coefficient, which, however, could not 
be assigned an accurate value at the start of the art. Even less significant is 
the effect of the numerical time weight a, of a standard implicit discretization 
scheme for spatial derivatives, whose smoothing effect when equal one is not so 
much important on tidal waves compared to short and high-frequence ones. 
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CHAPTER 212 

THE EXTENT OF INLET IMPACTS UPON ADJACENT SHORELINES 

Kevin R. Bodge, Ph.D., Member ASCE1 

Abstract 
The erosional impacts of improved inlets upon adjacent shorelines may be best estimated by first 
computing the volume of material removed from the littoral system and then examining the adjacent 
shorelines to identify the length along which this volumetric impact has been manifest. This contrasts 
with the traditional approach whereby erosion is identified along a finite reach of shoreline and attempts 
are then made to link the erosion to a plausible cause. The length and volume of inlet-related erosion at 
two inlets considered herein are significantly greater than that traditionally ascribed to the inlets. Both 
feature near-field and far-field downdrift erosion signatures separated by stable shoreline. 

INTRODUCTION 

Improved ocean inlets are becoming increasingly recognized for their role in 
effecting beach erosion along adjacent shorelines. Such inlets include those which have 
been created or stabilized by dredging and/or by structures for purposes of navigation, 
water quality, flood control, etc. The total extent of these projects' influence upon the 
adjacent shorelines is not presently certain and is the subject of considerable debate. 
In the United States, perhaps the first examination of the topic was prepared for the 
U. S. Army Chief of Engineers in 1938 (Blackman, 1938). More recent discussions 
include those of Dean and O'Brien (1987), Fields et al. (1989), Work and Dean (1990), 
Bodge (1993), Bruun (1994), among others. 

This paper considers the proposition that the littoral impact of inlets (and 
similar coastal perturbations) may be much greater than previously suspected. The 
reasons for this could be that (1) the littoral impacts are more closely related to 
interruptions of the gross transport rates (rather than the net transport rates), and (2) 
that the traditional identification of downdrift shoreline change maybe a poor indicator 
of an inlets' total volumetric impact. Because the paper examines the degree to which 
man-made coastal projects impact the shoreline's littoral drift regime, its applicability 
need not be limited to ocean inlets. That is, the principles considered herein should be 
appicable to coastal perturbations in general which act as a sediment sink; e.g., marinas, 
breakwaters, long groins, nearshore dredging, etc. 

GENERAL CONSIDERATIONS OF INLET IMPACTS 

The Influence of Gross vs. Net Transport. An inlet's littoral impact is often 
expressed in term of its "interruption of the net littoral drift." While this is a useful 
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concept to help explain inlet impacts to laymen, it is a significant simplification of 
littoral processes — and risks marked underestimation of an inlet's actual impacts. 

For example, it is known that a perturbation (such as a groin) placed along a 
beach with large gross transport but negligible net transport will, indeed, induce 
changes to the adjacent shorelines. The degree to which the beach will be erosional or 
accretional on each side may depend upon the state of the transport regime or the 
overall supply of sediment at the time the pertubation is introduced. Thus it is 
recognized that the gross components of transport may be central in characterizing the 
response of shorelines to perturbations. This idea is not new (Galvin, 1990, among 
others), but perhaps is increasingly overlooked. 

An improved inlet represents such a shoreline perturbation, and in particular, 
is often a sediment sink in response to gross transport processes (e.g., Bruun and 
Battjes, 1963; Dean and Walton, 1975; Walton and Adams, 1976). Consider, for 
example, a shoreline with component drift rates of +100 and -20 units, yielding a net 
drift rate of +80 units, along which is constructed a stabilized inlet (Figure 1). If all or 
part of the transport directed toward the inlet on its downdrift side leaks into the 
entrance channel, then the net downdrift erosion stress could be as much as 100 units 
instead of 80. Similarly, if all or part of the transport directed toward the updrift side 
is sunk to the channel or permanently impounded, there will be up to 20 units of 
localized erosion well updrift of the inlet. The total potential erosional impact would 
thus be 120 units (the gross transport rate), not 80 units (the net transport rate). 

Figure 1: Potential effect of an inlet upon a shoreline with gross transport rate components of 
100 and 20 units. By introducing the inlet, the potential downdrift and updrift erosional 
impacts are 100 units and 20 units, respectively. Consideration of only the net drift rate leads 
to the erroneous conclusion that erosional impacts are limited to 80 units on the downdrift side. 

Mechanisms of Inlet Impacts. The general mechanisms by which inlets impact 
the adjacent shorelines are known: Material is removed from the littoral system by 
impoundment against the inlet's terminal structures and by transport through, over and 
around leaky terminal structures (i.e., jetties which are too short, porous, or low). That 
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material which is transported past the structures is then deposited into tidal shoals or 
along the channel seabed. Dredging and subsequent offshore disposal further removes 
some of this material from the system. Even recent efforts to restore the suitable 
dredged material to the system are not 100% effective because the beach material which 
deposits in the channel often mixes with ambient silts and clays - making the material 
unsuitable for nearshore recovery (i.e., beach or nearshore berm disposal). 

The volumetric sum of these components (impoundment, shoal formation, and 
dredge disposal out of the system), measured relative to natural conditions, represents 
the inlet's littoral impact. Through consideration of the conservation of mass, this must 
also represent the total erosional impact of the inlet upon the adjacent beaches. 

Approach. A reasonable approach to estimate an inlet's littoral impacts may 
therefore be to first identify the volume of sand removed from the system by the inlet, 
and then examine the adjacent shorelines to identify the extent of the shoreline along 
which this volume has been realized. This approach contrasts with that conventionally 
employed to determine inlet impacts; i.e., where one first estimates volumetric erosion 
along a finite length of beach and then attempts to link the erosion to a plausible cause. 

APPLICATION: PORT CANAVERAL, FLORIDA 

As an example of the approach outlined above, the case of Port Canaveral, 
Florida, will be considered. Port Canaveral is located on the Atlantic coastline of the 
southeastern United States in the state of Florida (Figure 2). The port's inlet is presently 

10 km 

Figure 2: Location map of Port Canaveral, Florida. 
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maintained to a depth of -14 m MLW. Dual rock jetties which extend about 275 m and 
70 m seaward of the pre-inlet MHWL bound the channel entrance to the north and 
south, respectively. There are no tidal shoals associated with the inlet because the port 
has always been hydraulically isolated from inland waters by a navigation lock or 
berm, and the inlet's tidal currents are weak. The dominant drift direction is southerly. 

The inlet was artificially established by dredging through a sandy barrier island 
in 1950-52. The pre-inlet shoreline was regular, though arcuate, and accretive. 
Subsequent to the inlet construction, the shorelines north and south of the new inlet 
rapidly advanced and eroded, respectively. Despite the placement of almost 1.8 MCM 
of beach fill in the mid-1970's, the present shorelines north and south of the inlet are 
offset by over 280 m. 

Updrift Impoundment. The volume of sand impounded by the inlet's north 
jetty was estimated by comparing historical shoreline records prior to and after 
construction. The shoreline changes were converted to volumetric changes through an 
approximate, fixed multiplier of 8.23 m3 per m of change per m of shorefront. (This is 
a conservative value; i.e., it may underestimate the volume change. Comparison of the 
limited profile data historically collected along this beach suggested a value 20% 
greater than 8.23 m3/m/m.) The computed volume changes were then expressed as 
cumulative volume change updrift of the inlet — annualized over the years between 
shoreline surveys (Figure 3a). 

DISTANCE NORTH OF INLET [kml 

Figure 3: Cumulative annualized volume changes updrift of Port Canaveral developed from 
(a) discrete shoreline change records and (b) the average signals of the pre- and post-inlet 
shoreline change records. The difference between the pre- and post-inlet signals is the inlet effect. 
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The volume change data expressed in this way clearly fell into two groups 
corresponding to pre- and post-inlet conditions, respectively. The average of the 
cumulative curves in each of the two groups was computed to yield the approximate 
pre- and post-inlet rates of updrift volume change as a function of distance from the 
inlet. The difference between these two averages represents the net updrift effect of the 
inlet (Figure 3b). The updrift extent of the impoundment signal — suggested by the 
maxima in the curve — is noted about 3.3 to 5.0 km updrift of the inlet. The magnitude 
of the impoundment signal over this distance is about 152,500 mVyr (+37,500 m3/yr). 
Over the first 40 years since the inlet was constructed, this represents about 6.1 (±1.5) 
million cubic meters (MCM) of impoundment. 

Dredging. Only a portion of the sand which is transported toward the north 
jetty is impounded. The jetty is low and porous, and is now too short relative to the 
accreted shoreline. The south jetty is likewise low and porous. Sand which is 
transported over, through and around the jetties deposits in four well-defined, 
consistent shoals at the landward and seaward ends of the structures. Diving, core- 
boring, and dredging inspection reveals that these shoals are composed of sand from 
the adjacent beaches. From "condition" surveys of the inlet entrance collected quarterly 
over the past few years, these shoals re-appear after dredging at a combined, average 
annual rate of about 150,000 m3/yr. Over a 40 year period, this amounts to 6.0 MCM. 
The latter value agrees well with independent estimates of the sand volume thought 
to have been dredged from the inlet. Specifically, dredging records and geotechnical 
data (which reveal a consistent lower depth to the local surficial sand lens) suggest that 
about 6.0 MCM of the 38 MCM of material dredged from the inlet over its first 40 years 
was beach-quality sand which was removed for purposes of maintenance and placed 
in deep water, offshore. 

Over the inlet's first 40 years since construction, then, about 6.1 (+ 1.5) MCM of 
sand have been impounded by the north jetty beyond pre-inlet trends, and about 6.0 
MCM have been dredged and disposed of out of the littoral system. The total, about 
12.1 (+1.5) MCM, represents the inlet's littoral impact to the beaches over 40 years. 

Impact to Shorelines. It has been historically assumed that the inlet's effects 
extended only about 3 km downdrift - an area over which the post-inlet shoreline has 
been severely erosive (Figure 4). South of this distance (for a length of about 4 km), the 
shoreline has been stable to accretional. It is important to note, however, that the rate 
of accretion along this reach has been less than in pre-inlet conditions, and the beach 
south of this area has exhibited erosion. 

Erosion along the downdrift 3 km of shoreline was estimated in a similar 
manner as for the impoundment signal on the updrift side of the inlet. Historical 
shoreline change data were converted to volumetric equivalents (using a multiplier of 
about 5.8 m3/m/m based upon typical profile comparisons), and expressed as average 
annual, cumulative volume change downdrift of the inlet. The effects of two beach fills 
during 1972-1975 were approximately removed by subtracting the placed volume from 
the post-fill data along the placement area. Like the updrift volume changes, the results 
fall into two groups corresponding to pre- and post-inlet timeframes (Figure 5a). The 
difference between the average of the two groups yields the inlet's effect (Figure 5b). 
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Figure 4: Historical shoreline changes south (downdrift) of Port Canaveral Entrance for 
pre- and post inlet conditions. 

The inlet's primary erosive effect is evident within about 3.3 km south of the 
inlet (i.e., the point at which the cumulative volume change curve "levels out" in Figure 
5b). Over this reach, the inlet's effect has been equivalent to about 75,000 m3/yr of 
erosion, on average. Over the first 40 years since the inlet's construction, this represents 
about 3.0 MCM of erosion. The inlet's total littoral impact, however, is computed as 
about 12.1 (±1.5) MCM -- which leaves another 9.1 (±1.5) MCM of impact unaccounted 
for. It is possible, but not certain, that 1.3 MCM of inlet-related impact may be 
associated with erosion north of the inlet's impoundment fillet. Such updrift erosion 
is predicted by the sediment budget (see below). Impacts further updrift are 
improbable; therefore, by deduction, the inlet's remaining 7.8 (±1.5) MCM of erosional 
impacts are likely associated with the beaches beyond 3.3 km south of the inlet. The 
inlet's total downdrift impact is thus estimated as about 10.8 (±1.5) MCM (Figure 6). 

Cumulative volume changes along the beach downdrift of the inlet were 
computed beginning at the inlet for pre- and post-inlet conditions (Figure 7). An 
erosional volume of 10.8 MCM, accounting for pre-inlet processes is noted between 31 
and 42 km south of the inlet. The ±1.5 MCM uncertainty in the volume impact 
increases this range to between 22 and 53 km. Recent independent estimates of beach 
nourishment requirements within 42 km south of the inlet total 5.6 to 8.8 MCY (USACE 
1992; Coastal Tech. Corp. 1992). Another 2.8 MCM of beach fill have already been 
placed herealong during the period of study. When this 2.8 MCM is added to the 
existing requirements, the total restoration requirement is 8.4 to 11.6 MCM. These 
values corroborate the author's findings; i.e., that the inlet's total downdrift impact, 
based upon a sediment budget, is 10.8 (±1.5) MCM. 

Sediment Budget. The sediment budget developed for the inlet in pre- and 
post-project (existing) conditions is illustrated in Figure 8. The results are based solely 
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Figure 5: Cumulative annualized volume changes dovmdrift of Port Canaveral developed from 
(a) discrete shoreline change records and (b) the average signals of the pre- and post-inlet 
shoreline change records. The difference between the pre- and post-inlet signals is the inlet effect. 

Figure 6: Overview of volumetric impacts attributed to Port Canaveral over the 40 years 
since the inlet's construction. 
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Figure 7: Cumulative change in beach volume estimated as a function of downdrift distance 
from Port Canaveral Entrance. The upper pair of curves refers to "observed" changes since the 
inlet's construction. The lower pair refers to changes since the inlet's construction — relative 
to the local pre-inlet accretiotml trend. The range between the curves in each pair reflects error 
bars associated with transforming shoreline change data to volumetric estimates.  

PRE-INLET CONDITIONS POST-INLET CONDITIONS 

Figure 8:  Gross sediment budget computed for Port Canaveral Entrance.  The arrows and 
values represent longshore sediment transport rate in thousands of cubic meters per year. 
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upon interpretation of (i) measured shoreline changes north and south of the inlet, (ii) 
maintenance dredging records, and (iii) assumed values of the gross southerly and 
northerly transport rates incident to the inlet. The selection of the latter values was 
guided by refraction and GENESIS modelling results, and early studies of shoaling at 
the newly cut inlet (USACE 1961,1992). 

The pre-project, net littoral drift rate across the inlet entrance is estimated to 
have been 184,000 m3/yr to the south. From the sediment budget, however, the inlet's 
net impact is estimated to be 302,500 m3/yr. The 64% differencein these values is 
attributable to the sink effect of the inlet. Along the south beach in particular, the sand 
which chronically leaks through the south jetty (about 88,000 m3/yr) is lost from the 
beach and is no longer available for southerly transport during the predominant wave 
climate. At Port Canaveral, the result is an apparent reversal in the net transport 
direction downdrift of the inlet. This example illustrates the potential underestimates 
of inlet impact when net transport rates are considered in lieu of gross transport rates. 

APPLICATION: SOUTH LAKE WORTH INLET, FLORIDA 

South Lake Worth Inlet, Florida, is another example of a case where traditional 
examination of the downdrift erosion signature fails to reveal the extent of the inlet's 
littoral impacts. The inlet is located along the Atlantic coastline of Florida, about 150 
km south of Port Canaveral, in Palm Beach County. The inlet was artificially cut 
through a sandy barrier island in 1927 for the purposes of improving water quality 
within the southern half of Lake Worth. Dual jetties stabilize the entrance channel, 
which reduces to 41 m width and 3 meters depth at its smallest point. The net littoral 
drift is southerly-directed. Despite the operation of a sand bypassing plant at the inlet's 
north jetty (which discharges sand to the downdrift shoreline south of the inlet), the 
beach to the south of the inlet has exhibited chronic erosion. The shoreline within about 
2 km south of the inlet has been authorized as the site of a Federal shore protection 
(beach restoration) project. 

Sediment Budget. The major sediment transport paths at the the inlet were 
identified as shown in Figure 9. The net volume of sand reaching the inlet's north 
shoreline (Qj) is impounded at the north beach (Q2), lost to the ebb shoal or offshore 
(Q3), lost to the inlet interior (Q4), naturally bypassed via the inlet's bar (Qj), and/or 
mechanically bypassed (Q6). The net volume of sand which is transported away from 
the inlet's south shoreline (Q9) includes sand which is naturally and artificially 
bypassed (Q5 and Q6), placed upon the south beach from interior dredging (Q7), and/or 
eroded from the south shoreline within about 2 km of the inlet (Q8). That is, 

Qy-Q^Q^Q^Q^Q, (1) 

eQ=e,+e/i
+G7+eR (2) 

Estimates of six of the nine components in Eqs. 1 and 2 were developed for a 
number of time intervals using available data, including shoreline change records, 
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Figure 9: Net sediment transport components identified for South Lake Worth Inlet. 

surveys of the ebb and flood tidal shoals, aerial photography, sand bypassing and 
dredging records. Using the values for these components, estimates of the natural bar 
bypassing rate (Q5) and the net drift rate leaving the inlet area (Q9) were computed from 
Eqs. 1 and 2 for net littoral drift rates incident to the inlet (Qj) ranging from 135,000 to 
173,000 m3/yr. In this way, it was estimated that over the period 1927-90 (the first 63 
years since the inlet's construction), about 28% to 36% of the incident net drift was 
bypassed mechanically (Q6 and Q7) while about 37% of the incident net drift was 
bypassed naturally (Qs). (See Figure 9.) Thus, only about 65% to 73% of the net drift 
incident to the inlet's north beach has been transported across the inlet to the beaches 
south of the inlet — implying that the inlet has removed a volume of sand from the 
area's littoral system equal to about 27% to 35% of the incident net drift rate. This 
material has been diverted to interior shoals (much of which was dredged and used for 
upland fill along Lake Worth's shoreline), and the formation of an ebb shoal/bypassing 
bar platform and updrift impoundment fillit. 

Considering the incident net drift rate to be on the order of 154,000 m3/yr 
(Watts, 1953; Bruun et al., 1966), the inlet is therefore estimated to have diverted as 
much as 2.6 to 3.4 MCM of sand from the littoral system over its first 63 years. On the 
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other hand, shoreline change records (including those which were incorporated to the 
sediment budget analysis) suggest that the shoreline within about 2 km south of the 
inlet has eroded by only about 2% of the net drift rate incident to the inlet's north side -- 
or about 0.2 MCM over the inlet's first 63 years. 

Obfuscation of Downdrif t Impact. In the case of South Lake Worth Inlet, the 
downdrift erosion signature along the 2-km (+/-) reach of coastline thought to be most 
severely impacted by the inlet potentially underestimates the inlet's littoral impact by 
a factor of 16. The reason may be related to the significant degree to which the 
downdrift shoreline has been artificially manipulated through armoring (seawalls), the 
construction of groins, and the placement of sand (sand bypassing). In such cases, the 
shoreline's response to erosional stress may be extraordinarily obscured. 

By simple inspection of the nautical charts and historical aerial photography, 
there can be no doubt that the construction of South Lake Worth Inlet has removed 
from the littoral system far more than the 0.2 MCM of sand indicated by the immediate 
downdrift shoreline. The erosional stress that the inlet placed upon the shorelines 
(coupled with imprudent development in some cases) resulted in significant shoreline 
armoring adjacent to the inlet. This armoring limits the erosional signal of the beach, 
and/or precludes its identification from shoreline change data (which describe 
shoreline positions, not beach volumes). Reliance only upon the "near-field" downdrift 
shoreline history to deduce inlet-related impacts can result in significant 
underestimation of the inlet's impacts in those cases where the shoreline has been 
artificially manipulated. Additionally, in those cases where the adjacent shoreline(s) 
has (have) been stabilized against erosion, the inlet's erosional impacts must — by 
deduction — extend particularly far afield. 

DOWNDRIFT EXTENT OF INLET-RELATED EROSION 

Theoretical Considerations. In the two example applications presented above, 
it was noted that the inlets' littoral impacts may extend far from the inlets, despite their 
young age. In both cases, however, the apparent limit of the erosion was traditionally 
thought to be about 2 km or less downdrift of the inlets; i.e., on the order of about 10 
jetty lengths downdrift. Pelnard-Considere (1956) presented now-classical solutions 
for shoreline change adjacent to a sediment-trapping structure. At the time at which 
the structure becomes filled to capacity and begins to bypass sand, according to his 
solution, the shoreline recession (y) at a distance (x) downdrift of the structure is 

— =[exp(-«2)- JK U erfdu)] 
Y (3) 

where 

- 4= taI«V (4) 
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where Y is the structure length, and ab is the wave breaking angle (assumed to be 
quasi-steady). Both y and Y are measured relative to the no-structure shoreline. Figure 
10 presents solutions to Eq. 3 for various values of the wave breaking angle. For typical 
angles on the order of 4 to 8 degrees, shoreline recession on the order of 5% of the 
structure's length might be anticipated between 15 and 30 jetty lengths downdrift. 

x 
i— 
CD 

LU 

O 

cr 
h- 
GO 

O 

LU 
CC 

1.0 

0.1 

O      0.01 
GO 
GO 

O 
LU 
CC 

CC 
O    0.001 
GO 

\\ '—^ 
S     s 

v\\ 
\\ \ 

\ 
\\ V \ \ \ \ .    \ \ \ \    \ \ S \ \   \ s, \ \ \ 

\ \ V V 
\ \ A \ 
\ \ \ \ \ 

V > 

\N 
^ 

\ N •V 2°V 

1 \ \ \ \ \ 
1 \ \ \ \, \ \ \ \, 
\ \ V \ \ 

\ \ \ S, 
\ \ \ \ 
\ \ \ \ 

2 
1   1 

5°2C 
1 

°15 > 10° 8° 
\ 
6 0 4° 3° 

III! Mil 1111 I I I I IIII 11 II II 11 1111 M II j I II I 1111 11 li 1111 illl IIII 

0      5     10    15    20   25   30   35   40   45   50   55   60   65   70   75 
DOWNDRIFT  DISTANCE,     x/Y 

Figure 10: Shoreline recession predicted from Eq. 3 as a function of structure length and 
distance downdrift of the structure. The condition corresponds to the time at which sand 
 begins to bypass the structure.  

In the case of Port Canaveral, the average-annual breaking wave angle south of 
the inlet (as computed from hindcast data refracted to shore) is about 4 degrees. Taking 
Y = 275 m (the length of the north jetty measured from the pre-inlet shoreline), 
downdrift recession on the order of 5 m over the inlet's history is predicted to occur 
about 37 jetty lengths downdrift, or about 10 km. (Recession less than about 5 m over 
40 years is generally perceived as negligible in this locality.) When one considers that 
the updrift impoundment represents only half of the inlet's estimated impacts (the other 
half is dredging related), then the appropriately predicted distance may be twice as 
great — or about 20 km. This length agrees in general magnitude with that estimated 
by the method presented in this paper. In any case, it is considerably greater than the 
3 km shoreline reach along which the inlet's erosion is traditionally attributed. 
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In the case of South Lake Worth Inlet, the lineal extent of the inlet's impacts to 
the adjacent shorelines is not entirely clear. Considering that the estimated volumetric 
impact is 2.6 to 3.4 MCM over 63 years, and that typical observed erosion rates in the 
area are on the order of 0.5 m/yr or less (or about 2.75 m3/m/m/yr), the length of 
effected shoreline may be on the order of 15 to 20 km. The actual length is probably 
much greater — and/or perhaps the volume of sand removed by the inlet has never 
been fully mitigated by erosion of the adjacent beaches — because long reaches of the 
adjacent shorelines are armored by seawalls which significantly reduce observed 
shoreline and volumetric erosion of the beach. 

"Near-field" and "Far-field" Impacts. The primary reason that the inlet impact 
associated with Port Canaveral was considered as only 3 km was that the shoreline 
south thereof (for a distance of a few km) appears stable to accretional. Indeed, this 
shoreline remained accretional after inlet construction — but the rate of accretion was 
about two-thirds less than pre-inlet rates. Bodge (1994) demonstrates through a large- 
scale sediment budget that it is possible to have net shoreline accretion in the midst of 
an otherwise erosive regime downdrift of the Port Canaveral inlet. In any case, the 
overall picture is one of a severe "near-field" erosion wave within a few km of the inlet 
and a less dramatic "far-field" erosion wave separated from the former by a relatively 
short reach of stability or accretion. Bruun (1994) discusses numerous examples of this 
phenomenon and examines possible migration rates of these two erosion features 
downdrift of inlets. Bruun concludes that the "downdrift shoreline development at a 
littoral drift barrier may in general, but not always, be described by a short (local) as 
well as a long distance effect which both move downdrift at various rates, the long 
distance movement being 2-3 times faster than the short distance, or about 0.5 km/yr 
versus 1 to 1.5 km/yr.... The short distance effect is a coastal geomorphological feature, 
the long distance a materials deficit feature." 

The appearance of the stable area between the near- and far-field erosion areas 
may be due to localized shoreline stability (rock outcrops, etc.), local refraction effects 
(such as those related to the ebb shoal across the inlet mouth), or far-field refraction 
effects. Local refraction effects and the shoreline attachment of the inlet's bypassing bar 
are responsible for a short reach of stability/accretion at South Lake Worth Inlet 
(Bodge, Olsen and Savage, 1990). Far-field refraction effects — induced by Bull Shoals 
south of Cape Canaveral — are apparently responsible for the reach of stability south 
of Port Canaveral Entrance (Bodge, 1994). 

CONCLUSION 

The erosional effects of improved inlets upon adjacent shorelines may be best 
estimated by first computing the volume of material removed from the littoral system 
(beyond that which would have been removed naturally in the absence of the 
improvements) via consideration of the inlet-related (1) impoundment fillets, (2) flood 
and ebb shoal development, and (3) disposal of maintenance dredged, beach-type 
material outside of the littoral system. One next examines cumulative beach volume 
changes along the adjacent shorelines — beginning at the inlet — to determine the up- 
and downdrift-extent along which the inlet's volumetric impacts may be manifest. This 
fundamental approach contrasts with that conventionally employed to determine inlet 
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impacts; i.e., where one first estimates volumetric erosion along a finite length of beach 
and then attempts to link the erosion to a plausible cause. The latter approach is shown 
to be potentially deficient because (1) the length of the downdrift shoreline classically 
selected for examination may be much shorter than the actual length which has been 
affected by the inlet, and (2) downdrift shoreline changes may obfuscate erosion 
impacts via the effects of coastal armoring, beach reclamation, and other works which 
have been undertaken in defense against erosion. 

The mechanisms by which the inlet's littoral impacts occur illustrate the 
behavior of many improved inlets as a sediment sink - and the importance of adequate 
terminal structures to limit sink behavior. It is likewise illustrated that an inlet's 
impacts are not necessarily limited to interruption of the net littoral drift rate, but can 
extend to the area's gross drift rate. 

The methodology presented above for deducing inlet-related impacts should 
also be important to the development of regional sediment budgets. In such regional 
budgets, the volume of sand removed from the littoral system by an inlet must be 
accounted for as a deficit within the system as a whole. Barring changes in the wave 
climate or the natural expansion or appearance of an external sand source, this effect 
must be manifest as (1) a volumetric erosion of the adjacent beaches, and/or (2) a 
decrease in the littoral drift rate which reaches the adjacent, downdrift inlets. 

For the two example cases presented, the extent of the inlet's littoral impacts is 
considerably greater (by a factor of 15 to 20) than has been traditionally thought. For 
the first 40 years after construction of Port Canaveral entrance, the downdrift impact 
of the inlet is estimated to be 12.1 (+ 1.5) MCM -- affecting between 31 and 42 km (±10 
km) of shoreline south of the inlet. Traditionally, the effect has been thought to be 
limited to about 3 km of shoreline, along which only 4 MCM of erosion is detectable. 
Likewise, for the first 63 years after construction of South Lake Worth Inlet, the inlet's 
impact is estimated as 2.6 to 3.4 MCM as compared to only 0.2 MCM of impact which 
is detected from shoreline changes observed along the first 2 km (approx.) south of the 
inlet. Both inlets feature "near-field" and "far-field" erosion signatures — separated by 
a relatively short reach of stable to accretional shoreline. For the two cases examined, 
the appearance of the latter is related to local and offshore wave refraction effects 
respectively induced by inlet-related and non-inlet related bathymetries. 
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CHAPTER 213 

The Spreading of Dredging Spoils 
During Construction of the Denmark-Sweden Link 

Ida Broker1, John Johnsen1, Morten Lintrup1, 
Anders Jensen1, and Jacob Steen IVfaller1 

Abstract 

An overview of the model complex, including a combined Lagrangian and 
Eulerian approach to simulation of sediment transport, developed to study 
spreading of dredging spoils in connection with off-shore earth works necessary 
for construction of the Denmark-Sweden Link is provided; - together with in-depth 
descriptions of two particular work topics: (a) Model representation of flow friction 
to allow application of an inherently depth-integrated model system to a partially 
stratified environment, and (b) overall design of the model complex to make it fit 
as a versatile tool at several stages of this large project. 

Introduction (Location and Scope) 

In connection with the planned Link between the Danish capital 
Copenhagen and Malmoe in Sweden along the Drogden Sill, see Figure 1, 
dredging of clay and chalk is necessary for flow compensation as well as for direct 
construction purposes since it is required that the net water and salinity exchange 
through the Sound must not be affected. The dredging results in release of sub- 
stantial amounts of fine material within an area, which is both environmentally 
perceptive and hydraulically complicated since the sill in combination with an 
approximately 25 PSU longitudinal salinity difference between Kattegat to the 
north and the Baltic to the south induces a mobile and variable mixing front over 
a fairly stable salinity interface normally extending southwards only to Drogden 
Sill. 

The model setup and calibration have been supported by laboratory and 
field experiments. The model complex is verified by comparison with data from 
test dredgings totalling 64,000 m3 of moraine clay and chalk, of which 8,200 m3 

were spilled. During these tests spill percentages and variability for different types 

'Danish Hydraulic Institute, Agern A116 5, DK-2970 Ltersholm, Denmark. 
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of operations were specifically evaluated. The actual dredgings are expected to 
approach 7 mill, m3 after early planning had indicated dredging requirements to 
be twice that amount. 

Figure 1. Location Map (left) and Model Areas (right). 
The large area indicates extent of main model. The small area 
corresponds to a fine resolution model used in calibration/ 
verification of material specific parameters. 

The scope of the present study was to establish a numerical model 
complex for simulating the spreading of fines, notably determining shading effects 
associated with dredging plumes and the eventual fate of spilled material. This 
should be done so as to facilitate subsequent planning of actual dredging 
operations as well as to prepare a tool useful in the implementation of an actual 
dredging spill control strategy. 

Administrative objectives as well as legal requirements for dredging 
operations primarily focus on instantaneous spill rates, specified by area and 
season. These limitations have been derived from maximum acceptable con- 
centrations by inverse interpretation of results obtained with the model complex 
described in this paper. An effective dredging period of almost 4 years is 
anticipated. 

Overall, an upper limit to the average spill rate of 5% (implying a total 
spill of up to 350,000 m3) will be imposed. A dredging control strategy should aim 
at monitoring during the entire operation that actual spill rates allow compliance 
with this target. Since economical dredging practice dictates operating with a 
variable spill rate, this implies comparison of measured spill to an a priori planned 
and contractually agreed spill budget. 
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Background, Physical Processes and Model Complex Overview 

The seabottom material along the planned link consists of hard chalk 
(limestone), partly overlaid by moraine clay. Construction works include dredging 
operations for a submerged tunnel along half the crossing length, foundation of 
bridge piers (approx. tot. 4.5 mill, m3) and compensation dredging to maintain the 
present water and salinity exchange through the Sound (approx. 2.3 mill. m3). 

The spreading of fine particulates from dredging spoils is a function of 
currents, wave action and sediment properties. Immediately after the release 
spreading takes the form of narrow plumes which can be observed far away from 
the source due to generally appreciable current speeds. Parts of the material settles 
and deposits on the bottom where a consolidation process takes place. 

The settling velocity - which is one of the most important parameters - 
depends on the material in question, salinity, temperature and biological activity 
due to flocculation. However, preliminary simulation results indicated application 
of straight values of 0.00018 m/s (moraine clay) and 0.00021 m/s (chalk/limestone) 
to be satisfactory in this case. 

If bed shear stresses are increased above a critical value, resuspension 
takes place. This resuspension is a function of the degree of consolidation, see 
Mehta et al. (1989), whose formulation has generally been followed in the model- 
ling. 

All relevant processes are represented in a comprehensive setup of 
numerical models, comprising (H=Horizontal): 

2-D(H) hydrodynamic model 
2-D(H) discrete spectral wind wave model 
Particle model  (random walk (x,y,z)-tracer  technique)  for the initial 
spreading around the source 
2-D(H) advection-dispersion model for spreading in the far field 

Furthermore, these models have been linked to an associated ecological 
model, describing growth and distribution of benthic vegetation notably eelgrass, 
Zostera marina. The ecological model is also an integrated part of the EIA 
(Environmental Impact Assessment) and anticipated dredging control procedures, 
and it is reported elsewhere, Bach et al. (1991). 

The source/sink term in the advection-dispersion model represents the link 
between transporting agents and in-the-bottom processes. A multi-layer representa- 
tion of shear strength of the bed and consolidation in the bed are included. 
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The study concept has been to apply nested far-field and near-field models 
(two, with resolutions of 500 m and 100 m, termed 0RESUND and LINK 
modelling areas, respectively, see Figure 1) and to couple wave, current and 
sediment models as shown in Figure 2. Sediment models must be run separately 
for both moraine clay and chalk, and result fields added, as needed. 

MODEL COMPLEX INTERNAL INFORMATION TRANSFER 

 WAVE DATA 
     WATER LEVEL AND FLOW DATA 
      SEDIMENT CONCENTRATION OR DEPOSITION DATA 

INPUT DATA AS APPROPRIATE 

• ' 

M21 NSW 
WAVE MODELS 
EXT. ORESUND AREAS 

M21 HD 
HYDRODYNAMIC MODEL 
ORESUND AREA 

M21 NSW 
WAVE MODELS 
LINK AREA 

DREDINO SPILL 
RATES 

M21 HD 
HYDRODYNAMIC MODEL 
LINK AREA 

LAGRANGIAN MODEL 
ORESUND AREA 

EULERIAN MODEL 
ORESUND AREA 

LONG TERM 
RESULT FIELDS 

DETERMINATION OF 
FATE OF 
DREDGING SPILLS 

+" f  +            • 

LARGANGIAN MODEL 
UNKAREA 

EULERIAN MODEL 
LINK AREA 

I I 

SHORT AND MEDIUM TERM RESULT FIELDS 
CALIBRATION /VERIFICATION PERTINENT 
TO TRIAL DREDGING PERIOD 

Figure 2. Sediment Spreading Model Complex. Overview emphasizing 
internal structure and input/output of data on transport/deposition 
rates. 

The two nested models have to some extent served different objectives. 
The finer model has been sufficiently detailed to allow model calibration and 
verification to test data from field experiments covering a three months period with 
respect to material specific parameters; - whereas the coarser model has proved 
useful for repeated, several-year-long simulations covering a larger area in support 
of operations planning. 

Two coupled sediment models have been applied; the first having a 
Lagrangian modelling approach. In addition to savings in execution time and 
computer storage, two main advantages are achieved over traditional, direct 
Eulerian modelling: 

Numerical dispersion due to  "poor" resolution is avoided even though a 
relatively coarse grid is maintained for the current, ie. model concentra- 
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tions of suspended matter reach realistic high values very close to the 
source. This is important for subsequent modelling of eelgrass growth. 

Most dredging spoils are released near the surface, ie. the areal spread and 
time lag before it is justified to assume a standard vertical concentration 
profile is considerable. This adaptation takes place within the Lagrangian 
model. 

After a certain period the sediment is then transferred to an advection- 
dispersion model comprising a more refined description of bed consolidation and 
resuspension effects. The transfer period is basically a matter of technical judgment 
and compromise; here values in the range 3-6 hours have been found to work 
satisfactorily. 

The sediment transport module needs input of settling velocity of floes 
depending on degree of flocculation, whereas the bottom process module needs 
input of critical bed shear stresses for erosion and deposition for description of 
reentrainment and erosion and parameters for description of the consolidation 
process. Parameters in the sediment transport and bottom process modules are 
derived from laboratory and field experiments. 

In-situ settling experiments using an Owen settling tube to determine 
settling rates were carried out. In the laboratory the resuspension as a function of 
shear stress and degree of consolidation were investigated in an annular flume. 
Consolidation rates were studied in the annular flume and in settling tubes. 

Flow conditions in the laboratory are stationary and the biological 
activities are minimized. Those experiments have therefore been supplemented with 
field experiments where a test area (20 x 10 x 0.25 m3) was constructed in the 
Sound close to the Link alignment. The test area was covered by chalk similar to 
the finest fractions (<63u) of dredging spoils. All experiments and the sediment 
model calibration process including actual selections of parameters are described 
in detail in Johnsen et al. (1994). 

The wave climate in 0resund has been demonstrated to be effectively 
fetch-limited and dominated by locally generated waves. As a result, conditions are 
generally mild with waves in the range Hs=0.2 to 0.6 m. This has justified a 
simplified wave modelling approach based on a number (36) of stationary 
simulated wave fields (12 wind directions times wind speeds 5, 10, and 15 m/s), 
from between which instantaneous wave fields as input to sediment models were 
interpolated using measured wind conditions. 

The flow is modelled dynamically with bathymetry, bed resistance, eddy 
viscosity, wind and boundary water levels as the main defining input. The latter 
are derived from four water level stations - two each north and south of the Sound; 
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two lying on the Danish and two on the Swedish side. An entire year of registered 
currents at two stations were available for verification of the flow model. A 
detailed description of the bed resistance input is provided in the following section. 

In Figure 3 is shown an example comparison of plumes observed, 
respectively simulated on basis of the combined wave, current and sediment 
models. 
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Figure 3. Comparison   of Observed   and  Simulated   Plumes   for  Model 
Verification (example) 

The verified model has been run for a full year, Sept. '92 - Aug. '93, to 
simulate the fate of spoils from the test dredgings. That same year has then been 
designated as design period for subsequent EIA-studies. 



2964 COASTAL ENGINEERING 1994 

With respect to spoils from test dredgings it appears that final deposition 
areas are mainly along the Danish coastline, and there is only a minor difference 
between spreading of moraine clay and chalk because settling characteristics are 
very similar and both types of spoil consolidate relatively quickly after deposition. 
It is estimated that 90% of moraine clay and 80% of chalk spoils are deposited 
within the Sound, the majority less than 20 km from the spill site. 

Model Representation of Flow Friction 

In order to use the DHI MIKE 21 hydraulical modelling system - which 
assumes a "homogenous" (one-layered) current regime - to simulate the normally 
stratified environment in the Sound north of Drogden sill, a correction procedure 
has been developed and applied to the flow friction; expressed in the model in 
terms of a Chezy no., C, which is reciprocally defined in relation to current 
velocities. 

For homogenous flow a logarithmic velocity profile is assumed. When the 
water column is stratified, the velocity profile will be contorted and for identical 
head losses result in a higher water discharge. In other words, stratification may 
be seen as a lubricant for the current. The principal differences between homoge- 
nous and stratified (two-layered) current regimes may be visualized as in Figure 
4. 

HOMOGENOUS STRATIFIED 

hi + hn=H 

V///7777///)/////////////)///, 

Figure 4. Definition sketch for homogenous (left) and two-layered (right) 
current regimes 
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The reduced energy loss caused by the stratification can be incorporated 
in a homogenous one-layer calculation by introducing an equivalent (reduced) 
bottom friction. This is done on the assumption that the current is dominated by 
barotropic effects, ie. pressure gradients caused by water level differences are 
(much) more significant than those caused by density gradients in the flow 
momentum equation. Then, the momentum equations may be written as: 

gh.i 

9h0I = 
PR    PK 

where g (9.81 m/s2) is gravity, h (m) is the thickness of a layer (index 1 is for the 
upper layer, and 0 for the lower), I is the energy gradient, T (N/m2) is the friction 
(index b is for the bottom, and i for the interface), and pR (1010 kg/m3) is a 
reference density. Shear stresses are determined by 

Pi? Z     41 Z 

lb    =    {l.c)£bv2        £b     2 
pR 2 2 

where / is the friction factor, and V (m/s) is the mean velocity in a layer. The 
factor c has been introduced to the equations in order to transfer bottom shear 
stress directly to the surface layer when bottom layer thickness, h0=H-hj, decreases 
to a value comparable to the equivalent bottom roughness, k: 

h, -(H-h„) 
c = —±exp 

H uk 

The equivalent bottom roughness is typically 0.3 m in the Sound. The h/k aspect 
ratio, a, has been roughly estimated as a=2. It is noted that the equations lead to 
the traditional one-layer formulation when the thickness of either of the two layers 
approaches zero. 

Dividing the momentum equations, an equation regarding the ratio of the 
upper and lower layer velocities, V,/V0, is obtained: The ratio shows a higher 
velocity in the upper layer than in the lower as shown in Figure 4 and measured 
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in 0resund. In the velocity ratio equation, the ratio between the friction factors, 
fjfh, is present. This ratio is evaluated to be 1/3. 

Adding the momentum equations it is seen that the total pressure is 
balanced by the bottom friction, which in the considered case is a function of both 
the lower and upper layer veloctity (the right side of next equation). To model the 
two layer system as a one-layer system we need to relate the bottom friction to the 
depth mean velocity by defining an equivalent bottom friction factor (fe): 

f'-^^M2.  f»<u-ov! + cvt) 
2      [     h0+h1     I 2 

Thus, by applying the equivalent bottom friction factor in the flow simulations the 
correct depth mean velocity is obtained. 

The relation between a friction factor and its corresponding Chezy no, C, 
is taken as: 

r = I 2SrV/2 « 1 = JL 
{  fj 2   ~   C* 

Following calibration of the model a constant "homogenous" reference Chezy no., 
Cb of 35 m'/2/s has been used, corresponding to /6=0.016. By applying an 
equivalent Chezy no. Ceg instead of Cb for calculations north of Drogden Sill the 
lubricating effect of stratification on current has been accounted for in the 
modelling. In Figure 5 is seen how the equivalent Chezy no. (corresponding to a 
reference Chezy no. of 35 my7s) varies with the position of the interface for 
different total water depths. The importance of the stratification as a lubricant is 
evident from the figure. 
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Figure 5. Equivalent Chezy no. as a function of interface depth for total 
depths 5, 10, 15, and 20 m. 

Model Complex Applications with Example Results 

In this section it is demonstrated how the developed model complex has 
been and continues to be a useful tool in several, at least three, cases (a)-(c), stages 
of the project planning and execution. 

Particularly, it is noted how the modelling complex may provide results 
with a statistical character since it is comprehensive, yet operationally manageable 
for extensive and/or repetitive calculations. Thus the complex is especially likely 
to be useful in connection with criteria, objectives, requirements etc. that are cast 
in statistical terms. 

Additionally, it is noted that results may be obtained by inverse as well 
as direct interpretation of results. 

(a) A number of relatively short simulations were made corresponding to four 
typical key dredging  and deposition  activities,  two different dredging  (spill) 
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intensities, and two types of hydrographic conditions, summer calm and autumn 
variable (incl. storm) conditions. 

Results from these simulations were compared to conservatively estimated 
empirical tolerances with respect to bathing water quality, eider and swan forage 
(1), mussel beds (2), mussel larvae settling (3), and herring migration (4). 
Tolerances were expressed as concentration maximum exceedance time (1), max. 
weekly sedimentation (2), sedimentation rate max. exceedance time (3), and max. 
concentration (4), - all concerning specific areas and seasons. From the comparison 
a number of restrictions on dredging activities expressed as maximum spill rates 
(kg/s) were identified, and in some cases it was demonstrated that conflicts were 
unlikely to occur. 

In Figure 6 is shown an example result field of calculated 6 g/m3 

concentration percentage exceedance time pertaining to herring migration tolerance. 

(b) Based on experiences from (a) above a complete realistic dredging 
scenario was worked out for EIA purposes assuming that two backhoe dredgers 
and one cutter suction dredger will be employed. This preliminary scenario consists 
of 26 individual dredging (and deposition) activities and spans the period October 
'95 to April '99. Scenario resolution is daily production rates. 

By recursive application of the design year period EIA background 
simulations for the entire dredging operation could be made. The associated 
ecological (eelgrass) module was similarly applied. 

The model complex has been further refined for this application to include 
movable sources along piece-wise linear transects in the sediment modules. 

As an example and to illustrate the areal impact of the entire operation is 
shown in Figure 7 the calculated distribution of net accumulation after four years. 
It is noted that expected maximum accumulation is just over 5000 g/m2. 

Presently, EIA is an ongoing process actively in support of project 
planning and development rather than just a passive instrument for legal 
acceptance. 

(c) It is anticipated that the model complex will be applied also at later stages 
in connection with implementation of control procedures for actual dredging 
operations, but the exact role(s) and extent of its use remains to be defined. 
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(Gridspacing 500 x 500 m) 

2969 

Exc. of 6 [g/m3] 

2-5 

B 
123 

Figure 6. Example   results   pertaining   to   Migration   of Herring.   Depth 
averaged concentration of 6 g/m3, Percentage Exceedance Time. 

Conclusion 

A general and figurative outline of the entire complex developed for 
modelling of spreading of dredging spoils during construction of the Denmark- 
Sweden Link, - mainly composed of already existing individual modules, - but 
with some customizations to fit special requirements and make it a versatile tool 
in connection with several project stages, - has been given. 
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Figure 7. Calculated Net Accumulation from Entire Dredging Operation, 
951001-990930. 

The main innovation is the use of a relatively fast and practical Lagrangian 
(random walk particle tracer) sediment model to describe spreading very close to 
the source, rather than an Eulerian (2-D advection-dispersion) model, which 
becomes very unwieldy when a high resolution is required. 

It has been demonstrated how - given the right circumstances - a depth- 
integrated hydraulic model system may be adapted for application to a stratified 
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environment by the introduction of an equivalent (reduced) bottom friction 
calculation. 

Furthermore it has been demonstrated how overall design of the model 
complex is made to fit requirements for EIA-purposes as well as anticipated 
procedures for control of dredging spill compliance with strict administrative and 
legal requirements. 

More generally, the model complex allows generation and presentation of 
results in a statistical form. Thus, whenever biological criteria, administrative 
objectives, legal requirements, etc. are cast in statistical terms the complex is likely 
to be a useful tool. 
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CHAPTER 214 

EXPERIMENTAL STUDIES ON THE EFFECT OF THE DREDGING 
ON CHANG-HWA RECLAMATION AREA, TAIWAN 

Tai-Wen Hsu1 and Hsien-Kuo Chang2 

ABSTRACT 

The effects of offshore dredging at Chang-Hwa reclamation area, Taiwan, are 
investigated by using movable bed model tests. A practical scale relation for the design 
of movable bed model is presented. It takes the advantage to give more flexibility for 
the selection of model sediment. The scale relations of wave conditions in the model 
test are obtained based on the similitude of two parameters: wave steepness and 
mobility number. Time scale of sea bottom changes is determined by longshore 
sediment transport rate. Experimental results show that the proposed scale relations 
are able to reproduce beach changes in nature. Topographical changes before and after 
dredging are predicted in model tests. Special attention was made to study the location 
of erosion and accretion of sea bed configuration owing to offshore dredging. 

INTRODUCTION 

In recent years the utilization of coastal zone has been increased for human activities 
due to the growth of economics and population and the limited land. The land 
reclamation project was steadily executed at Chang-Hwa Coast, located on the west 
coast of central Taiwan (see Fig. 1), to obtain an industrial area. The method of 
dredging from offshore sea bed is considered as one of the sources of sand supply for 

1 Associate Professor, Dept. of Hydraulic and Ocean Engineering, National Cheng 
Kung University, Tainan, Taiwan, 70101. 

2 Associate Researcher, Tainan Hydraulics Lab., National Cheng Kung University, 
Tainan, Taiwan, 70101. 
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Figure 1  Geographical location of Chang-Hwa industrial area in Taiwan 

Figure 2  Schematic diagram of Chang-Hwa reclamation area 
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reclamation. The reclamation regions at Chang-Hwa Coast shown in Fig. 2 covers a 
length of 12 kilometers from north to south and extends 3.5 to 4.5 kilometers offshore. 
The planed layout is divided into three districts (Fig. 2) with a total area of 3643 
hectares to accommodate heavy industries such as machinery, steel, power and 
petrochemistry. Generally the topographical changes in the coastal region tend to reach 
a dynamic equilibrium for a long term period without significant interference. 
However, a new sea bottom formed after dredging may lead to changes of coastal 
process and result in beach erosion. An assessment of coastal environment impact for 
this project becomes important in engineering practice. 

It is recognized that field survey, physical hydraulic model and numerical modeling 
are three dominant methods to solve coastal problems. Among them, the physical 
hydraulic model is an alternate means of replacing governing equation with 
complicated initial and boundary conditions and permit examination in controlled 
conditions of coastal processes and effects due to gravity waves and other 
environmental forces. 

Satisfactory reproduction of sandy shore and nearshore regions in a movable bed 
model can provide a valuable tool to the coastal engineering. Design and operation of 
moving bed models are a difficult task involving complex considerations of hydraulics 
and sedimentation. The aim of this paper is to investigate the effects of offshore 
dredging on reclamation area by movable bed tests. A practical scale relation for the 
design of movable bed model is presented. Predictions of topographical changes after 
dredging and countermeasures against beach erosion are discussed. 

MODEL SIMULATION 

1. Scale Relationships 
A practical scale relationship for the design of movable bed test is proposed to 

reproduce physical features of sediment transports in prototype. Two parameters of 
wave steepness and mobility number were selected as the important factors of beach 
changes: 

H o.        - 

V ^o 

'*0 
VLo J 

(1) 

Ul 
y'gD 50/ 

u1, 
Y'gD: 

(2) 
50 J 

where H0 and L0 are the wave height and wave number in deep water, respectively. U. 

is the bottom friction velocity, y' the submerged specific gravity of sediment, g the 
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gravitational acceleration, and D50 the median diameter of sand grain. The subscript m 

and p represent physical quantities of model type and prototype, respectively. 
According to the former scale laws [3,4,6,7], the sediment in the model can not be 

chosen freely that makes the scale laws inapplicable in most of cases. The present scale 
give more flexibility for the selection of model sediment. 

Based on the similitude of Eqs. (1) and (2), the scale relations for wave height and 
wave period are found as follows 

NHo=(NfN^N71/2Nf)6/7 (3) 

NT=(N^2N^oNf1/2Nf)3/7 (4) 

where N denotes the ratio of parameter of model to prototype, Nv is the vertical scale, 

f the friction factor. Nf=10.4 was adopted in the present study. The conversion of wave 

height and wave period between the model and nature was obtained on the basis of 
Eqs. (3) and (4). 

Tidal variation should be considered in model test because it causes sediment 
movement significantly in Chang-Hwa area. This area has a maximum tidal change of 
4.5m and its temporal variation has been modeled. The similitude of Froude number 
was applied for simulating tidal variations: 

N 
NFr=^U = l (5) 

in which u indicates tidal velocity. From Eq. (5) the tidal period scale ratio is obtained 

Ntd = Nf (6) 

The equation of sediment conservation is 

5h=    1   dqy (?) 

ft    14fly 

where h is the water depth, t the time, X the sediment porosity, q the littoral transport 

per unit width. It is assumed that both model and prototype have the same value of X, 
then Eq. (7) is reduced to 

N, = NvNhN-J (8) 
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in which Nh is the horizontal length scale and Nqy is the littoral transport scale. The 

time scale for sediment transport is obtained from Eq. (8) based on littoral sediment 
transport formula proposed by Le Mehaute[6]: 

N, = NjN^'N^N^ (9) 

Its inappropriate for apply Eq. (9) for the case of a topographical changes induced 
by typhoon waves. Hughes [3] suggests an empirical relation of time scale 

Nt=Nf (10) 

2. Preliminary tests of the distorted ratio 
The distorted ratio was determined by the preliminary tests performed in a 60m X 

lm X 1.2 wave flume. Three selected beach slopes tanP=l/30, 1/40, and 1/50 were 
placed with fine sand of 0.12mm median diameter under the action of monsoon and 
typhoon wave conditions. The vertical scale is calculated on the basis of the distorted 
ratio and horizontal scale. These geometric scales were chosen in order to let model be 
similar to the prototype in sea bed changes. 

Fig. 3 shows the time history of standard deviation of beach profile changes for 
different beach slopes and wave steepnesses H0/L0. It is seen that the minimum 

standard deviations are occurred tan3=l/50 for all H0/L0 on the exception of 

H0/L0=0.047. Since the averaged beach slope in the prototype is 1/300, this implies 

that the proper distorted ratio is 6. 
Based on scale ratios mentioned above, all physical quantities are calculated and 

listed in Table 1. Table 2 gives the time scale of topographical changes during 
monsoon and typhoon. 

MODEL TESTS 

Planar movable bed model tests were conducted in a wave basin of 50m X 16m X 
0.8m. Four wavemakers wave been installed in the basin to generate regular waves 
from deep water. The board of each wavemaker is 4m in length and is motivated by a 
20FIP motor. A total number of wave conditions have been tested for sea bottom 
changes under the conditions of (1) the present condition; (2) dredging at -15m water 
depth; (3) countermeasures for shore protection after dredging. These test cases are 
presented in Table 3. 

Coal ash was used as bed material which has a median diameter of 0.12mm, with a 
submerged specific gravity of 1.02. The field sand has a median diameter of 0.24mm 
with a submerged specific gravity of 1.65. All relative physical quantities in model and 
prototype are given in Table 1. 
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Figure 3    Time history of beach profile changes 
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Table 1. Physical quantities in model and prototype 

physical 
quantity 

scale prototype model 

horizontal 
length 1/600 24.0km 40m 

vertical 
length 

1 

100 
water depth +3m—2.0m +3cm—2.0cm 

tidal level +2.38m--2.13m +2.86cm—2.56cm 

wave 
height 

1 

74.3 

monsoon 
wave 

2.60m 3.35cm 

typhoon 
wave 

4.50m 6.90cm 

wave 
period 

1 

8.62 

monsoon 
wave 

7.76sec 0.90sec 

typhoon 
wave 

11.20sec 1.38sec 

Tidal 
period 

1 

10 
12.42hr 1.242hr 

submerged 
specific 
gravity 

1 

1.62 
1.65 1.02 

median 
diameter 

1 

2 
0.24mm 0.12mm 
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Table 2. Time scale of topographical changes 

2979 

^~~^~-~-^auantities 
wave        ^~"~~-~-^_ 

scale prototype model 

monsoon wave 1/5267.4 0.6 year 1.0 hr 
typhoon wave 1/10 10 hr 1.0 hr 

Sea bottom topography was measured at 30 minutes time interval by five point 
gauges set up on a moving vehicle. Ten traps were buried at the middle position of the 
model to measure littoral transport across surf zone. Fig. 4 depicts the distribution of 
littoral transport from laboratory observations. The summation of all traps gives the 
total longshore sediment transport. Fig. 5 presents temporal variations of longshore 
sediment transport. We notice that longshore sediment transport tends to become a 
constant value after 3 hours. 

RESULTS AND DISCUSSION 

1. Sea bed changes under present conditions 
Using the time scale obtained in the previous section, the monsoon and typhoon 

waves were respectively generated for 10 hours in the model for the equivalent of 6 
years and 10 hours in the nature. The topographical changes under the action of 
monsoon and typhoon waves in NNE direction are shown in Fig. 6 and Fig. 7. In both 
cases, the region of the existence of longshore current caused sea bed changes owing 
to limited sand supply from upstream. Erosion of the sea bottom occurs around 
seawall of each reclamation area. A remarkable recession of the shoreline appears at 
area 1 . 

2. Sea bed changes after dreading 
The industrial area shown in Fig. 8 and Fig. 9 was reclamated by sand materials. The 

method of dredging from offshore sea bottom at -15m water depth is considered as 
one of the sources of sandy supply for reclamation. It extends to 1.5km offshore and 
the water depth becomes -16m at the dreading area. All sides of industrial area were 
protested by seawalls to prevent beach erosion from wave attack. 

From Fig. 8, we can see that severe erosion takes place along new seawalls. The 
wave conditions are the same with those without dredging. The figures show the wave 
energy is not attenuated due to a deeper bathmetry. The interaction between incoming 
waves and reflected waves forms a very complicated distribution of longshore 
sediment transport. In Fig. 9, it is evident that on-offshore sediment is dominated for 
topographical changes. Most of sands were carried offshore and deposit at deep water. 
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Table 3. Cases of planar movable bed tests 

Case 
wave condition Case 

Wave condition construction sand supply 

No. No. 

NNE SW 

Ho=3.35 cm Ho=3.35 cm 

Rl T=0.90 sec R9 T=0.90 sec present longshore 

t=10hr t=10hr seawall sediments 

Ho=3.35 cm Ho=3.35 cm 

R2 T=0.90 sec RIO T=0.94 sec present longshore 

t=10hr t=10 hr seawall sediments 

Ho=3.35 cm Ho=3.35 cm 

R3 T=0.94 sec Rll T=0.94 sec new seawall longshore 

t=10hr t=10 hr sediments 

Ho=6.90 cm Ho=3.35 cm 

R4 T=1.38sec R12 T=0.94 sec new seawall longshore 

t=10hr t=10hr sediments 

Ho=3.35 cm Ho=3.35 cm 

R5 T=1.38 sec R13 T=l,38 sec new seawall longshore 

t=10hr t=10hr groins sediments 

Ho=6.90 cm Ho=6.90 cm 

R6 T=1.38 sec R14 T=1.38sec new seawall longshore 

t=10hr t=10hr groins sediments 

Ho=3.35 cm longshore 
R7 T=0.90 sec 

t=10hr 

new seawall sedimenets 

river 

R8 

Ho=3.35 cm 

T=0.90 sec new seawall 
longshore 

sediments 

t=10hr 
groins 

river 
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Figure 4    Distribution of longshore sediment transport 

Figure 5 Temporal variation of total longshore sediment transport 
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Figure 6    Sea bed changes due to monsoon wave action 
(the present condition) 
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Figure 7    Sea bed changes due to storm wave action 
(the present condition) 
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Figure 8   Sea bed changes due to monsoon wave action 
(new reclamation area after dredging) 
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Figure 9   Sea bed changes due to storm wave action 
(new reclamation area after dredging) 
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3. New reclamation area protected by groins 
Model tests reveal that erosion occurs along the segment of coast from area 1 to 

area 2. Accretion takes places in the north of Koshui river (area 3). The most 
important effect due to dreading can be found as shoreline recession and beach erosion 
in the vicinity of seawalls. To decrease the influence of dredging, the erosion of 
reclamation area was designed to be protected by groins. The groins in the model were 
made of small armour units as shown in Fig. 10 and Fig. 11. 

The topographical changes for the case of monsoon and typhoon wave attack are 
illustrated in Fig. 10 and Fig. 11. The wave conditions in these cases are the same as 
the previous cases. It is noted that the system of groins almost protected the shore 
from erosion and accordingly the accretion around the shoreline where erosion 
occurred was stopped. 

CONCLUSIONS 

The effects of dredging on Chang-Hwa reclamation area have been studied by 
movable bed model tests. The scale relations of wave conditions in the model design 
are obtained based on the similitude of wave steepness and mobility number. Time 
scale of topographical changes is determined by longshore sediment transport rate. The 
present scale law provides an useful tool in practical applications. It takes the 
advantage to give more flexibility for selection of model sediment. 

Several test cases have been carried out including (1) tests for determination of time 
scale; (2) tests for sea bottom changes under present conditions; (3) tests for sea 
bottom changes after dredging at -15m water depth; and (4) tests of countermeasures 
for shore protection after dredging. The most important influence on the position of 
erosion has been found. The method of construction of groins was considered to 
decrease beach erosion. It is shown that the proposed groins protect the shore from 
erosion quite well. 
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Figure 10 Sea bed changes due to monsoon wave action 
(new reclamation area protected by groins) 
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CHAPTER 215 

OSCILLATIONS INDUCED BY IRREGULAR WAVES IN HARBOURS 

C.R. Chou *, W.Y. Han ** 

ABSTRACT 

An approach for predicting the harbour oscillations induced by undirec- 

tional irregular waves in a harbour of arbitrary shape and variable water 

depth is presented. Effects of partial reflection along harbour and breakwa- 

ter boundaries were considered by involving an energy dissipation coefficient 

in boundary conditions.Numerical results on wave heights within a rectangu- 

lar harbour were presented and a realistic harbour geometry was selected for 

trial computations. The results of the computations were verified through 

hydraulic model experiments. 

1. INTRODUCTION 

One of the major objectives in harbour engineering is the maintenance of 

a relatively undisturbed water surface within regions of interest. The most 

effective way to achieve this is to reserve some area in a harbour for natural 

dissipation. However, almost all the harbours, especially the fishery harbours, 

in Taiwan have insufficient space to allow for wave energy dissipation. An 

alternative way is to dispose the vertical dissipating quays in harbours, as 

many examples are found both in Taiwan and in Japan. However, the choice 

* Professor,Dept.of Harbour and River Eng.,National Taiwan Ocean Univ., 

Taiwan, R.O.C. 

** Graduate student, ditto. 
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of the most suitable location and length of the dissipating structure in a 

harbour is rather problematic. To solve this problem, engineers have usually 

relied on model experiments in the past, but numerical methods have also 

been developed. With the increasing speed of performance and lowering cost 

for acquisition of modern computers, numerical analyses seem to provide a 

potentially more economical alternative than model experiments. 

Many investigators have studied various aspect of the harbour oscillation 

problem. Miles and Munk(1961) used a point source method to analyze har- 

bour oscillations associated with radiation effects that expand from harbour 

entrance to offshore. They found the phenomenon of harbour paradox. Ippen 

and Goda(1963) used Fourier tranformation to analyze a rectangular basin 

with impermeable veritcal wall. Hwang and Tuck (1970) used a boundary 

integral method which involves the distribution of wave sources along the 

harbour boundary to calculate oscillations in harbours of constant depth and 

arbitrary shape. Lee(1971) applied Weber's solution to solve Helmholtz equa- 

tion and analyzed harbour oscillation of arbitrary shape with constant water 

depth. Chou and Lin (1986) used a boundary element method to analyze 

wave-induced oscillations in a harbour of arbitrary shape, together with rigid 

quays in variable water depth. 

The above studies, however, suffer a deficiency, in other words, they are 

applicable to complete reflection at the harbour boundaries. In fact, reflect- 

ing boundaries are not always fully reflecting. In order to treat this problem, 

Chou and Lin (1989) applied a boundary element method involving an energy 

dissipating coefficient a(— V 1 — Kr2) based on the theory of energy conser- 

vation in arbitrary reflecting boundary to analyze oscillations in a harbour 

of arbitrary shapes with constant water depth. Chou and Han (1993) also 

applied a boundary element method to analyze oscillations in a harbour of 

arbitrary shapes with variable water depth. 

All of the above studies can be applied only to small amplitude waves. 

However, waves in seas are one of the most complex and changeable phenom- 

ena in nature. In this paper, an extended model for undirectional irregular 

waves will be presented. For verification, model experiments were carried out 

and compared with numerical predictions. 
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2. THEORETICAL ANALYSIS 

2.1 Regular Wave 

Fig.l schematically shows a harbour configuration under consideration. A 

Cartesian coordinate system is employed, the origin of which is located at o 

with the z-axis vertically upwards. As shown in the figure, the flow field is 

divided into two regions by a pseudo-boundary surface I\: Region I is an open 

sea region with constant depth, and Region II is a harbour basin bounded by 

1\ and the harbour and breakwater boundaries, with variable water depth. 

Region    X 

/ ~~^^       Incident wave 

/ 
Paeudo-boundary \ \ 
aurtaca   Yt Zty                               F««udo-boundary 
for region   II /]°Vv                               lin.   Si 

/ 
/                            J 

1                    ^/j 

//             \.                          for  region    I 

7 r2    V\                ^ i         \\                \ 
region   II 1    \^                               \ 
v       7r3  >^. ^A— 

Fig. 1 Definition sketch 

Usual assumptions of the fluid being inviscid and incompressible and the 

flow being irrotational are adopted here. We consider linear waves, having 

angular frequency a{— 2-ir/T, T is the wave period) and amplitude £o incident 

from the open sea at an angle of w against the x-axis. Fluid motions in both 

the regions will then have velocity potentials as follows: 

$(a;, y,z;t) = — • <j>(x, y, z) • exp(-iat) (1) 

where g is the gravitational acceleration,  and <j)(x, y, z) must satisfy the 

Laplace equation V2 <f> = 0 

Applying Green's law(Chou and Han(1993)), the potential function for 

any point in Region I can be calculated from the following integral equation: 

cf(x,y) = £ lClH0t
1\kr))^f(Z,V)-r(t,rl)^(^\kr)))ds    (2) 

where /* (£, 77) is the potential function specified by the geometric condition 

of the boundaries in Region I, df* (f, r/)/du is its normal derivative with v the 
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local normal coordinate to the boundary taken outwards.   Ho^'(kr) is the 

zeroth order Hankel function of the first kind, and r = \{x — £)2 + (y — rj)2] 

is the distance between a point under consideration and the boundary. The 

factor c equals to unity within the boundary, but will have a value of 1/2 on 

boundaries. 

In the numerical analysis, the boundary Si ,where c=l/2, is discretized into 

M segments, each having a constant element. Equation (2) is then rewritten 

in a matrix form as 

{F*} = IK*]{T} (3) 

where {F*} and {F } are the potential function and its normal derivative 

on the pseudo-boundary Si, and [K*] is a coefficient matrix related to the 

geometric location of Si. 

According to Green's second identity law, velocity potential (/>(x, y, z) at 

any point within Region II can be determined as 

c4>(x,y,z) = j  y ¥v (_)-^^,0^( 
di>y4wr 

dA      (4) 

where r = \{x — ^)2 + (y — rj)2 + (z — C)2]1^2 • As before, c is unity for points 

inside the region and is equal to 1/2 on smooth boundaries. 

To proceed with numerical calculation, surfaces of the boundaries Ti 

through I\j are divided into N\ to N4 discrete segments with constant el- 

ements. 

For the case that c=l/2, Eq.(4) is readily expressed as 

w = mm (5) 
where {4>} and {cf>} are the potential function and its normal derivative on the 

boundaries Ti through 1^. [K] is a coefficient matrix related to the geometry 

of the boundaries. 

The boundary conditions required for the case under consideration are 

summarized as follows: 

(i) The free surface condition: 

For constant air pressure, the kinematic boundary condition for the free 

water surface is expressed as: 
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(6) 

(ii) Boundary condition on impermeable sea bed: 

For an impermeable sea floor, the flow is zero in the normal direction: 

? = 0 (7) 

(iii) Boundary condition on the pseudo-boundary at open sea: 

The requirement of continuity for mass and energy fluxes between Region 

I and Region II at the pseudo-boundary Fi leads to the expression: 

l>o(t,v,z) = 4>(£,,n,z) 
(8) 

(9) 

(iv) Boundary condition on a quay or breakwater 

Assume the boundaries of the quays or breakwaters T$ are impermeable 

and have an arbitrary coefficient of reflection Kr. Since waves are reflected 

only partially, based on the theory of energy conservation,these construc- 

tions can therefore be treated, conceptually, as having a energy dissipating 

coefficient a indicated by Chou and Lin(1989) reads 

a = \Jl-Kr
2 (10) 

The boundary condition on T3 can be expressed conveniently as: 

^,>7,C) = tW«,'7,0 (11) 

Substitution of Eqs.(6),(8),(9) and (11) into Eq.(5), a little algebra lead to 

[Ku -CRK*Q\ 

K3x 

^I<22  ~ I 

°—K "•32 

ikaKis 

ikaKu 

ikaK33 — I 

R[F° -K*T] 
0 
0 

-o (12) 

where C = k/(N(, sinhkh), {F0} and {F } are the potential function and its 

normal derivative of the incident wave, [R] and [Q] are coefficient matrices 

given by Chou and Han (1993). 
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By solving the above equation, the potential functions on boundaries 1^ 

are obtained. The wave height ratio,Kd, defined as the ratio of the wave 

height in Region II to the incident wave height, can be calculated from 

Kd=\fa\ (13) 

2.2 Irregular Wave 

The approach for the oscillations of undirectional irregular waves in the 

harbour of arbitrary shape with dissipating quays is based on the spectral 

resolution method (Nagai (1972)), where each component wave is known. 

Assuming that incident component waves are small amplitude waves, the 

oscillations of these regular waves can be obtained by numerical method in 

section 2.1 ,then the water surface oscillations for irregular waves can be 

obtained through linear superposition method. 

In this paper, the Bretschneider spectrum (Bretschneider(1968)) was used. 

In order to simplify the process of numerical analysis, the incident spectrum 

was transformed into dimensionless type as follows: 

5*(/*) = «r~5 expH&r-4)] (i4) 

a = 6/4 

b = 0.675/0.94 = 1.0288 

To obtain the component waves, the dimensionless spectrum is discretized 

into m parts, each with the same energy AE (each part under the spec- 

trum having the same area), then, the representive frequencies fcn* of each 

component wave can be written as 

f   * = Jen     — «-/h/2M^]|-er/ fi^)) (15) 

where a and b are the coefficients of the dimensionless Bretschneider spec- 

trum; n=l,2,....m; and erf(x) is the error function given as 

Jo 
erf{x) = I    e-^~^d2 (16) 
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2.3 Wave height ratio KD and period ratio KT due to irregular waves 

From section 2.1, the wave height ratio KA due to regular component 

waves can be obtained, then the wave height ratio KD and period ratio KT 

due to irregular waves can be obtained by following equations. 

KD =•£&-= 4.0Jr S*D(f*)df* 
(#1/3 J0 V"'0 

KT = 
_      ^1/3 

sD(fl 

f0°° S*D(f*)df* 

C f*2sD{f*w 
•K}S*(f) 

(17) 

(18) 

(19) 

where SD (/*) is the spectrum in the harbour induced by the incident spec- 

trum S*(f*) , subscript "o" means the values in off-shore. 

3. DETERMINATION OF THE REFLECTION COEFFICIENT 

To proceed with the analysis numerically, the energy dissipation coefficient 

a in Eq.(ll) must be determined. In other words,the reflection coefficient of 

the dissipating structure in Eq.(lO) must be found empirically. This was done 

in a 2-D wave flume, shown schematically in Fig.2. The reflection coefficients 

can be obtained as shown in Fig.3, where the dotted curve shows the best 

fit of the experimental data in a least squares sense. Reflection coefficients 

for different frequencies determined from this empirical function were used 

in the subsequent calculations. 

3M6M ,0M 

void  ratio =0. 36 

oooooooooooooooooooooooooooooo 
oooooooooooooooooooooooooooooo 
oooooooooooooooooooooooooooooo 
oooooooooooooooooooooooooooooo 
oooooooooooooooooooooooooooooo 
oooooooooooooooooooooooooooooo 

T 
30cm 

1 

0.80 -_ 

\              Y-o.UX-o.oXM.05 
\\          Y-Kr   .X-<r7k/t 

0.60 ; Vv^ 
0.40 : 

Fig. 2 Setup of 2-D wave flume & dissipating quay 

0.00 0.50 1.00 1.50 2.00 2.50 3.00 

o-'h/g 

Fig. 3 The reflection coefficient 

of dissipating quay 
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4. EXAMPLE 

Tible 1. Cases of ware basin 

SI S2 S3 renrks 

cat*  I X X X X:iaperaeable quay 

Oiditsipatiag quiy cast II o o O 

case Id X o X 

cat* IV o X o 

o'—-X 

A 

Fig. 4 Definition sketch for 
square harbour 

Fig. 5 Layout and topography 

of Patosu fishery harbour 

Calculations were first carried out for a square basin with a width equal 

to 10h,(h is the water depth of the open sea) and an opening width b=5h 

at the center of the basin, as shown in Fig.4. The same dissipating quays 

as those in the two-dimensional wave flume experiment were assumed and 

uniform water depths in both the Regions I and II. 

In the numerical analysis, the surfaces of the boundaries are divided 

into 1056 discrete areas with constant element (7Vi=104 ,^2=720 ,Nz=52 

, JV4=180,M=2). Waves propagating perpendicular toward the harbor en- 

trance were used. Distributions of wave heights for dimensionless frequencies 

al/3h/g = 1.206 (Ii/3 = 1.0 second) was determined. Table 1 shows the 

conditions used for the calculation. 

Computations were also performed for an example of the Patosu fishery 

harbour built 3 years ago in the northern part of Taiwan. The layout and 

topography of the harbour are given in Fig.5. Quays and breakwaters of this 

fishery harbour are dissipating structures (PERFORCELL), whose reflection 

coefficient is estimated approximately at 0.75, the energy dissipation coeffi- 

cient being 0.661. In the numerical computation, water depth larger than 40 
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m was regarded as constant, and the boundary surfaces were divided into 1988 

discrete segments with constant elements (iVi =152,iV2 =1329,N3=176,iV4 =331 

and M=2). Distributions of wave heights were calculated for incident waves 

propagating from 23.5° north-northeast (u> = 66.5°) toward the harbour en- 

trance with dimensionless frequencies of a^/3h/g — 1.611 (Ti/3 = 1.0 second). 

In the numerical analysis, the dimensionless spectrum is discretized into 

12 segments(m=12), then the representive frequency /*„ of each component 

wave can be calculated by Eq.15, and the wave height ratio KD and period 

ratio KT can be obtained by Eq.17 to 18. 

5. LABORATORY EXPERIMENT 

Experiments were carried out in a 3-D wave basin. The wave basin is 

30 m long, 24 m wide and 1 m deep. The programmable wave generator 

is capable of generating regular and irregular waves. Water depth was kept 

to be 0.3m throughout the experiments. Water surface displacements were 

measured with capacitance-type wave gauges. 

6. RESULTS AND DISCUSSION 

Fig.6 shows the wave height distributions for irregular waves obtained 

both by the present numerical method and experiments for case I and case II 

of square basin with significant wave period (Ti/3)o =1.0 second. From these 

figures, a general increase of wave height in case I due to reflection effects and 

decrease of that in case II due to the effects of disposing dissipating quays 

were found. The tendencies of wave height distributions predicted by the 

present numerical model are confirned by the experiments. 

Fig.7 shows the period distributions KT for irregular waves obtained both 

by the present numerical method and experiments for case I and case II of 

square basin with significant wave period (Ti/3)o =1.0 second. The spatial 

variation of KT is increasing in the range of 20% in the square basin, and 

the spatial similarity between numerical solutions and experimental results 

are reasonable. 



2996 COASTAL ENGINEERING 1994 

26^'   / 

EXPERIMENTS NUM.SOLUTION 

(a) CASE I 

r*) 
,W^ C 

(r^ ̂  

5 CO 

\ \ 

EXPERIMENTS NUM.SOLUTION 

(b) CASE II 

Fig.6 Wave height distributions Kn for irregular wave 

(ffi/3)
2/i/<7=1.206,   t=1.0 sec, h=30 cm, u> = 90" 

M: CD 
P .-• 

D^ 
C^ 

o 

/\ 

r 

c 
EXPERIMENTS HUM.SOLUTIC 

(a)   CASE I 

*'J 

) \ 

£= 
U 

^> r 
V 

EXPERIMENTS NUM.SOLUTION 

(b)  CASE II 

Fig.7 Wave height distributions KT for irregular wave 

Oi/u)2 Vff=l-206,  *=l-0 sec, h=30 cm, w = 90° 



OSCILLATIONS 2997 

Fig.8 shows the comparision of wave height distributions in square basin by 

numerical model to regular waves with period T=1.0 second and to irregular 

waves with significant period (Ti/3)o =1.0 second for case I to IV respectively. 

For both regular and irregular waves, the oscillations in case II to IV is 

apparently reduced because of disposing dissipating quays. Compared the 

difference of wave height distributions induced by regular and irregular waves, 

it can be found that the wave height distributions induced by irregular waves 

are, in general, more stable than those induced by regular waves. The wave 

motions by irregular waves generally consist with those existing in nature 

sea-water surface. 

Fig. 9 shows the distribution of wave height KD for irregular wave obtained 

by the numerical method and experiments for the Patosu fishery harbour with 

a = 0.661, wave direction of 23.5° north-northeast and wave period (Ti/3)o 

=1.0 second. Compared the difference of these figures with Fig.10 , the same 

phonemona in square basin metioned above that the wave height distributions 

induced by irregular waves are more stable than those induced by regular 

waves was found. The spatial similarity between numerical solutions and 

experimental results are reasonable too. 

Fig.10 shows the period distributions KT for irregular waves obtained 

both by the present numerical method and experiments for the Patosu fish- 

ery harbour with significant wave period (Ti/3)o =1.0 second. The spatial 

variation of KT is increasing in the range of 20% in the numerical results. 

Because the wave heights in the inner region of the harbour are too small to 

measured, the significant wave period in that region can not be obtained in 

the laboratory. 

7.CONCLUSION 

The effects of dissipative quays and/or breakwaters are modeled using a 

coefficient for energy dissipation in the boundary condition. Comparisons of 

calculated and measured resluts for both a square basin and a real harbour are 

shown. From the examples presented above show that the spatial similarity 

between numerical solutions and experimental results are reasonable, it is 

conjectured that, given the correct coefficient, the most suitable position for 

disspating quays in a harbour could be estimated by the present method. 
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REGULAR WAVE  1KREGULAR WAVE 

(a) CASE I 

REGULAR WAVE   IRREGULAR WAVE 

(t) CASE III 
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REGULAR WAVE        IRREGULAR WAVE REGULAR WAVE        IRREGULAR WAVE 

(b)  CASE II (i)  CASE IV 

Fig.8 Wave height distributions for regular wave (T=1.0 sec.) 

and irregular wave (Ti/3=1.0 sec.) 
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\o ^-— JLco  » 

(b)     HUM.   SOLUTION 

Fig.9 Wave height distributions Ko  for irregular wave 

in Patosu fishery harbour,(r1/3=1.0 sec.) 
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SOLUTION 

Fig. 10 Wave period distributions K? for irregular wave 

in Patosu fishery harbour,(7i/3=1.0 sec.) 
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Though only the Bretschneider spectrum as incident wave spectrum was 

used in this paper, other spectrums such as Pierson Moskowitz spectrum or 

JONSWAP spectrum can be applied by this method also. 

It is thus concluded that the present numerical method can be used to 

study problems related with harbour oscillations. 
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CHAPTER 216 

Mechanism and estimation of sedimentation in Bangkok Bar Channel 

Ichiro DEGUCHI1), Torn SAWARAGI?), Masanobu ONO3) 
and Sucharit KOONTANAKULVONG4) 

ABSTRACT 

Mechanism of sedimentation in Bangkok Bar Channel in Thailand is 
investigated by using the periodically measured water depth around channel, dregded 
volume and the relation between discharged sediment concentration and discharged 
velocity measured at the river mouth of Chao Praya. Simple numerical simulations for 
predicting sedimentation volume in the channel are also carried out. The results show 
that both discharged sediment from the river and sedimentation around Bangkok Bar 
caused by waves and current play an important role in the sedimentation in the 
channel. 

Introduction 

The city of Bangkok has been developed along the Chao Praya River. The 
Bangkok Harbor plays very important role in economic and social activities of 
Thailand. Bangkok Bar Channel is a unique approach channel to Bangkok Harbor that 
is the representative river port constructed along the river mouth of the Chao Praya, 
Thailand. Various facilities are scattered along the both sides of the river between the 
river mouth and the bridge located about 50km upward (see Fig.l). Due to the heavy 
sedimentation discharge from the river and severe sedimentation around the bar, the 
channel is barely maintained its fair way through the continuous dredging of about 
5milion m3/year. 

Some reports have already been published about the sedimentation of the 
channel by NEDECO(1963), Port Authority of Thailand and so on. They reported 
many important and interesting phenomena and fact about hydraulics of the river 
mouth and characteristics of the bed material 

The aim of this study is to investigate the mechanism of sedimentation in 
Bangkok Bar Channel and to estimate the volume of sedimentation in the channel 
through the statistical analysis of measured time history of river discharge, dredged 
volume and bottom profiles during August 1989 and August 1991 together with the 
results mentioned in the above-mentioned reports. In 1992, we also carried out field 
measurements of velocity and silt concentration at river mouth.  
1),2) and 3) Associ. Prof., Prof and Research Associ., Dept. of Civil Engineering, 
OSAKA University, Yamadaoka, Suita, Osaka 565, Japan 4) Associ. Prof., Dept. of 
Water Resources Engineering, CHULALONGKORN University 
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For the estimation of siltation volume in the channel, we conducted some 
numerical simulation of non-equilibrium sediment concentration caused by waves 
and current that crossed the channel. It is generally recognized that there are two 
modes of silt transport that is transport by mud flow and that by suspension. Here, 
we only evaluate the sedimentation volume in latter mode. 

Outline of Bangkok Bar Channel 

The construction of the channel began in 1951 and was completed in 1954. 
The volume of capital dredging was about 16milion m3. The length of the channel is 
18km and the channel crosses Bangkok Bar, the depth of which is less than 2m at low 
tide. Figure 1 shows a plane view of the Bangkok Bar Channel. A mean depth of the 
channel is about -8.5m under the mean sea level and the width of the channel varies 
from 100m (at straight part) to 200m (at the bend). 

river mouth 

10 
IT 

5 km._12 

Fig.l Plane view of Bangkok Bar Channel 

There is a couple of possible causes for the sedimentation around the channel, 
such as sedimentation of discharged silt from the river, sedimentation caused by 
waves and tidal current, that caused by waves and wave-induced current around the 
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bank, and so on. There are also some mode of sediment transport, such as suspended 
sediment transport, bed load transport, mud flow, and so on. Among them, we firstly 
evaluated the volume of discharge sediment from the river based on the depth 
averaged discharge velocity and siltation concentration measured in May and in 
August 1991. Then, the amount of sedimentation due to suspension around the 
Bangkok Bar caused by waves and tidal current was predicted through the numerical 
simulation. 

Characteristics of River discharge and Monsoon 

Sedimentation around the channel seems to deeply depend on the river 
discharge and wind waves generated by monsoon. In usual, the maximum discharge is 
more than 3000m3/s that took place at rate September to October that will be shown in 
Fig.5(b) later. However, in the objective period (from August, 1989 to August, 
1991), the discharge was far less than the usual year as will be shown in Fig.6(b). 

Figure 2 is the time series of wind direction and wind velocity measured at the 
Bangkok during objective period. 

North 

'89/8 12 '90/5 10 '91/3 8 
month(1989-1991) 

'89/8 
-r 
12 

T 
'90/5 10 

month(1989-1991) 
'91/3 

Fig. 2 Time series of wind direction and velocity during objective period 



BANGKOK BAR CHANNEL 3005 

NE monsoon and SW monsoon seasons usually begin at November and May, 
respectively. In the objective period, each monsoon seasons began firster than usual. 
The mean wind velocity is about 0.5m/s to 3.0m/s and a little bit strong wind blows in 
SW monsoon season. 

The direction that brings significant wind waves is from south to south-west. 
From May to July in 1990, both discharged flow from the river and wind waves 
caused by the monsoon might affect sedimentation in the channel. Only the discharged 
flow was the sedimentation agency in channel from October to December in 1989 and 
only waves and tidal current caused sedimentation in the channel from May to July in 
1991. 

Sedimentation volume in the channel 

Sedimentation volume in the channel was estimated from measured channel 
topography and records of dredged volume. Sounding of the channel has been 
carrying out by Port Authority of Thailand twice a month at distances of 200m in the 
offshore (transversal) direction and 5m in the longitudinal direction. We express the 
measured depth in the following way: 

h{x,y,t) = h{iht,jtiy,kte\ (l) 
x : transversal direction, Ax - 200m, 1 s i «; 91 

y: longitudinal direction,by = 5m, Is j s 61 

At = month/2 

Sedimentation volume was calculated by the following relation: 

Mii,j,k)=fy(i,j,k)-h(i,j,k + LtyVAy (2) 

We define the total sedimentation volume AZVas a sum of AFand dredged volume 
bVd. We obtained there data through the courtesy of the Port Authority of Thailand. 

The characteristics of the time and spatial variation of the sedimentation volume 
is investigated by comparing the time histories of river discharge and wind data. 

Figure 3 illustrates the temporal and spatial distribution of the total siltation 
volume of the channel. The vertical axis is the distance from the river mouth and the 
horizontal axis is the month. 

It can be seen that dark parts centered around 3 to 8km from the river mouth. 
This section of the channel corresponds to the bending part. Especially, from August 
to October and April to July, large volume of sediment deposited. These two duration 
corresponds to the two peaks of river discharge (see Fig.6(b)). However, there are 
another dark parts in the bend during February and August in 1991 (south-west 
monsoon season) when there was only small river discharge. 
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Fig.3 Temporal and spatial distribution of the total sedimentation volume 

Figure 4 illustrates the variance of the change in water depth Ahv/i,j) that 
means the magnitude of the topographic change in the channel. 

river mouth 
o 

0.0  40  80 120 160 200 240 280 

longshore distance (m) 

Fig.4 Variance in water depth around the channel 
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The variance is calculated by Eq.(3). 

Mjtj)=i{hd, j,k)-Wj)f I25 
k I 

(3) 

where h(i,j) is the averaged water depth during the objective period. 

The vertical axis is again the distance from the river mouth and the horizontal 
axis is the longshore distance. It is found that change in water depth is large in the 
bend and the slope of the channel where the non-equilibrium property of suspended 
sediment is strong. 

Figure 5 shows the comparison of the averaged river discharge and the 
averaged total siltation during 1957 and 1963. The averaged total siltation volume is 
calculated in upper section (from 0km to 6km from the rover mouth), middle section 
(from 6km to 12km from the river mouth) and lower section (from 12km to 18km 
from the rover mouth) separately in the following way and are shown by a solid line, a 
dotted line and a broken line, respectively. 

Z*30-l 
AT^(*)=    2    !tov{i,j,k), 

j-0-l)*30 j 
(4) 

/=l:upper section, 2:middle section, 3:lower section 

10   m /month 

a) 
E 
3 

o 

(a) 
4 6 
month (1957-1963) 

30-] *10   m /sec 

03 
01 
to 

-C 
o 
en 

20- 

10- 

(b) 
4 6 

month (1952-1962) 

12 

Fig. 5 Comparison of the seasonal changes of averaged total sedimentation 
volume and river discharge 
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River discharge has a peak at middle of October and the total siltation in the 
upper and the middle sections have peaks at middle of September that correspond to 
the peak of river discharge. They also indicate large values during February and April 
when the river discharge becomes minimum. The total siltation in the lower sections 
dose not show any significant seasonal change. 

From these results, we can judge that sedimentation in the upper and the middle 
sections is mainly caused by river discharge and in the lower sections river discharge 
has little influence. Waves and current also play an important role in sedimentation in 
dry SW monsoon season in the upper and middle sections and in the lower sections 
they become unique agitation and transporting agency of bed material to deposit in the 
channel. 

Figure 6 shows the comparison of time histories of the total siltation and river 
discharge during August 1989 and August 1991. In this duration there are three peaks 
in river discharge and again there are increases in the total siltation in the upper and the 
middle sections. However, the correspondence is not so clear as the former figure due 
to the scattering of the data because these are the raw and unsmoothed data. 

CO 

E 
_2 
o > 
c 
o 

55 

*10  m /month 

400-1 
upper sections 

middle sections 

lower sections 

200-. 

-200 

(b) 

12        '90/5 10 

month (1989-1991) 

Fig. 6 Comparison of time histories of total siltation volume and 
river discharge during the objective period 
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Estimation of sedimentation volume discharged from the river 

We carried out field measurement of discharged velocity and silt concentration 
in May and August 1992 at two point near the river mouth. Here, we roughly 
estimated the siltation volume using the measured results. Figure 7 illustrates the 
relation between the mean discharged velocity and mean silt concentration presented in 
the report of NEDECO (1963). The open circles in the figure are the result of our 
measurements. 

6   PAT 

•   Auhtor's 

I I    NEDECO 

0     50  100 150 200 250 300 350 400 
mean silt concentration (ppm) 

Fig.7 Relation between depth averaged discharge velocity and silt 
concentration at the river mouth 

As you know well, the mean silt concentrations in the beginning of the 
discharge and in the descending period of the discharge are not the same. Generally it 
is lower in the later period. However, we assume that the mean silt concentration is a 
unique function of the mean velocity. Then we have the relation between then from the 
figure in the following form: 

C[ppm]=400C/[m/s] (5) 
Let the discharged volume and 

sectional area of the flow at the river mouth 
be Q and A, then the discharged silt volume 
Qs is expressed as: 

Qs =AUC - W0Q
2
/A *10~6[m3/s]       (6) 

Further we assume that the time history of 
the river discharge is expressed by the triangle 
with the peak value of 3000m3/s and 
continues for two months as shown in Fig.8 
and the sectional area of the river mouth be 
2000m2. Then the total siltation volume 
discharged from the river is calculated by 
the integration 

0 1   (month) 2 

Fig.8 Assumed hydrograph 
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Qt •total •r •o-month Qsdt (7) 

that gives 1.6*106m3/year. The value is about a half of the annual averaged total 
annual siltation volume. 

Estimation of sedimentation volume caused by waves and tidal current 

In this section, siltation volume due to waves and current, an another 
sedimentation agency in the channel is evaluated by a simple numerical simulation. 

For the sake of simplicity, and to grasp the rough figure of the sedimentation in 
the channel, we assume that the waves and current cross the channel at right angle as 
shown in the lower figure. X-axis is taken in the direction of wave propagation and we 
simulate the flow and sedimentation in 2-D phenomena (see Fig.9). 

In such case, sever sedimentation will take place due to the non-equilibrium 
suspended sediment transport caused by the existence of channel. In the numerical 
simulation, we have to reproduce the non-equilibrium state of the suspended sediment 
concentration adequately. 

=*> JH1 n =i u(x>z) -* 
H'-TT-f^/    v*      C(X,Z)     ~~"        n 

^u a 

Qu=Qd   I Qu<Qd 

no change deposition 

Qu=Qd 

erosion no change 

. Fig.9 Coordinate system 

A governing equation of suspended sediment concentration c is an advection- 
diffusion equation that is expressed by Eq.(8). 

dc      dc    „„ dc 
dt       dx      f dz      x 

d2c S2c 
dx2      z dz2 (8) 

where u is the mean current velocity that has a vertical distribution, ex and ez are the 
diffusion coefficients in x and z direction and Wf is the settling velocity of bed 
material. 

It has been recognized that it is generally difficult to numerically solve the 
advection-diffusion equation with high accuracy because it contains two mathe- 
matically and physically different terms, i.e., advection term and diffusion term. 
Recently, highly accurate numerical procedures for solving the advection-diffusion 
equation have been developed by Komatsu et.al.(1985) that is called a split operator 
approach. 
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We applied two procedures to simulate non-equilibrium suspended sediment 
concentration. Eq.(8) is solved by using a split-operator approach in Method-1 and in 
Method-2, an advection-dispersion equation Eq.(9) instead of Eq.(8) is solved to 
obtain sediment concentration. Equation (9) is derived by taking depth average of 
Eq.(8). 

dC        dC        dC d2C d2C     A  + U— + V ^T+f.-T^ft (9) 
dt dx dy       x dx2       y dy2       *"        v ' 

Aft - {c„«*(l - Wf/u)^IVfc]/h (10) 

V\   ufwf*l,Y-%   u/wf>l 

where [/and Fare the depth averaged mean current velocity in x and y directions, C is 
the depth averaged concentration of suspended sediment, kx and ky are the dispersion 
coefficients in x and y directions, u* is the bottom shear velocity caused by waves and 
current Q is the reference concentration at the bottom and h is the water depth. 

In Method-1, the advection-diffusion equation is split into the advection and the 
diffusion equations Eqs.(ll) and (12). 

dc       dc dc 

A-*-*'*-0 (U) 

dc d2c        d2c 

H"*-& + 8'1? (12) 

These two equations are transformed to a pair of finite difference equations by 
using 6-point and 5-point methods, respectively. The difference equations are 
calculated iteratively at grid points. The boundary condition for concentration is given 
at the upstream end and at the bottom. 

After obtaining the steady solution, we can evaluate suspended sediment flux 
(Eq.(13)) and the rate of topographic change by Eq.(14). 

qs(x,z)=fc(x,z)u(pc,z)dz (13) 

dh(x,t) _    1    3qs{x,t) 
dt        1-A     dx (    ) 

In Method-2, a depth averaged advection-dispersion equation (Eq.(9)) is 
solved by using an Alternating Direction Implicit method. The boundary condition for 
the depth averaged concentration is given at the upstream end and at the bottom. The 
change in water depth is calculated by using vertical sediment flux AQ. as follows: 

dh     -AQ, 

We have already developed this method for the simulation of topographic 
change in coastal region. We apply the procedure to calculate topographic change of 
channel section. About 20 times as much as CPU time is required in Method-1 when 
compared with that required in Method-2. 
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We carried out numerical simulations of channel topography change of two 
cases as shown in Fig.10. In both cases, the depth of the fairway was 8.5m. The 
depth at the channel approach was 3m in Case-1 and 5m in Case-2. The non- 
equilibrium property of suspended sediment is stronger in Case-1 than in Case-2. 

Case-1 Case-2 

A                               A                                   A 
3.0m 

Y                                                                              5.0m 
\.                          8.5m                                y 

\          > / 

Fig.10 Channel section of numerical simulation 

Height and period of incident waves were 1.5m and 6s. According to the report 
of the Port Authority of Thailand, waves of such magnitude would occur more than 
30hrs per year. The mean current velocity was determined to be 0.3m/s that was a 
mean tidal current that crosses the channel. The settling velocity of bed material was 
0.12cm/s that included the effect of flocculation (NEDECO, 1963). 

In the numerical simulation, we first calculated waves and current based on 
equations of wave energy conservation and depth averaged momentum conservation 
where the bottom shear stress were evaluated from the turbulent boundary layer 
equation (Deguchi, 1995). In Method-1, the vertical distribution of mean current was 
determined from the depth averaged mean current velocity by using the kinematic eddy 
viscosity as a function of bottom shear velocity. 

Figure 11 illustrates flow charts of both methods. We used the same value as 
the kinematic eddy viscosity for the diffusion coefficient in Method-1. The dispersion 
coefficient in Method-2 was given as a function of the product of the bottom shear 
velocity and the water depth. 
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-Q 
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mean current 
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Determination of bottom shear 
stress under waves and current -Q 

calculation of mean current 

->0 
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-+0 

Determination of vertical profile 
of mean current 

Calculation of sediment flux 

I 
Calculation of concentration 

calculation of topographic change 
± 

Calculation of sediment flux 

(a) Flowchart of Method-1 
Calculation of topographic change 

(b) Flow chart of Mefhod-2 
Fig. 11 Flow chart of numerical simulation 

Figure 12 shows the comparison of predicted changes in water depth at two 
representative channel sections by two methods. Although there are signuficant 
difference between the simulated results by the two methods, we can judge that we can 
not neglect the effect of the waves and current in the sedimentation in channel. In 
Case-1 (Fig.(a)), the predicted decrease in water depth in channel by Method-1 is 
larger than 20cm per one hour. On the other hand, the decrease of the depth in Case-2 
(Fig.(b)) is only 6cm per hour in average. 
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Fig.12 Change in water depth across channel 
((a):Case-l, (b):Case-2) 

According to the calculated change in water depth by Method 2, volumetric 
change per unit length per one hour of the channel is about 17m3/m/hour that will be 
about 500m3/m/year. When we assume that this amount of siltation take place along 
the middle sections 6km (From No.6 to No.12) where the depth of approach is about 
3m, the total amount of sedimentation will be 3*106m3/year that is the same order of 
the siltation volume due to river discharge. 

From these results the amount of sedimentation caused by waves and current is 
estimated to be about 3*106m3/year that is the same order of the sedimentation volume 
discharged from the river. 
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Conclusions 

Through the statistical analysis of the topographic change in the channel, it is 
found that sedimentation in the upper and the middle sections of the Bangkok Bar 
Channel is mainly caused by the river discharge. In the lower sections, the river 
discharge has little influence. Waves and tidal current also play an important role in 
sedimentation in the middle and lower sections and they become a unique agitation and 
transporting agency of bed material to deposit in the channel of lower sections. 

From the results of simplified numerical simulation of the sedimentation in the 
channel, we can judge that the order of the amount of sedimentation caused by waves 
and current in the middle sections is almost the same as that brought about by the river 
discharge. 

References 
Deguchi 1,1995, Waves, wave-induced currents and sediment transport, in "Coastal 
Engineering-Waves Beaches and Wave-Structure Interactions-", Ed., T. Sawaragi, 
Elsevier Science B.V. (in printing). 
Komatsu, T., Holly, F.M.Jr., Nakashiki,N. and Ohguchi, K., 1985, Numerical 
calculation of pollutant transport in one and two dimensionals, JHHE, Vol.3, No.2, 
pp.15-30. 
NEDECO, 1963, A study on the siltation of the Bagnkok Port Channel, 474p. 

Sawaragi, T., I. Deguchi, M. Ono and K.S. Bae (1991), Numerical simulation for 
shoaling process of navigation channel, Int'l. Sympo. on Natural Disaster Reduction 
and Civil Engineering, JSCE, pp.117-126. 



CHAPTER 217 

Turbidity and Suspended Sediment Associated With Beach Nourishment Dredging 

Daniel M. Hanes1, Member A.S.C.E 

Abstract 

A field observation program was carried out to measure natural and man- 
induced fluctuations in suspended sediment and turbidity in connections with a beach 
nourishment project. The project was carried out at Longboat Key, on the west 
coast of Florida. The analysis of the manual turbidity, sedimentation, and wave data 
revealed several significant facts concerning the differences between the hard bottom 
sites and control sites and the interactive dynamics between these three phenomena. 
The sedimentation measurements indicate that the sand sedimentation rates are highly 
variable, particularly with time. In contrast, the fines sedimentation rates are 
relatively less variable with respect to both location and time. It is evident from the 
examination of the sedimentation data that the sand sedimentation rates at the hard 
bottom sites were approximately 2.5 times higher than those of the control sites. The 
statistical analysis indicated that there is less than a 10% probability that this 
difference is due to chance. In contrast, there were no significant differences in fines 
sedimentation rates between the hard bottom and control sites. The manual turbidity 
measurements indicate high variability in space and time. Based on approximately 15 
measurement dates, following nourishment the hard bottom sites experienced 
approximately 50% less turbidity than the control sites. The variations in sand 
sedimentation rates are believed to be directly related to the hydrodynamic forces 
resulting primarily from waves. The wave height was approximately 33 % greater at 
the hard bottom sites. 

Introduction 

Turbidity, a measure of light scattering due to particles or impurities 
suspended in solution, is important to underwater visibility and light transmission. 

1 Associate Professor of Coastal and Oceanographic Engineering, University of 
Florida, P.O. Box 116590, Gainesville, FL 32611-6590, USA. 
email: hanes@coed.coastal.ufl.edu. 
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Periods of high turbidity significantly stress some underwater communities such as 
coral. Suspended sediment contributes to turbidity and independently stresses corals 
through the deposition of sediment. Turbidity and suspended sediment concentration 
vary substantially in the nearshore region under natural conditions. Natural 
variations in these quantities may be significantly enhanced by engineering activities 
such as beach nourishment dredging. 

A field observation program was carried out to measure natural and man- 
induced fluctuations in suspended sediment and turbidity in connections with a beach 
nourishment project. A large scale beach nourishment project was carried out at 
Longboat Key, Florida, during the period of observations. Sedimentation, turbidity, 
and wave climate were measured over a two year period. Figure 1 is a time line of 
these activities. 

5/92              2/28/93 8/12/93 
I 

1/1/94                                 8/2 
1 

| Nourishment 
Sedimentation Traps 

I Turbidity Measurements 

1—           i     •                 I 
4/7/93 8/25/93 

Figure 1: Time Line of Nourishment and Monitoring Activities 

The monitoring locations (see Figure 2) include four stations at hard bottom study 
sites along Longboat Key and three control stations on adjacent Siesta Key, Anna 
Maria Island and Long Key. Table 1 provides the names, locations and mean lower 
low water depths of each site during the period of wave measurements. 
Sedimentation rates and turbidity measurements were obtained at all seven sites. 
Wave sensors were deployed at the Long Key and Siesta Key control sites and the 
Longboat Key #34 and Longboat Key #2 hard bottom sites. 

Table 1: Monitoring Locations 
Site Latitude Longitude Depth 
Siesta Key - SK 27°15'40"N 82°33'09" W 4.6 m 
Longboat Key #6 - LBK6 27°23'21"N 82°38'43"W 4.5 m 
Longboat Key #2 - LBK2 27°23'38" N 82°38'57" W 5.6 m 
Longboat Key #43 - LBK43 27°25'28" N 82°40'34" W 4.6 m 
Longboat Key #34 - LBK34 27°25'19" N 82°40'42" W 5.3 m 
Anna Maria Island - AM 27°30'47" N 82°43'33"W 4.6 m 
Long Key - LK 27°42'27" N 82°44'39" W 4.5 m 
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Figure 2: Location Map of Monitoring Sites 

Sedimentation Monitoring 

Sediment traps are deployed in order to measure the relative amounts of sand 
sized sediments and fine sediments suspended in the water column. The sediment 
trap used in this study is shown in Figure 3. The traps function by capturing 
suspended sediment which have sunk into the trap opening due to the tendency for 
sediment to settle downward due to gravity, Once inside the trap, sediments are 
presumably not resuspended or eroded. Thus the measured sedimentation rates are 
actually a measure of the product of the concentration of suspended sediments and 
the settling velocity of the sediments. The sedimentation rates are not a measure of 
deposition rates upon the bed. In fact, high sedimentation rates can sometimes 
indicate low deposition rates, because the sediment is suspended above the bed and 
advected away by currents. 

After the initial deployment in October, 1992, field trips to retrieve the 
samples were scheduled for the first week of January, 1993 and approximately every 
four weeks thereafter during nourishment. After the completion of nourishment, 
field trips were scheduled at a maximum of every six weeks. 
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Each sample was separated 
into sub-samples of sand and fines by 
wet sieving with a 63 micron sieve. 
These sub-samples were then dried at 
110° C and weighed to determine dry 
weight of the sand and fines portion. 
Finally, the samples were ashed at 500 
0 C for two hours and re-weighed to 
determine the weight of organic 
matter. Sedimentation rates, given in 
milligrams per centimeters squared per 
day, were calculated by dividing mass 
by the area of trap entrance and Julian 
days between deployment and 
retrieval. The sedimentation rates for 

Figure 3: Sediment Trap and Mounting     multiple traps at each station (for each 
deployment) were then averaged to provide the best estimate of the sedimentation 
rate for that site during the measurement period. 

post 

Table 2 shows the average sand sedimentation rates of the four hard bottom 
sites off Longboat Key and of the three control sites for each deployment. Of the 
nearly 350 sedimentation samples, there were three cases in which one of the three 
sediment traps was significantly different from the other two traps at the same 
location. For these cases the deviant measurement was discarded. The bottom row 
is the average of all of the hard bottom samples and all of the control samples over all 
deployments. 

Table 2: Average Sand Sedimentation Rates (mg/cm /day) 
Hard Bottom Sites vs. Control Sites 

(Continued on next page) 

DATE SITE 

Installation Retrieval Hard Bottom Control 

10/26/92 1/2/93 3.8 1.8 

1/2/93 2/6/93 1.3 1.0 

3/6/93 4/7/93 485.2 148.4 

4/7/93 5/1/93 8.5 6.2 

5/1/93 5/29/93 1.3 0.9 
5/29/93 6/26/93 6.3 1.2 
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6/26/93 7/14/93 7.0 2.2 

7/14/93 8/25/93 1.6 3.0 

8/25/93 9/29/93 1.7 1.7 
9/29/93 11/10/93 67.1 47.0 
11/10/93 12/22/93 19.1 13.7 
12/22/93 2/16/94 131.4 58.5 
2/16/94 3/22/94 189.5 50.4 
3/22/94 4/30/94 7.0 2.4 

4/30/94 6/12/94 1.0 1.5 
6/12/94 7/18/94 3.5 2.8 

7/18/94 8/25/94 38.5 4.7 

OVERALL AVERAGES 47.5 20.4 

Table 3 provides the average fines sedimentation rates for the four hard 
bottom sites and the three control sites. 

Table 3: Average Fines Sedimentation Rates (mg/cm /day) 
Hard Bottom Sites vs. Control Sites 

DATE SITE 

Installation Retrieval Hard Bottom Control 

10/26/92 1/2/93 16.1 18.3 

1/2/93 2/6/93 23.2 35.1 

3/6/93 4/7/93 66.6 58.9 

4/7/93 5/1/93 27.3 27.3 

5/1/93 5/29/93 18.6 10.7 

5/29/93 6/26/93 8.5 5.7 

6/26/93 7/14/93 12.1 9.4 

7/14/93 8/25/93 9.6 7.9 

8/25/93 9/29/93 8.3 7.6 

9/29/93 11/10/93 30.8 22.8 

11/10/93 12/22/93 34.1 31.7 
12/22/93 2/16/94 41.2 31.8 

2/16/94 3/22/94 43.5 30.5 
3/22/94 4/30/94 16.8 16.4 

4/30/94 6/12/94 6.8 12.5 
6/12/94 7/18/94 7.9 11.4 

7/18/94 8/25/94 14.8 11.7 

OVERALL AVERAGES mff$tm"M WMmmSi: 
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The sand sedimentation rate data is punctuated by high sedimentation rates 
for the deployment retrieval dates of 4/7/93, 11/10/93, 12/22/93, 2/16/94, 3/22/94 
and 8/25/94. These coincide with periods of high waves, as is discussed further in 
the wave data analysis. There is a pronounced difference in sand sedimentation 
between the hard bottom and the control sites. It seems evident that the 
sedimentation rate is much higher for the sites at Longboat Key. This result is 
partially explained by the spatial variations in wave climate, which is presented later. 

In contrast, the difference in fines sedimentation rates between hard bottom 
and control sites is small. These data reflect high values for the deployments retrieval 
dates of 4/7/93, 11/10/93, 12/22/93, 2/16/94, and 3/22/94. However, the increase in 
fines sedimentation rates during these times was not as dramatic as for sand 
sedimentation. The sedimentation rates for the fine material is essentially similar at all 
study locations, particularly relative to the enormous variations measured for the 
sand sedimentation rates. The overall mean and standard deviation of the fines 
sedimentation rate are 21.1 and 15.9 mg/cm2/day, respectively. The means of each 
site are well within one standard deviation of the overall mean. 

The sedimentation rates can be compared before, during, and after 
nourishment. Because the nourishment project occurred over a period of 
approximately 6 months, the beach upland of each hard bottom site was nourished at 
different times as the project progressed along the coast. Rather than subjectively 
determining 'before, during, and after" dates for each site, we choose rather to apply 
the same dates to all sites, as described in the introduction to this report. This allows 
for the grouping of hard bottom sites and control sites, as will be statistically justified 
in the following section on statistical analysis. Table 4 gives the average sand and 
fines sedimentation rates for hard bottom (KB) and control sites (Con) before, 
during and after nourishment. These values are given in mg/cm /day. The average 
value of the ratio HB/Con is also given. The hard bottom sites have sand 
sedimentation rates which are approximately 2.5 times the control sites, but the fines 
sedimentation differ only slightly at the hard bottom and control sites. 

Sand Sedimentation Rates Fines Sedimentation Rates 

HB Control HB/Con HB Control HB/Con 

Before 2.5 1.8 1.7 19.6 18.3 0.8 
During 85.0 27.0 2.5 23.8 20.0 1.3 
After 51.0 20.3 2.5 22.7 19.6 1.1 

Table 4: Average sedimentation rates before nourishment (1/2/93 and 2/6/93 
retrieval dates), during nourishment (4/7/93 to 8/25/93 retrieval dates) and after 

9/29/93 to 8/25/94 retrieval dates). Values are given in mg/cm2/day. 
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In summary, the study period was characterized by moderate sedimentation 
through the first nine months with the notable exception of the hundred year storm in 
March, 1993. In contrast, sedimentation in the Fall/Winter of 1993/1994 and again 
in Summer of 1994 were marked by significant activity, especially at the hard bottom 
sites. There is a notably greater sand sedimentation rate for the hard bottom sites. 
Finally, the data shows that fines sedimentation rates are less variable than sand 
sedimentation rates. 

A statistical analysis of these data indicate that were no significant differences 
within the hard bottom sites and also no significant differences within the control 
sites. The sites were therefore combined into two categories: hard bottom and 
control. These data were then paired for comparison during the nourishment project 
and following the nourishment project. The comparison was made using the 
Binomial Sign test. The Sign test provides the probability that the number of positive 
differences is greater (or less) than random chance (50 % of the values). For the sand 
sedimentation rates measured during the nourishment project, the results of the Sign 
test indicate P=0.094. For the sand sedimentation rates measured after the 
nourishment, the results of the Sign test indicate P=0.087. There is less than a 10% 
probability that the differences between the hard bottom and control sites in sand 
sedimentation rate both during and following nourishment occurred by chance. 

Manual Turbidity Monitoring 

Manual measurements of turbidity were obtained through the use of SCUBA 
divers during each field trip. Divers obtained a water sample near the surface, mid- 
depth, and near the bottom of the water column. The surface and bottom samples 
were generally obtained approximately two feet from the surface or bottom. The 
water samples were then sub-sampled on board the boat and inserted into an H-F 
Scientific Model DRT-15C portable turbidimeter for reading. 

Table 5 shows the average manual turbidity readings for hard bottom and 
control sites and presents the ratio of hard bottom to control turbidities (HB/Con) 
for the nourishment and post nourishment periods. 

Table 5: Manual Turbidity Readings (NTU), During and After Nourishment 

level Hard Bottom Control HB/Con 
During 

Nourishment 
surf. 4.6 2.9 1.6 
mid 5.8 4.0 1.5 
bot. 7.5 5.5 1.4 

After 
Nourishment 

surf. 2.8 4.4 .64 
mid 3.2 5.5 .58 
bot. 4.4 9.2 .48 



TURBIDITY AND SUSPENDED SEDIMENT 3023 

On the whole, the manual turbidity readings are relatively low compared to 
the 29 NTU standard. It must be noted here that the turbidity values represent 
discrete readings and that this sampling cannot be considered random. The manual 
turbidity samples were taken only when weather permitted. Obviously weather is a 
very significant forcing mechanism for turbidity. Thus, in all likelihood, these values 
underestimate actual time-average turbidity levels. 

Table 5 clearly illustrates three facts. First, the turbidity at the hard bottom 
sites was larger than at the control sites during nourishment. Secondly, the turbidity 
at the hard bottom sites decreased significantly after nourishment. Finally, the 
turbidity of the hard bottom sites is significantly less than the control sites after the 
nourishment. These average values are based on seventeen sampling dates. 

Wave Sensors 

Two instrument package designs were deployed for the turbidity and wave 
climate monitoring. These packages are referred to as system I and system II. Both 
systems were self contained, with on-board power and data storage capabilities. The 
waves were measured using Transmetric pressure sensors. 

System I consisted of two model 1 Optical Backscatterence Sensor (OBS), a 
pressure transducer, and a Marsh McBirney Electromagnetic current meter. This 
package was used almost exclusively at the Longboat Key #2 hard bottom site. The 
system I samples at one hertz for 1024 seconds every two hours. The 12V power 
source required renewal approximately every month. A spare system I was 
employed until it was damaged in the field during the fifth deployment.  The system 
11 package consisted of one model 3 OBS and a pressure transducer.    These 

, packages were deployed at the Long Key, Siesta Key,   and the Longboat Key #34 
hard bottom sites. System II samples turbidity and waves at one hertz for 512 
seconds every two hours. The 1Mb RAM is filled approximately every month but the 
12 V power source lasted approximately three months. Therefore, the initial plan 
was to download the data in the field every deployment and perform complete 
maintenance, which included battery change, every three months. A spare system II 
was also employed as a backup. The field configuration of the system II package is 
presented in Figure 4. 

All of the instruments required calibration for interpretation. The calibrations 
of the pressure sensor and current meter are straight forward, and were performed in 
some cases by the instrument manufacturer. In some cases we also calibrated these 
instruments at the Coastal Engineering Laboratory at The University of Florida. 
Turbidity is measured in Nephelometric Turbidity Units (NTU's). Calibration is 
accomplished using formazin in the laboratory. For the manual turbidity 
measurements, a HF Scientific model DRT 15C portable turbidimeter is utilized. 
The OBS calibration is somewhat more problematic.    We calibrated the sensors in 
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the laboratory using a formazin solution. Formazin is the turbidity standard accepted 
by National Institute of Standards Technology. Each time the OBS are removed 
from the water for cleaning (approximately once per month), they are recalibrated. 
However, upon deployment in the field, these calibrations were not always accurate. 

support fram e 
P V C   body 

pressure 
transducer 

Figure 4: System II Package Field Configuration 

The instrument deployment began August 25, 1993 and the preliminary plan 
was to schedule deployments every month thereafter. However, due to severe 
biofouling and unforeseen package damage, the deployments were interspersed as 
conditions demanded. A time line of the wave data coverage for the monitoring 
project is given in Figure 5. Lapses in coverage were largely due to equipment 
damage and maintenance. 

9/1/93 
i L 

11/1/93 1/1/94 3/1/94 

J_l 
5/1/ 94             7/1/94 

I I I  
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LBK2 
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1 —r 
10/1/93 

—f  
12/1/93 2/1/! 

Figure 5: Time Line of Wave Data Coverage 

Figure 5 points to two main lapses in wave data coverage. These 
interruptions occurred from 11/1/93 to 12/1/93 and from 1/11/94 to 2/16/94. The 
first incident was due to the unexpected severity of the biofouling of the OBS's. The 
packages were taken back to the coastal lab for maintenance, data offload and 
recalibration. System I packages suffered extensive damage in the field during the 
fifth and eighth deployment due to crab traps. The crab traps and buoy lines tended 
to collect around the instrument package, often becoming entangled in it, and 
extensive damage was incurred as the crab fishermen retrieved the traps. One system 
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I package was damaged beyond repair. Each of the sensors on the package was 
sheared off. In the case of the second system I package, the repairs required almost 
two months of work. The spare system II was utilized in its place at the Longboat 
Key #2 site. Even after the repairs to the system I package, the current meter was no 
longer functioning and much of the OBS signal was unsatisfactory. 

As can be seen, maintaining the instrument packages in the field proved to be 
very demanding. This can be attributed to severe biofouling and field damage to the 
packages. The biofouling on the face of the OBS was more troublesome than 
anticipated. It served to block out the OBS signal after a few days in some cases. 

The performance of the OBS's was dismal and our painstaking efforts to 
correct the problem were generally ineffective. Biofouling was anticipated before the 
initial package deployment and the OBS face was painted with an anti-biofoulant. 
The OBS were subsequently painted whenever the packages were removed from the 
field. It was evident that the severity of the fouling was grossly underestimated. As 
a result, we attached commercially available caustic hoods to the OBS. The 
manufacturer of these hoods claimed that they would keep OBS's clean of growth 
and fouling for 2 to 3 months at the project site. Although the hoods did somewhat 
decrease the amount of fouling, the effect of the hoods were not significant enough 
to improve the OBS signal. Our next plan of attack was to simply remove the 
packages more frequently to repaint the OBS face. The system II packages were 
eventually removed monthly for this purpose. Unfortunately, this provided 
disappointing results as well. Eventually, we tried underwater field cleaning of the 
OBS face biweekly. We found that we were not able to obtain valid turbidity data 
for more than a maximum of seven days after the OBS faces were painted with anti- 
biofoulant and for more than three days after cleaning with a nonscouring pad in the 
field. Although this seemed unproductive, we had no recourse. This presented an 
opportunity to increase the frequency of manual turbidity readings, which were 
gaining in importance due to the ineffectiveness of the OBS's. By the eighth 
deployment, we designed and implemented an 'OBS wipe' instrument which was 
mounted to the OBS to mechanically clean the face of the OBS every hour. Once 
again, this proved ineffective. Our final decision was to discard the OBS data. 

The average values of the depth (Dav), significant wave height (Hmo) and 
peak period (Tp), as well as the number of days of wave data coverage within the 
period are summarized in Table 6. For purposes of comparison, the averages in Table 
6 were calculated to correspond to the sedimentation data periods. These values 
represent the averages of the available wave data within these periods. The average 
values in the last row and column are weighted to reflect the varying days of 
coverage within periods and monitoring sites. 
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Table 6: Deployment Averaged Wave Data 

Date SITE 
Start End LK LBK34 LBK2 SK 

8/25/93 9/29/93 Dav, m 4.27 5.55 5.60 4.59 
Hmo, m 0.16 0.26 0.26 0.21 
 Tp,s  5.65 4.97 5.02 5.27 

Days 35 34 36 36 
9/29/93 11/10/93 Dav, m 4.53 5.38 5.52 4.65 

Hmo, m 0.21 0.30 0.30 0.19 
Tp, s 5.02 5.47 5.59 5.44 
Days 32 32 40 23 

11/10/93 12/22/93 Dav, m 4.51 5.29 5.89 5.00 
Hmo, m 0.26 0.35 0.32 0.29 

Tp, s 5.13 5.92 6.02 5.83 
Days 22 21 30 21 

12/22/93 2/16/94 Dav, m 4.38 5.02 5.84 4.87 
Hmo, m 0.32 0.40 0.49 0.34 

Tp, s 6.47 6.55 6.33 6.74 
Days 21 20 20 24 

2/16/94 3/22/94 Dav, m 4.67 5.64 4.47 
Hmo, m 0.26 0.32 0.26 

Tp, s 5.46 5.73 6.10 
Days 36 33 34 

3/22/94 4/30/94 Dav, m 5.16 5.75 4.59 
Hmo, m 0.24 0.25 0.21 

Tp, s 5.20 5.02 5.11 
Days 38 38 34 

4/30/94 6/12/94 Dav, m 4.41 5.17 5.35 4.67 
Hmo, m 0.15 0.18 0.15 0.16 

Tp, s 3.84 4.50 3.03 4.32 
Days 42 41 13 42 

6/12/94 7/18/94 Dav, m 4.85 5.23 5.44 4.80 
Hmo, m 0.21 0.27 0.28 0.25 

Tp, s 4.70 4.34 4.18 4.03 
Days 31 34 34 34 

7/18/94 8/25/94 Dav, m 5.36 5.54 4.28 
Hmo, m 0.30 0.33 0.23 

Tp,s 5.07 5.13 5.51 
Days 38 39 40 

Average 

Davj m 4.52 5.32 5.62 4:63 
Hmo, m .21 .28 ,30 .23 

Tp,s 5.07 5.19 5.14 5.27 
Days 33 34 34 34 
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Discussion 

The relatively higher sand sedimentation rates measured at the hard bottom 
sites relative to the control sites can be explained by examining the wave conditions 
at the sites. Table 7 compares the average wave characteristics between the hard 
bottom and control sites. It is evident from this table that the hard bottom sites have 
experienced larger waves than the control sites. 

Table 7: Average Wave Data Characteristics 

Characteristic Hard Bottom Control 
Average Depth, Dav 5.47 m 4.58 m 

Significant Wave Height., Hmo 29 m ,22 m 
Peak Period, Tp 5.17s 5.17 s 

In addition to time average data, an examination of discrete storm events 
provides valuable insight. An examination of the five largest, measured, storm events 
is presented in Table 8. The maximum significant wave height (Hm0(max)) and 
maximum peak period (Tp(max)) for the storm events are given for each of the sites. 
The largest waves of our monitoring were recorded at LBK2 and LBK34 from 
1/3/94 and to 1/5/94. The most recent storm event beginning on 8/13 and subsiding 
on 8/18/94 was tropical storm Beryl. 

Table 8: Maximum Height and Period for Five Storm Events 

Event Date SK LBK2 LBK34 LK 
10/29/93 to 
11/1/93 

*imo(max) 1.78 m 1.99 m 1.42 m 
A Dfmaxt 10.7 s 10.7 s 10.7 s 

12/14/93 to 
12/17/93 

•H-mofmax) 1.28 m 1.40 m 1.43 m 1.11m 
1 pfmaxl 9.1 s 9.8 s 9.1 s 9.1s 

1/03/94 to 
1/05/94 

-Hmofmai) 1.84 m 2.23 m 2.15 m 1.62 m 
A pfniaxt 10.7 s 11.6s 12.8 s 10.7 s 

3/1/94 to 
3/5/94 

-"•mo(roax) 1.43 m 1.63 m 1.61m 
*pfmax,l 10.7 s 10.7 s 10.7 s 

8/13/94 to 
8/18/94 

•ti-mo{mai0 1.26 m 1.51m 1.72 m 
1 pfmax^ 8.0 s 7.5 s 8.0 s 

Table 8 illustrates two important facts. First, this data shows that in every case, the 
hard bottom sites recorded larger maximum significant wave heights for these storm 
events. Secondly, these five storm events occurred during the periods of highest 
sand sedimentation rates. 
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In order to demonstrate the relationship between significant wave height and 
sand sedimentation rate, Figure 6 displays the deployment averaged measurements 
for both the hard bottom sites and the control sites. Plotted on a log-log scale, 
Figure 6 shows that the sand sedimentation rate is an increasing function of the 
significant wave height. Furthermore, the hard bottom sites and the control sites plot 
with approximately the same trend. This supports the conclusion that the difference 
in sand sedimentation rate is largely due to the differences in significant wave height. 
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Figure 6: Log-Log plot of sand sedimentation rate versus significant wave height. 

Conclusions 

The analysis of the manual turbidity, sedimentation, and wave data revealed 
several significant facts concerning the differences between the hard bottom sites and 
control sites and the interactive dynamics between these three phenomena. 

The manual turbidity measurements indicate high variability in space and 
time, and were probably under-sampled and biased toward low wave conditions. 
During the monitoring period, turbidities exceeding 29 NTU were measured only at 
sporadic locations on 11/10/93, 12/22/93 and 2/16/94. Based upon three 
measurement dates, the manual turbidity measurements during the nourishment 
indicate that the hard bottom sites experienced approximately 50% higher turbidity 
than the control sites. However, based on approximately 15 measurement dates, 
following nourishment the hard bottom sites experienced approximately 50% less 
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turbidity than the control sites. Statistical analysis confirmed that the lower turbidity 
at the hard bottom sites relative to the control sites following nourishment is 
statistically significant at the 0.05 probability level. 

The sedimentation measurements indicate that the sand sedimentation rates 
are highly variable, particularly with time. In contrast, the fines sedimentation rates 
are relatively less variable with respect to both location and time. It is evident from 
the examination of the sedimentation data that the sand sedimentation rates at the 
hard bottom sites were approximately 2.5 times higher than those of the control sites. 
The statistical analysis indicated that there is less than a 10% probability that this 
difference is due to chance. In contrast, there were no significant differences in fines 
sedimentation rates between the hard bottom and control sites. 

The variations in sand sedimentation rates are believed to be directly related 
to the hydrodynamic forces resulting primarily from waves. During periods that 
included large waves, correspondingly large sand sedimentation rates were measured. 
Wave forcing also partially explains the trend for higher sand sedimentation rates at 
the hard bottom sites relative to the control sites. The wave height was 
approximately 33 % greater at the hard bottom sites. This higher wave height results 
in the wave energy being approximately 75% higher at the hard bottom sites relative 
to the control sites. The increased wave energy at the hard bottom site is probably 
the reason for the relatively higher sand sedimentation rates. Because a high 
sedimentation rate is an indication of high concentration of suspended sediment, 
these findings indicate that sand deposited at the hard bottom sites is most likely 
resuspended into the water column during periods of large waves. 
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CHAPTER 218 

SOIL MECHANICS OF SHIP BEACHING 

N.-E. Ottesen Hansen1, B.C. Simonsen2, and M.J. Sterndorff3 

Abstract 

When a ship hits a soil or gravel slope it will create a large transient pore 
pressure in the soil which will force the ship bow upwards. At the same time the 
pore water will cause ruptures in the soil which influences the lifting forces on the 
ship bow. Methods of analysis are presented for the pore water build up, the soils 
rupture and the resulting reactions on the ship bow for frictional soils. Soil slopes 
with low permeability (sand in connection with a scour protection) generates large 
reactions on an impacting ship with the result that the ship will ride up on the 
surface of the slope and be brought to a stop by friction . Soil slopes with high 
permeabilities as pebbles or quarry run generate smaller reactions, and the ship 
will plow itself into the slope. It will then be stopped by a combination of friction 
and passive soils pressure. The analytical results are compared with test results 
made in a hydraulic laboratory and by full scale testing in nature of a ship sailed 
into a beach. Good agreement was found between the theoretical findings and the 
test results. 

Introduction 

In many places structures are placed adjacent to heavily trafficked navigation 
channels. The ship traffic is supposed to stay in the main navigation channel. Some 
ships, however, do loose their way or their steering and may ram the structure. 
One method to protect against the impact is to surround the structures with works 
built in fill materials. An example of this is the protective works for the side span 
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piers of the Great Belt suspension bridge in Denmark. They are designed to stop 
all ships with a displacement greater than 4000 tonnes before they reach the bridge 
foundations, figure 1. The impact of smaller ships can be sustained by the bridge 
piers themselves. 

Such protective works will have the effect that they either force the ship to ride 
up the slope and absorb the energy of the ship by friction or they will absorb the 
ship impact inside the soil skeleton as passive soil pressure. An accurate calculation 
of the stopping length of the ship will therefore be important. Typical marine 
structures to protect are bridge foundations or immersed tunnel elements. 

SELF ARMOURED 
SURFACE 

SECTION   A-A 

60,000   DWT 
IN   BALLAST 

Figure 1.  Protective work for one side span 
foundation of the Great Belt suspension bridge, Denmark. 

Mechanics of Ship Grounding 

The stopping force acting on a beaching ship is the result of ruptures in the soil 
at the areas of contact between bow and soil. The mechanics of this rupture is 
complicated. This is illustrated by an example where a ship with cylinder bow with 
vertical sides is rammed horizontally into a submerged slope of sand of 1:6, Figure 
2. The bow has a semi-circular shape with a radius of r = 378 mm. The bottom 
is flat. The sand is very uniform in gradation with a mean diameter of 0.125 mm, 
permeability coefficient 9 • 10~5 m/s and frictional angle of 39°. The ship is rammed 
with constant velocity and it is locked in the horizontal position such that it cannot 
heave or pitch. 
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In figure 2 the horizontal forces and vertical forces for different impact 
velocities are presented as a function of horizontal position for a ship with 
cylindrical bow rammed into a slope of 1:6. The soil reaction is shown for tests 
in both dry sand and submerged slopes of different impact velocities. 

The horizontal resisting force and the lifting force as the bow depends on the 
velocity. The force is 10-20 times larger than the resisting force for the identical 
tests peformed out of water where the bow is rammed into the same slope of dry 
sand, figure 2. 

HORIZONTAL  POSITION HORIZONTAL   POSITION 

Figure 2. Force on ship bow. 

Therefore the porewater flow generated by the bow during the impact must 
have great influence on the behaviour of the ship. The porewater flow creates 
strong effective stresses in the soil which act on the hull both as normal stresses 
and as tangential stresses. It is then the question of how these effective stresses are 
generated. There seem to be two possible mechanisms to choose: 

1. At the rupture the sand will dilatate and thereby create a large suction in the 
pore water in the rupture zones. This suction will result in a just as large 
effective stresses in the grain skeleton. 

2. At the impact the sand will be compressed and pore water will be squeezed out 
in the compression zone creating an additional pore water flow. This pore 
water flow will build up large effective stresses in areas of the grain skeleton. 
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In other areas liquified zones will be formed. 

Which of the two mechanisms are correct can be decided by investigating the 
vertical lift on the ship bow. This lift must partly be caused by friction on the front 
and partly of the pore water pressure at the bottom of the model ship. From figure 
2 it can be seen that there is a relatively large lift on the bow. Consequently there 
must be an excess pore pressure underneath the bow. This indicates that the impact 
follows the mechanism, 2, where the sand skeleton is compressed and the pore 
water squeezed out. 

The pressure generated by the porewater has further been demonstrated by 
establishing a vertical downwards directed pore water flow through the sand 
(originally made to compact the laboratory sand), figure 3. This drainage will 
reduce the initial pore pressure with depth. Figure 3 shows the difference between 
the lift on the ship bow with and without the additional vertical pore water flow. 
The important finding is that even though the initial pressure underneath the bottom 
of the model ship is reduced, still a lift is generated. This proves that excess pore 
pressures are generated by the impact. 

CYLINDER   BOW PUSHED   UP 
SOIL 

HORIZONTAL   POSITION 

Figure 3. Variation in lifting force 
for various drainage conditions in the soil. 

Method of Analysis 

The analysis of the soils forces acting on an impacting ship must be made with 
some simplifications in order to obtain a result. 
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Ships with bulb- and V bows have a narrow keel such that the foot print into 
the slope becomes oblong, figure 4. Hence the soils resistance can locally be 
calculated by two-dimensional methods. 

V. 
1 i 

i 
r- FOOTPRINT 

V'^, ' t^mMmm 

V 

RUPTURE   LINE  a 

^-STREAMLINE 

Figure 4.  Principle of strip calculation model. 
a) The division of the slope into elements. 

b) Soils movement and porewater flow lateral to ship movement in a strip. 

The slope is divided into a series of strips. Within these strips the soil 
deformation and porewater movement are calculated using a two-dimensional 
solution, figure 4. Using this reference frame the deformation of the slope can be 
described in detail and it is possible to determine which strips are in contact with 
the bow, furrow geometry etc. 

The total soil reaction is found by summing up the soil reaction force from 
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each of the soil strips in contact with the bow. This provides a normal force 
perpendicular to the slope and a frictional force parallel with the slope. They can 
be used for the equations of motion of a beaching ship. The ratio between the 
frictional force and the normal force is defined as the effective frictional 
coefficient. 

Thus the system is reduced to a two-dimensional system which is easier to 
analyse. 

The cylinder bow mentioned as an example in the preceding paragraphs can 
be approximated with strips along the perifery of the bow in the vertical plane. 

Basic Assumptions 

In order to explore the impact on the soil the basic one-dimensional case of the 
cylinder bow is considered 

W77777Z77ZW7m#^^ 
IMPERMEABLE 

-PRESSURE   FRONT 

Figure 5. Basic case of impact of cylinder bow. 

For an impulsively started motion at t = 0 to U, a pressure wave with celerity, 
c, is sent out. Joukowski's law then gives for the horizontal force, FH 

FH ~ pcUh 
E 

P 

p is the density of saturated soil and E the Young's modulus of dry sand. The 
ratio between effective stresses from pore water flow and inertia force are decided 
by the soil permeability, k and given by 
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PwghU 

pkc2 

This means that the forces from the pore water for normal sand dominates over 
the inertial forces. 

From the expression for FH it can be seen that the stresses at the impact in this 
example will be very high (~ 100 kN/m2 - 500 kN/m2). This is extremely high. 
So high that a soil rupture must occur. The rupture force will depend on how large 
vertical stresses can be generated by friction against the ship hull. 

Hence in the following the inertia forces can be neglected, and calculations can 
be treated as a quasi steady soil rupture problem even though it is an impact 
problem. 

Equilibrium Equations for an Element of saturated Soil in Rupture 

In order to analyse the rupture problem, the approximation of using a series 
of circles as rupture lines is used. The rupture figure are then kinematically 
allowable and will produce stresses which are slightly higher then the correct 
stresses. The method is an adaption of the equilibrium method of Brinch Hansen, 
1953. 

The stress conditions for soil elements in a circular rupture line are shown in 
figure 6. There is a flow of pore flow through the element which generates 
tangential and radial pressure gradients 

The shear stress, T„, along the circular rupture line in frictional soil is given 
by the Kotter equation, Brinch Hansen, 1953: 

3T . ,        dp dp 
—^+2tan<pT   +Yrsin(v+<p)sin(<p)-sin (<p)r—£+sin(<p)cos(<p)—£ = 0 
dv dr dv 

r,v are the polar coordinates and y' is the submerged weight of the soil. <p is the 
frictional angle of sand. Pp is the pore water pressure. 

The normal stress, ar, is found from the Coulomb relationship 
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tan (pa 

With the known boundary conditions and pore water pressure field, pp, this 
equation can be integrated to give the effective shear stress, r„, along the 
considered rupture line. 

/ SEE   DETAIL 

Figure 6. Effective stresses and pore water pressures on a 
soil element in a circular rupture line. 

Soil Reaction on a Strip of the Bow 

To demonstrate how the soil reaction is calculated, one strip on the slope (see 
figure 4) is considered. Normal velocity and acceleration of the bow at the 
considered strip is ub and ub respectively, figure 7a. 

The first simplification of the problem shown in figure 7a is achieved by 
assuming that the penetrating bow can be modelled by a plate of width B 
corresponding to the immediate width of the bow in the plane of the slope, figure 
7a,b. 

Initially the grain skeleton is compressed elastically and a pore water flow is 
generated. When the force reaches a certain level soil rupture will develope. 
During beaching of a ship the deformations of the soil are sufficiently large to 
develope complete rupture. 

The geometry of the rupture body can be approximated by a circular arc with its 
center placed off the surface of the soil in (x,y) = (a,b), figure 7. This is the most 
simple approximation. A better approximation would be to use a number of 
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consequtive circles. For an impact problem this additional accuracy is not 
warranted. The procedure is now to choose a,b, and the unknown force on the 
bow, F, such that the rupture body is in both horizontal, vertical and moment 
equilibrium. 

Figure 7. Assumed circular rupture below a bow 
penetrating saturated soil. Equivalence between bow and flat plate. 

The total loads, T, N and M, on a given rupture body are the resultants of the 
effective stresses, r„, a, in the rupture line, the pore water pressure, pp, along the 
edge of the rupture body, the submerged weight of the soil in the rupture body and 
the load from the bow, F 

The effective stresses, T„, <TV and ar in the rupture line can be calculated from 
the Kotter equation, if the pore water pressure, pp, and the boundary conditions for 
r„ are known. 

In the general case the pore water pressure cannot be found without 
considering the kinematics of the grains. However, in this case of modest 
penetration of a bow it can be assumed that the displacements of the grains are 
small compared with that of the pore water. The pressure field, pp, can then be 
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found by use of Darcy's law and the of continuity equation for water. 

The solution can be written, Lamb, 1932 

3039 

\ 
z'2 + kl-x'2-z'2)- z'2 + Ul-x'2-z'2)2 

ii      PS"*    (1+e) . 

x a       r    . i       z b r 
x   =   =  + sinv   ,   z   =   =   +  cosv 

B/2      B/2    B/2 B/2      B/2      B/2 

in which pw is the density of the pore water, g the gravity acceleration, e the void 
ratio, and k the permeability coefficient. 

Inserting these equations into the KQtter equation the variation of T„ along the 
rupture line is expressed in terms of the non-dimensional parameters. 

B/2     B/2     B/2 
v, <p 

The boundary conditions for T„ and the angle, v0, of the rupture line at point 
P are, figure 7 

r„(P) = 0 

v0 = ir/2 - <p/2 

Using the approximation of a circular rupture there will not be sufficient 
degrees of freedom to satisfy all boundary conditions. However, the second 
condition can be neglected without loosing too much accuracy, Brinch Hansen, 
1966. 

If boundary condition for the shear stress is used in the solution of the Kotter 
equation negative effective stresses will occur in an area around P. They cannot 
exist. Therefore there is liquefaction in this area and no contribution to the 
resistance. Therefore the boundary condition is r„ = 0 from P to the point in the 
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rupture line where the shear stress can grow towards positive values, see for 
instance figure 9. This point is characterized by 

—-2 = 0 
dv 

The effective stresses and the porewater pressure acting on a given rupture 
body at a given value of 7V7" can be calculated. The resulting values of 7V7", 
a,b,F are the ones which result in equilibrium for both horizontal and vertical 
forces and for the moment. The results of the analysis are presented in figure 8 in 
which the force F on the plate is expressed as a function of 777" for soils with a 
frictional angle of <i> = 32°. 

Typical values for the parameters in 777" are pw = 103 kg/m3, 7' = 104 

N/m3, ub = 1 m/s, k = 10"4 m/s,   ub   = 0 m/s2 giving a typical value of 777" 

y'/y" . A  = 10'4 
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Figure 8. Non-dimensional rupture load for different 
values of 777" for 0 = 32°. 

For values of 777" below 0.1 the nondimensional total force, F, is seen to be 
approximately constant 

i'/an\2 ram 
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Thus for 7V7" < 0.1 the model does not predict an upper level for the soil 
reaction - it is simply proportional to 

n(B ' 
Y     2 

The pore water pressure gives a vertical reaction which is included in the 
above total force. The pore water contribution, Fpw, is 

F_ pw ^ - 1.57 
Y"(B/2)2      2 

Therefore in this example of <t> = 32°, the effective stresses between plate and 
soil only account for approximately 20% of the total load for small values of 
7V7". 

Figure 9 shows the rupture body and the effective stresses on the rupture body 
for 777" < 0.01. 

Figure 9. Rupture body and effective stresses 
in the rupture line for small values of 777" (777" <0.01). 

For such small values of 777" the rupture load is carried by very large 
effective stresses directly below the bow, figure 9. 

Knowing the effective soils normal force, F, on the bow at the considered 
strip, the tangential force, T, is simply taken as 
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T = At-(F-Fpw) 

fc is usually set to 0.38. 

Knowing the soil reaction in each strip in contact with the bow, the total soil 
reaction is found by summing up forces vectorially. Inserting this expression into 
the equation of motion for the ship, the beaching course can be calculated. 

For V-bows similar expressions can be developed. Instead of using a flat plate- 
approximation, a wedge approximation is used. 

COMPARISON WITH TESTS 

The results of the soil reactions have been compared with both laboratory tests 
and with full scale tests. Parameters such as apparant coefficient of friction and 
calculated and measured stopping lengths were compared. 

The laboratory tests were performed with a ship model corresponding to a 
20,000 DWT ship in scale 1:60. The ship was forced into a sand slope inclined 
1:6. Both fine and coarse sand were considered. Various bow types were 
considered. 

2 
O 

a: 

U. 
LU 
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o < 

Figure 10. Comparison between theory and test results for 
effective coefficient of friction. 
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The measured effective coefficients of friction were compared with the 
corresponding calculated values, figure 10. This effective coefficient of firction is 
the ratio between the tangential and normal components of the soil and pore water 
reaction. 

It is interesting to note that the effective coefficient of friction is in the order 
of 0.6 - 1.0 whereas the coefficient of friction between fill and ship plating is 0.38 
(for the effective soils stresses). 

The full scale tests were performed with a condemned 300 DWT fishing vessel 
which was rammed into an island built of the same materials as will be used for 
the protective works of the Great Belt suspension bridge. The vessel had a V-bow. 
The tests were made with velocities up to 10 knots. The stopping length and ship 
motions were recorded. Further, the foot prints in the slope were surveyed. The 
tests were repeated for various impact energies and various slopes. 

Figure 11 shows a comparison between the calculated and the measured 
stopping length. 

It is seen that the agreement is satisfactory. The measured furrow depths on 
the in-situ tests further show good agreement with the calculated furrow depth. 
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Figure 11.  Measured stopping length depicted as function of 
calculated stopping length for a 300 DWT fishing vessel rammed into sand 
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slopes varying between 1:6 and 1:11. 
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CHAPTER 219 

THE DILUTION PROCESSES OF ALTERNATIVE HORIZONTAL 

BUOYANT JETS IN WAVE MOTIONS 

Hwung, Hwung-Hweng 1, Jih-Ming Chyan 2, Chen-Yue Chang 3, and Yih-Far Chen 4 

Abstract 

To investigate the angle effects on the initial mixing processes of the buoyant 

jet under wave action, the flow visualization and concentration measurements based 

on laser-induced fluorescence are employed in this study. The dilution improvement 

of the effluent in the co-wave and opposing-wave is mainly caused by the velocity 

gradient increasing due to the opposite wave flow and the wave tractive mechanisms 

resulted from the onshore and offshore wave motion. When orthogonally discharged into 

wave motions, the effluent is increasingly diluted by the formation of wake vortex and 

trajectory deflection curved by the wave flow. From the quantitative measurement of 

tracer concentration, the dimensionless dilution rate shows a function linearly increasing 

with the dimensionless wave parameter whose coefficient in the orthogonal discharge 

is above 33% higher than the other two cases. For practical design, it suggests that 

the orientation of the nozzle should be orthogonal to the propagation of principal wave 

motion. 

Introduction 

Ocean outfall has been a feasible alternative of sewage disposal to diminish water 

pollution problems in most coastal cities. The primary parameter in practical design 

is the initial dilution rate which should meet the environmental legislation for public 

health and biological considerations. For the engineers, a simple but accurate method 

in initial dilution predictions of jet flow discharged into the ocean has been longing for 

decades. In the past, most relevant researches were theoretically and experimentally 

conducted in stagnant fluid. However, domestic sewage in the initial mixing processes 

is affected by oceanographic influences such as currents, density gradients, natural 

convective processes and wave action. Among these factors, the interaction of jet 

flow with surface waves is a very fascinating phenomenon in hydrodynamics and also 

important in the practical design of ocean outfalls. 

The subjects concerning the kinematic and dynamic behaviours of jet flow under 

wave actions were not initiated until Shuto & Ti (1974).   It shows that the dilution 
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4 Ph.D. Candidate, Dept« of Hydraulic & Ocean Engineering, Assistant Researcher 
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rate of buoyant plumes in long waves is proportional to the ratio of the discharge ve- 

locity to a characteristic horizontal velocity of wave motion, and inversely proportional 

to the square of the ratio of the water depth to the nozzle diameter. Based on lim- 

ited experimental results, Ger (1979) suggests that the axial dilution in shallow water 

waves linearly increase with the dimensionless horizontal distance when it is less than 

12. Sharp fc Power (1985) observed the dispersion patterns in short waves and long 

waves respectively, and qualitatively concluded that the short wave would change the 

jet flow when approaching the surface. The mixing pattern in long waves was obviously 

affected as soon as the effluent left the nozzle. The above investigations support in- 

sufficient information needed in the practical design since most ocean outfalls locate in 

the intermediate water depth. From the experimental and computational results of of 

Chin (1987) and Chin (1988), the ratio of the initial dilution rate in intermediate water 

waves and in still water is shown to be linearly increasing with the ratio of Lq/Zm. 

Lq is the spatial scale where the nozzle geometry influences the jet behaviour and Zm 

is the length scale required for the wave-induced momentum to be on the same order 

of the jet momentum. Because of experimental wave conditions being similar to the 

field situations, the prediction equation proposed is more practicable for the design 

engineers. 

Under the consideration of practicality, however, the interaction mechanisms be- 

tween the jet flow and surface waves has not been thoroughly understood in the past. 

Hwung & Chyan (1990) and Chyan & Hwung (1993) investigate a pure momentum jet 

vertically discharged from the bottom of wave flume and identify the interaction mech- 

anisms, i.e., jet deflection, wake vortex structure and wave tractive mechanism, which 

are responsible for the increase of initial dilution. It also concluded that the jet has 

a higher dilution ratio when orthogonal to the propagation direction of surface waves. 

The interaction angle between jets and waves should be an important factor influencing 

the interaction mechanisms that occur and the sewage dispersion that improves. The 

purpose of this paper is to investigate discharging angle effects on the mechanisms and 

the initial dilution of horizontal buoyant jets interacting with surface waves. Avoiding 

the interference from the direct sampling instruments, the qualitative and quantitative 

experiments are conducted by an optical method based on laser-induced fluorescence. 

Theoretic Considerations 

The dilution rate of jet effluents in wave motion is function of the control parame- 

ters of the buoyant jets and surface wave, respectively, which includes the factors of the 

kinematic and dynamic behaviours of buoyant jets such as momentum flux, M = QV0; 

buoyancy flux, B = Qg0 (effective gravity, g0 = ^f-g)\ volume flux, Q = ir/4D2V0; and 

discharging depth, H. In the mentioned parameters, Ap0 denotes the initial density 

differences between the effluent and the ambient and p0 represents the initial density 



DILUTION PROCESSES 3047 

of the effluent. The parameter groups describing the motion of surface waves are water 

depth, /).; wave amplitude, a; wave period, T; and gravity, g. There are two more 

variables describing the relative spatial relationship between the buoyant jet and the 

surface wave, which are the discharging angle relative to the horizontal plane, 6\\ and 

the discharging angle relative to the the direction of wave propagation, 62. From these 

control parameters, the characteristics of dilution rate is, then, described as 

S = f(M,B,Q,H,h,a,T,g,91,6i) (1) 

Chin (1987) suggests that the dominant mechanisms influencing the dilution of the 

effluent may be more easily characterized by formulating the dimensional variables 

in terms of length scales. As proposed by Fischer et. al. (1979), the definitions of 

appropriate length scales are 

^ = W = (-4)1/2 (2) 

Lm = "gTJT (3) 

Zm = y^- (4) 
U max 

where Lm is the length scale beyond which the buoyancy dominates the plume flow; A 

denotes the area of the nozzle cross section; and Umax is the amplitude of the horizontal 

wave particle velocity. From the small amplitude wave theory, Umax is defined by 

a cosh kh (5) 

a = Y" 
and k — ^ are the angular frequency and the wave number, respectively. From 

the Buckingham TT theorem and Eq.(2)~Eq.(4), non-dimensionalizing Eq. (1) with the 

dilution rate of buoyant jets in still water, S0, yields 

S=f{HI^^hgi) (6) 

•Jo -^m     -kg      L'q     Li 

which contains the non-dimensional variable groups characterizing the dilution enhance- 

ment of the effluent under wave action. In most practical conditions, H > Lm > Lq, 

which indicates that the effluent will be plume-like very quickly after leaving the nozzle. 

According to the observations of Sharp k Power (1985) and Chyan k Hwung (1993), 

no strong interaction between the jet flow and wave motion occurs when the axial 

jet momentum being weak.   In fact, H'/Lm and Lm/Lq are important dimensionless 
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parameters influencing S0, however, they become minor in the dilution improvement 

effect of wave motion on buoyant jets when H > Lm > Lq. In the present study, 9\ =0 

and Eq. (6) can be simplified as 

f = /(7!1,|.M (7) 
J0 J-iq       Li 

Chin (1987) suggests that the relative depth, h/L, does not play a significant role in the 

dilution enhancement. From Eq. (5), Zm/Lg is not independent of h/L, then, the effect 

of the latter in the dilution enhancement is implicitly involved in the former. From the 

experiments conducted by Chin (1987), the relation of Eq. (7) is demonstrated to be a 

linear function 

f = l + C.|»- (8) 

where Cs is a coefficient depending on the interaction angle between the buoyant jet and 

surface wave. From the quantitative measurement, Cs can be determined to evaluate 

the characteristics of the angle effect. 

Experimental Setup 

The nature of surface waves is an unsteady kinematical phenomenon. Optical 

method based on laser-induced fluorescence (LIF) is employed to carry out the flow vi- 

sualization and the concentration measurements. The technique of LIF avoids distort- 

ing the interaction flow of jets and surface waves, and is sensitive up to tracer concen- 

tration of 0.19 pb. The experiments are conducted in a wave tank of 12rox0.5mx0.6ro. 

A piston type wave maker is installed on one end of the wave flume and a wave absorber 

locates on the other side to diminish the wave energy. Supplied by a constant head 

assembly, the effluents mixed with tracer is discharged by a nozzle of diameter of 0.33 

cm at middle part of wave flume. Three discharge angles of jet flow relative to the 

propagating wave direction, i.e., 0° (co-wave), 180° (opposing wave), 90° (orthogonal 

discharge), are selected to investigate the angle effects on the initial dilution processes. 

In case of orthogonal discharge, the nozzle is located nearby the side wall and otherwise 

in the centerline of the flume. 

Flow Visualization— 

Drexhage (1973) found that the dye, Rhodamin 6G {C2zHz\CtN20z), could emit 

yellow fluorescence (wavelength=570 nm) when stimulated by an Argon-ion laser (wave- 

length= 514.5 nm). If the effluent contains with fluorescent dye, the flow pattern and 

vortex structures of the jet flow under wave action could be visualized by a sheet of laser 

light. The installation of flow visualization is shown in Fig. 1 where the laser beam is 
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Fig. 1 Experimental layout of flow visualization for cases of (a) orthogonal discharge 

(b) co-wave or opposing-wave 

transformed to a light sheet by an optical system. In order to understand the flow pat- 

tern related to the wave phase, signals from the wave gauge and the electrical shutter 

of the camera are simultaneously collected by the data acquisition system. As shown 

in Table 1, three cases (Case 1 ~ Case 3) with a lower Reynolds number (Re = 772, 

Fi = 7.05) is employed to clearly visualize the vortex structures. Especially, there is no 

buoyancy in Case 2 because of the necessity for the observation of wake vortex formed 

in the interaction process. Strong density difference will seriously distort the image. If 

the location of laser light sheet is in the zone of flow establishment, pure momentum 

jet can be employed to simulate the interaction of buoyant jet with surface waves since 

the momentum force rather than the buoyant force is the dominant force of the flow 

field. 

Quantitative Measurements— 

The principle of LIF is also applicable to the quantitative measurements. Accord- 

ing to the Lambert-Buoguer-Beer law in Yoe & Koch (1957), the fluorescent intensity, 

F, can be described by the Taylor series, 

F = Kilo 2.3ecd- 
(-2.3ec<T)2      (-2.3ecd (-2.3ecd)n 

2! 3! 
(9) 

where i£'i=proportional coefficient; 70=intensity of incident laser beam; e=molar ex- 

tinction coefficient; c=tracer concentration; and d=length of test section. If the tracer 

concentration is low enough to the have the higher order terms neglected in the equa- 

tion, the intensity of fluorescence with fixed Ki, I0, e and d will be a linear function of 

tracer concentration. A calibration process is able to quantify this characteristic func- 

tion which, in the following quantitative measurements, transforms the voltage signals 

from photo-detector into concentration data.  Fig. 2 shows an example of calibration 
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Table 1 Experimental conditions 

Case Ap D Q h H T 2 a h/L Lq/Zm 

a cm cm3 /s cm cm sec cm 

1 30 0.33 1.9 40 36 1.20 5.80 0.207 0.1187 
2 0 0.33 1.9 35 22 1.00 4.00 0.273 0.0527 
3 30 0.33 1.9 35 22 1.00 4.00 0.273 0.0527 
4 30 0.33 7.7 40 36 0.83 5.32 0.378 0.0527 
5 30 0.33 7.7 40 36 0.93 4.83 0.309 0.0626 
6 30 0.33 7.7 40 36 1.20 4.66 0.207 0.0892 
7 40 0.33 • 7.1 40 36 0.89 6.51 0.334 0.0827 
8 40 0.33 7.1 40 36 1.10 5.72 0.235 0.1060 
9 40 0.33 7.1 40 36 1.35 5.70 0.175 0.1210 
10 40 0.33 7.1 40 36 1.38 5.48 0.170 0.1182 
11 40 0.33 7.1 40 36 1.24 6.85 0.197 0.1356 
12 40 0.33 7.1 40 36 1.11 6.01 0.232 0.1049 
13 40 0.33 7.1 40 36 1.00 7.45 0.273 0.1122 
14 40 0.33 7.1 40 36 0.89 6.35 0.334 0.0753 
15 40 0.33 7.1 40 36 0.84 5.87 0.370 0.0589 
16 40 0.33 7.1 40 36 1.12 6.30 0.229 0.1099 
17 40 0.33 7.1 40 36 0.83 7.25 0.378 0.0723 
18 40 0.33 7.1 40 36 0.89 8.09 0.334 0.0957 

19 40 0.33 7.1 40 36 1.00 7.04 0.278 0.1060 
20 40 0.33 7.1 40 36 1.25 5.64 0.195 0.1120 
21 40 0.33 7.1 40 36 1.32 5.95 0.181 0.1329 
22 40 0.33 7.1 40 36 0.90 6.39 0.327 0.0834 

23 40 0.33 7.1 40 36 1.09 4.99 0.238 0.0914 

24 40 0.33 7.1 40 36 1.00 4.83 0.273 0.0779 

25 40 0.33 7.1 40 36 0.92 4.16 0.315 0.0575 

26 40 0.33 7.1 40 36 0.92 4.75 0.315 0.0656 

27 40 0.33 7.1 40 36 1.00 7.57 0.273 0.1220 

28 . 40 0.33 7.1 40 36 1.09 5.55 0.240 0.1014 

curves. Three cases, such as pure water (p = Q98kg/m3, 20°C); water-alcohol mixture 

(1:5.33); and pure alcohol (95%, p = 80Skg/m3, 20°C), are employed to investigate 

the effect of compositions. It shows that the slopes are the same except the intercept 

caused by different system error. Before conducting the concentration measurement in 

a new test point, the background level of tracer concentration has to determined to rid 

data of system error. The correlation coefficient of each calibration curve is larger than 

0.999 and the standard deviation is lower than 0.1 ppb. 

Most ocean outfalls usually locate in the intermediate water depth where the 

depth-to-wavelength ratio, h/L, ranges from 0.05 to 0.5. On the consideration of prac- 
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Fig. 2 Calibration curves of different compositions 

tical applications, all of experimental conditions are in this range as shown in Table 1. 

Suitable Reynolds No. (Re > 2450) and Froude No. (18.9 < Fd < 23) are also selected 

to keep the simulated flow pattern similar to that of the diffusers. According to Chin 

(1987), the blocking layer of a buoyant jet with a poor dispersive ability is about 10% 

of the discharge depth. The measuring plane including 5 ~ 7 points locates 5 cm under 

the still water surface. The water surface variations induced by surface waves may block 

the fluorescence emitted from the measuring point while moving toward a higher test 

level. With the appropriate experimental conditions, the quantitative measurements of 

a buoyant jet under the action of surface waves can be proceeded. The data acquisition 

system collects signals from photo-detector and wave gauge in a sampling rate of 100 

Hz and sampling duration of 60 sec. The initial dilution of different interaction cases 

can be determined from the experimental data, therefore, quantitative assessment of 

angle effects can be obtained and applied in the practical design of ocean outfalls. 

Results and Discussions 

Flow Visualization— 

The flow visualization results of buoyant jet in co-wave are shown in Photo 1 

where the flow pattern in still water is also pictured in Photo 1(a) for comparison. The 

trajectory in still water near the nozzle remains horizontal in the momentum-dominant 

domain, however, it gradually bends as the buoyant force getting stronger. During 

the ascending period, the effluent mixes with the ambient water and the boundary 
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Photo 1 Flow of buoyant jets in co-wave (Case 1), (a) still water, t/T= (b) 0, (c) 0.25, 

(d) 0.49, (e) 0.73. 
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spreads simultaneously. Obviously, the vortex resulted from the velocity gradient plays 

an important role in lateral mass transfer and concentration dilution. Concerning the 

buoyant jet in wave motion, it is classified according to the temporal duration of wave 

crest and wave trough. The effluent experiences a co-stream flow induced by wave 

motion in the former while it interacts with an opposing flow in the latter. In case of 

wave-induced opposing flow, as shown in Plioto 1(b), it is interesting to observe that 

the spreading rate of jet boundary in the neighborhood of the nozzle is larger than 

that in still water. The horizontal distance from the nozzle to the location where the 

plume ascending completely upward is shorter in Photo 1(b) than that in Photo 1(a). 

It shows that the effluent interacts with an opposing and inclining flow induced by wave 

motion. A greater velocity gradient and the opposing flow explain the formation of an 

increasing spreading rate and shorter excursion distance. There are many slender and 

inclining strips of jet fluid near the nozzle. According to Chyan & Hwung (1993), this 

structure is closely connected to the wake vortex. Due to the buoyancy and the upward 

wave flow being the same direction, the former will accelerate the formation of wake 

vortex even if the latter is small. As shown in Photo 1(e) where the opposing wave flow 

still influencing the effluents, there doesn't exhibit similar structures. It is because that 

the buoyant force prohibits the formation of wake vortex. From the above discussion, 

it explains the reason that, as shown in Photo 1(b) ~ Photo 1(e), the slender strips 

of the effluent always occur in the offshore side of the buoyant jet. This mechanism 

also changes the symmetry of profile distribution of the buoyant jet. However, these 

phenomena imply the mechanisms responsible for the increase of dilution rate. 

On the phase of wave crest (t/T = 0.25), as shown in Photo 1(c), the wave flow 

near the nozzle is parallel to the jet flow. It results in a smaller velocity gradient which 

depressing the formation of vortex and spreading rate. When t/T = 0.49, the inclining 

flow contains an upward velocity component, it will be against the ascending tendency 

of the effluent. As shown in Photo 1(d), there is a region where the trajectory is almost 

horizontal. Compared to the buoyant jet of the same trajectory characteristics in still 

water, the length scale in horizontal direction is longer and the spreading rate is smaller. 

From the observation of the effluent influenced by the co-stream of wave motion, the 

wave flow during the phase of wave crest seems to diminish the dispersion ability of 

the buoyant jet. In fact, there is an additional mechanism of dilution improvement 

during the interaction of co-stream and opposing flow on the effluent. As mentioned 

in the above discussion, the excursion distance will be shortened by the opposing and 

upward wave flow and stretched by the co-stream and downward wave flow. When the 

velocity of buoyant jet being too low to interact with surface waves, the plume will 

merely oscillate with wave motions which can not change the relative position within 

the effluent. Sharp & Power (1985) and Chyan & Hwung (1993) had observed the 

same phenomena.   The effluent plumes ascending in the stretched excursion of wave 
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crest phase will enclose a large volume of ambient water with the following plume in 

the shortened excursions of wave trough. Therefore, a few patches of fresh water can 

be found in the ascending effluent plume as shown in Photo 1(b) ~ Photo 1(e). This 

additional mechanism provides a new chance of dilution and is similar to the wave 

tractive mechanism found by Chyan & Hwung (1993). 

The flow visualization results of buoyant jet oppositely discharged into the wave 

motion would not be discussed herein since it shows a qualitatively similar result ob- 

tained in the co-wave case. Photo 2 depicts the formation cycle of wake vortex on the 

plane 1.1 cm away from the nozzle in the orthogonal discharge case. Within the momen- 

tum dominating domain of buoyant jets, it is acceptable to employ a pure momentum 

jet to simulate the momentum interaction of buoyant jets with surface waves for ob- 

serving the inside structures of wave vortex. As shown in Photo 2(a) (t/T = 0), the 

appearance of the effluent has been upwardly distorted into a horseshoe by the cross- 

flow induced by waves. The vertical velocity of intermediate wave is usually smaller 

than the horizontal velocity. During the wave phase of t/T = 0 and t/T = 0.5 when 

the vertical velocity dominates, the vortex induced by wave motion can not develop 

completely. A pair of counter-rotating vortex are not formed until the cross-flow of 

wave motion is large enough, as shown in Photo 2(b). As shown in Photo 2(a) ~ 2(f), 

the axes of vortex pair also rotates clockwise as the wave flow vector does except that 

the vortex around the phase of t/T = 0 or t/T = 0.5 is relatively immature. The 

formation of wake vortex certainly increases the dilution rate due to additional forced 

entrainment. 

In order to investigate the buoyancy effect on the wake vortex formation, the flow 

visualization experiments of Photo 2 repeat again except the substitute of the pure 

momentum jet with a buoyant jet. The experimental results are shown in Photo 3 

whose images are obscured by the density gradient. From the appearance of the flow 

structures, the wake vortex can still be found in Photo 3(c). The interacted structures 

are more sophisticated than that, of the momentum interaction as depicted in Photo 2. 

A curved vortex tail following the wake vortex is observed and it mainly results from 

the vortex occurred before the test section. From the above observations, it suggests 

that the buoyancy effect will enhance the unsteadiness of the jet flow. The dispersion 

area of the effluent is enlarged by this effect, which implies the increase of dilution rate. 

In fact, the flow field of buoyant jet orthogonally discharged into the wave motion is a 

very complex but interesting flow phenomenon. In addition to the formation of wake 

vortex, the jet trajectory deflects in a status of 3-dimensional while a 2-dimensional 

deflection was observed by Chyan & Hwung (1993). Generally, the jet is onshore and 

offshore deflected in wave phase of t/T = 0.25 and t/T = 0.75. In phase of t/T = 0, 

the ascending process of the effluent occurs earlier because of the upward vertical wave 

velocity while the horizontal domain of the trajectory will be stretched in phase of 
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Photo 2 Formation cycle of wake vortex in orthogonal interaction (Case 2) 

1/1= (a) 0. (b) 0.21. (c) 0.30, (d) 0.44, (e) 0.65. (f) 0.81. 
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t/T = 0.5. Due to the periodic deflection induced by wave motion, the shape of the 

effluent plume is no longer a circle, however, the mixing area of the effluent will be 

increased by the deflection mechanism and wake vortex structures. 

From the above discussions, it suggests that the mechanisms improving the dilu- 

tion rate of the buoyant jet in cases of co-wave and opposing wave result in the velocity 

gradient increase and wave tractive mechanism. The deflection mechanism and wake 

vortex structure play an important role in the enhancement of dilution rate when the 

buoyant jet orthogonally discharged into the wave motion. Concerning the contribu- 

tion of these mechanisms to the dilution increases, it can only be evaluated by the 

quantitative measurements which will be discussed in the following. 

Dilution Measurements— 

From the elaborate measurements of S and S0, the data obtained was processed 

according to Eq. (8) and the results of interaction angles, 0°, 180°, and 90°, are shown 

in Fig.3. The regression relationships of S/S0 and LqjZm are linear as proposed by 

Eq. (8) which are 

S L 
co-wave :    — = 1 + 4.21—q- (10) 

Jo £Jm 

S L 
opposing-wave :     — = 1+4.16-—2- (11) 

Jo &m 
S L 

orthogonal discharge  :    —- = 1 + 5.55-^- (12) 
Jo ^m 

with the correlation coefficients being 0.90, 0.93, and 0.91, respectively, while the stan- 

dard deviations are 0.10, 0.08, and 0.10. Positive slopes indicate the wave action 

increasing the dispersion of the effluent. From the flow visualization identifying the 

similar interaction mechanisms in cases of co-wave and opposing wave, it results in 

the coefficient, Cs, almost equivalent in both cases. As shown in Fig. 3, Chin (1987) 

suggests a higher estimate of Cs — 6.15 which may be because of the sampling method 

and the calibration relation. The mechanisms, i.e. wave deflection and wake vortex, 

formed in the orthogonal discharge obviously play a more effective role in the dilution 

enhancement. In coastal water, the propagation of surface waves is not unidirectional 

so that the orientation of the diffusers can only be designed to be orthogonal-to the 

principal direction which will provide the highest initial dilution. To estimate the di- 

lution rate increased by wave action, the data obtained in different interaction angles 

is collected in Fig. 4 which shows Cs = 4.87. 

Conclusion 

The mechanisms improving the initial dilution processes of jet flow in co-wave and 

opposing wave are identified as the velocity gradient increase induced by the opposite 
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Photo 3 Buoyancy effect on tl,e formation of wave vortex (Case 3), (a) still water, 

1/T= (b) 0.08. (c) 0.27. <d) 0.-42. (e) 0.SS. 
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Fig. 3 Angle effects on initial dilution rate of jet-wave interaction 
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Fig. 4 Estimate of initial dilution increase 

wave flow and the wave tractive mechanism stemmed from the onshore and offshore 

wave flow. When orthogonally discharged into wave motion, the effluent is affected 

by different interaction mechanisms, such as wake vortex and wave deflection. The 

concentration measurements show that the increase of the initial dilution is comparable 

in cases of co-wave and opposing wave. However, a higher increasing tendency is found 

in the orthogonal discharge whose Cs is 33% larger than that of the other cases.   It 
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implies that the orthogonal discharge is a more effective orientation in the enhancement 

of mixing efficiency. Considering the field situation in coastal water, an average value 

of Cs = 4.87 is suggested to estimate the dilution rate increase of the buoyant jet under 

the wave action. 
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CHAPTER 220 

STUDY ON THE BEHAVIORS OF COHESIVE SEDIMENT 
IN THE YANGTZE ESTUARY 

Xiaochuan Zeng1, Yixin Yan2, Kai Yen2 

Abstract 

In order to study the deposition and erosion behaviors of 
the cohesive sediment in the navigation channel through the bar 
of the Yangtze Estuary,  a series of experiments have been made 
with a standard settling tube and Ubbelodhe viscometer.  The 
tests show that the flocculation and rheological behaviors of 
the cohesive sediment differ from the clay mineral contained in 
the fine sediments.  Different clay mineral aggregates or floes 
have their apparent volume due to the thin layer of water 
surrounding the aggregates or water entrained in the floes. The 
Bingham relative viscosity and yield stress are obtained: nr = 
(l-KCv)"

zo, ty =0. 13Kexp (7kcv). The suspended load transport 
rate and depositional behavior of the cohesive sediment have 
been studied with rotating annular channel.  It is shown that 
there is a certain silt carrying capacity for a certain flow 
condition. The equilibrium silt concentration can be expressed; 
Coq=A(t b- 

T i) and the concentration-time relation is C=Coq+(C0 
-CBq) exp (-a wt/2H).  Using the above formulas and tidal 
velocity analysis the yearly average dredging amount in the 
the navigation channel can be calculated. 

Introduction 

The Yangtze River is the largest river of China.It carries 
annually 924X109 m3 of runoff and 470X10 6t of sediment 

1. Instructor, Hohai University, Nanging 210024, China 
2. Professor, Hohai University, Nanging 210024, China 
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into the sea. The yearly average suspended concentration 
is 0.544 kg/a3, The grain size of suspended load is generally 
greater than 5 §, 30% of which are clay particles. Most of the 
sediment is deposited on the estuarine area, causing shoaling 
of navigation waterway, thus greatly affecting the traffic 
capability of port Shanghai and other port along the lower 
reaches of the River. The grain size of the materials 
deposited in the navigation channel is of the same order 
magnitude as that of suspended sediment (Chang Zhizhong, 1981). 
Extensive dredging has to be carried out to maintain the 
required water depth of the navigation channels, particularly 
the approach channel to the sea. Therefore regulation works 
have to be carried out in combination with dredging to copy 
with such adverse situation, For this purpose study was made, 
among others, on the behaviors of cohesive sediment of the 
Estuary, which is necessary for the planning and design of the 
regulation works, as well as for the disposal of the dredged 
materials in the dredging operation. The deposition and erosion 
of the cohesive sediment of the navigation channel in the 
Yangtze Estuary is affected by various factors, such as tidal 
current, runoff, wave, salinity,ph value etc.. The floe size 
and floe strength of cohesive sediment are important factors 
affecting deposition and erosion, In this paper the 
rheological behaviors of the cohesive sediment are studied 
from the test results with Ubbelodhe viscometer for different 
clay mineral composition and mediums, Transportion and 
deposition tests for Yangtze Estuary clay were conducted in 
the annular rotating channel. For deposition the concentration 
versus time relationship is obtained and could be used for 
calculating dredging amount in the navigation channel. 

Experimental Study on the Rheological Behavior of Cohesive Sediment 

On silty coast and estuaries the fine sediment usually 
consists of mixture of clay, silt, fine sand and occasionally 
some organic matters. Previously it was taken that there is no 
difference in behaviors between the clay minerals and he 
primary minerals except their grain size. In reality, the clay 
particles of the cohesive sediment carry electric charge which 
which causes flocculation and deflocculation of the sediment. 
Size distribution analysis with a setup of settling tube is 
shown in Table 1,  Different clay mineral particles have 



3062 COASTAL ENGINEERING 1994 

different ratio of width to thickness and the flocculation 
sized of different clay mineral varies appreciably from each 
other in different mediums, but for fine silt particles of 
quartz there is no significant difference in the flocculation 
size d60 in different mediums. For example, kaolinite can be 
flocculated in distilled water but montmorillonite cannot. 

Table 1. d50 of quartz, kaolinite an< montmori1 Ionite in di fferent mediums 

Minerals 

Mediums 

Non clayey 

sediment 

Clay  minerals 

Remarks 

Quartz 

silt 

Montmoril- 

lonite 

Kaolinite 

Distil led water 0.010 0. 0024 0.038 1. Unit : mm 

2. Quanitity of 

[NapOsl eadded: 

0. 5N. lc. c. /g. 

Water with salinity 10* 0.015 0.027 0. 040 

Distilled water+[NaPOs]e 0.011 0.0021 0. 0032 

The modes of particle (aggregate) association are of great 
importance to the essential behaviors of the floes, such 
as settling, shearing, swelling etc., and are affected by 
by factors such as ph value, concentration of electrolyte and 
and sediment as well as composition of mineral etc. . Under 
normal conditions edge to face association is the principal 
mode of association, which leads to voluminous card- house 
structures and entrains a large amount of water. The aggregates 
or floes will increase their apparent volume due to the thin 
layer of water surrounding the aggregates or water entrained 
in the floes. The degree of association will change with 
different mediums. Along coast of China, the major clay minerals 
are illite, kaolinite, montmorillonite and in the Yangtze 
Estuary the clay mineral consits mainly of illite, The optium 
salinity for flocculation is about 10~15%>. With this salinity 
the apparent volume and settling velocity of the floes attain 
a maximum. 

In order to investigate the erosion of sediment and 
movement of fluid mud, the rheological behavior tests of 
cohesive sediment are conducted with Ubbelodhe viscometer 
for different clay mineral suspension and mediums (Yen, Kai,et al, 
1989),  as shown in Fig. 1 ,  It is clear that for the same 
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concentration the relative viscosity of montmorillonite 
suspension is larger than that of kaolinite suspension with 
salinity of 10&. For the same clay mineral, the relative 
viscosity in salinity medium is larger than that of suspension 
with peptizer. The degree of volume expansion K,  which can be 

Fig, 1 \> r-Cv curves of montmorillonite and kaolinite suspended in 
different mediums; 1-montmorillonite suspension with salinity of 10 %o. 
2-montmori 1 lonite suspension with peptizer. 3-kaolinite suspension with 
salinity of 10%». 4-kaolinite suspension with peptizer. 

expressed by the ratio of the volumes after and before 
expansion , may be obtained from the formula 

Hr=(l-KCv) (1) 

In this formula \i T is the relative viscosity cofficient and Cv 
the volumetric concentration. The volume expansion K for 
different clay mineral and mediums are given in Table 2. 

Table 2 Value K obtained by Ubbelodhe viscometer 

Minerals 
Saline water 
with salinity 
10* 

Distilled water + 
peptizer of 
[NaP0„] e 

Remarks 

Montmori 1 lonite 37.0 15. 3 Quantity of 

[NaPOale added: 
0. 5N, 0.5c. c. /g Kaolinite 7.8 1.5 

The Bingham yield stress is a measure of the number and 
the strength of the links in card-house (Van Olphen, 1977). The 
magnitude of Bingham yield stress is closely related to the 
size of floes and to volume of the entrained water in the 
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floes, as shown in Fig. 2. When peptizer is added into the 
suspension, the card- house structures are completely 
dissociated, and the Bingham yield stress will tend to 
disappear. The formula of Bingham yield stress for Yangtze 
Estuary clay is; 

xy=0. 13Kexp(7KC„ (2) 

M-f (MtPos)6 

Fig.2 Equivalent yield stress of montmori1lonite and kaolinite suspension 

For the Yangtze Estuary clay, which consists mainly of 
illite, the values of volume expansion K in Equ. (1) and Equ. (2) 
are given in Table 3. 

Tab le 3.  Value d in Differ ent Salini ty Mediums 

Salinity 1% 5 % 10& 20% 25* 

n 5,9 6.3 5.0 6.0 5.6 

Comparison of |i, values between experimental and calculated 
by Equ (1) is shown in Fig. 3 and comparison of Bingham yield 
stress between experimental and calculated by Equ. (2) is shown 
in Fig. 4. It shows that Equ. (l) and Equ. ( 2) conform with 
experimental data. 

All the above tests show that the composition of clay 
minerals is of great importance to the essential properties of 
floes, 
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8       9      10     It      12' 

calculated Mr 

Fig, 3 Comparison between experimental and calculated V- r  values 

IO      is     35  5S  w  *r 
calculated T» dynee/cm" 

Fig. 4 Comparison between experimental and calculated Bingham yield stress 

Deposition Behavior of Cohesive Sediment 

A series of deposition tests with different clay mineral 
composition and the Yangtze Estuary clay in sea water were 
conducted in an annular rotating channel to study the relation 
between the deposition behavior of cohesive sediment and the 
bed shear stress(Zeng Xiaochuan,1985). Fig. 5 shows the results 
of test for kaolinite, It can be seen that there is a critical 
critical  shear stress t ,  below which the floes of the 
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cohesive sediment will be all deposited on the channel bed, and 
when the bed shear stress tb is greater than the critical 
shear stressTX the suspended sediment will attain a state of 
equilibrium with concentration Ceq. The relation between 
equilibrium concentration Ceq and bottom shear stress ? b for 
differdent initial concentration CQ can be divided into single- 
valued stage (along T 1) and the multi-valued stage ( on the 
right of T x p) respectively, At the single valued stage Coq 
versus t b is independent on the initial concentration C0. That 
is, there is a certain silt carrying capacity for a certain 
flow condition. At this stage Ceq varies withxbin a straight 
line relation.  For a give water depth it can be written 

Ceq=A(t (3) 

where A is a coefficient and x1the critical shear stress, both 
depend on the salinity of water and kind of clay mineral. On 
the right of curve t XP, the values of Ceq vary with initial 
concentration C0 for a constant flow condition.At this stage 
there is no marked siltation on the bed. On the bare fiber 
glass channel bed there could be no exchange between bed load 
and suspended load. When a large amount of sediment is 
deposited on the bed, free exchange between suspended load and 
bed load occurs, thus obtaining the relation as shown by the 
curve T 1p, 

For clay suspension in the Yangtze Estuary, equilibrium Ceq 
versus differential motor speed An between ring and channel is 
shown in Fig. 6. This could also be seen from Equ. (3). The 
values A and t x in different salinity mediums are shown in 
Table 4. Making use of equation  (3) ,  we analysed sediment 

Table 4. Value A and T t  in Different Salinity Mediums 

Salinity A t 1   (dyne / cm2) 

5* 11.28 0. 72 

10* 10.67 0. 90 

20* 10.99 0.76 

30* 10. 79 0. 82 



COHESIVE SEDIMENT BEHAVIORS 3067 

concentration data (average over semitidal period) in Yangtze 
Estuary during spring or neap tide in both high flow and 
low flow seasons. Both laboratory test and field data show that 
equation (3)we 11 discribes the relationship between suspension 
concentration and bed shear stress. 

40 

w 

20 • 

10 • 

i 

,0- -o-C. = 38.0 9/t 

.--o-Co = 20 

-»-»- Co - II. 8 9/L 

-•-•- cc = 7.e sit 

5       6 7 

Xk (.dynes/cm2 ) 

Fig. 5 Equilibrium concentration C„, versus bed shear stress T b for kaolinite 

P 
.4_-4Q, = 25 g/i 

_--•--• co ' 20 9/1 

1500 2000 

an     In  R. P. M. 

ig. 6 C.q versus differential motor speed An between 
ing and channel for Yangtze Estuary Clay 
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No matter at which stage, the vertical concentration 
distribution can be expressed by the diffusion equation ( Ren, 
Ru-shu et al,1987), from which the setting velocity can be 
calculated. The curve 
equation 

«„ versus x b  can   be expressed by 

,= w0exp [-b(x „ - x J ] (4) 

<ao and b depend on salinity and depth of water and kind of 
clay mineral. It can be seen that the settling velocity of the 
floes decreases exponentially with increase of the bed shear 
stress, indicating that cohesive sediment is very sensitive to 
the dynamic actions of flow, as shown in Pig 7. For Yangtze 
Estuary clay, the settling velocity in turbulent flow is much 
smaller than that in still water and reduces with increasing 
bed shear stress, the values w0 and b in different salinity 
water are shown in Table 5. 

Table 5 Value <o0 and b in Different Salinity Mediums 

Salinity C0o b 

5<fc 2. 17X1(T2 0.63 

10* 3. 64XKT2 0.90 

im 3.45X10"2 0. 76 

30* 1. 13X10"2 0.46 

In order to forecast the dredging amount in navigation 
channel, which is needed for the planning of regulation 
works and determining the required capacity of dredging 
equipment, the depositional behavior of the cohesive sediment 
in turbulent flow was studied in the annular rotating channel. 
For a given flow condition, the sediment movement equation can 
be wr itten as: 

a(AC) 

*(QC) 

3t 

ax 
+ a p (o (C-C.„) =0 (5) 

where A is , cross-sectional area, Q is discharge, B is channel 
width, and a is the probability of sediment siltation. For the 
annular rotating channel, x=vt, where v is mean velocity, then 
Equ, (5) can be written as: 
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Fig, 7  M , versus bed shear  stress   Tb(lower  layer) 

3 (HC) 
2   + a to (C-Ceq) =0 (6) 

3t 

where H is the water depth, we have 

C=Cq+(C0 - Coq) exp(-a ut/2H) (7) 

where Ceq can w could be calculated by Equ. (3) and Equ. (4) . 
Equ. (7) conforms well to the experimental data. 

The siltation thickness p in the navigation channel for 
steady flow can be obtained from; 

H 
P=f-(C0 - Coq) (1 - exp(-a oTd/2H); (8) 

where r0 is the dry specific weight of deposited sediment, Tdis 
the time of current passing through the channle. 

For unsteady flow,  the thickness p of deposited sediment 
can be written as; 

,H 
P= Py^Co - Ceq) (1 - exp(-<*<oTd/2H): (9) 
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where P  is a cofficient. 

Conclusions 

a. The mineral composition and its content are of great 
importance to the hydrodynamic behaviors of fine cohesive 
sediment. 

b. The transportation of cohesive sediment can generally 
be divided into three stages. At single valued stage Ceq is 
independent of C0. 

c. The vertical concentration distribution of sediment can 
can be expressded by diffusion equation. The settling velocity 
in turbulent flow is smaller than that in still water. 

d. The relation of suspension concentration versus time 
in turbulent flow can be obtained from tests with an annular 
rotating channel, formula (7) could be used for calculating the 
yearly dredging amount. 

Apart from the factors mentioned above, there are also many 
other factors affecting the hydrodynamic behavior of cohesive 
sediment. 
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CHAPTER 221 

Dispersion of pollution in ; 
Wave Environment. 

R. Koole1 & C. Swan2. 

Abstract. 

This paper concerns the wave-induced mixing of a discharged contaminant, and 
presents the results of a two-part laboratory investigation in which both a two- 
dimensional and a three-dimensional jet were discharged beneath a series of 
progressive gravity waves. In each case the measured data is compared to an identical 
discharge in a quiescent ambient. This comparison suggests that the oscillatory wave 
motion generates a region of intense fluid mixing which cannot be predicted by the 
existing integral solutions. Comparisons with a Lagrangian model, first proposed by 
Chin (1988), highlights the importance of the "apparent" mixing associated with the 
wave-induced deflection of the jet-axis. This provides a convincing explanation for 
both the non-Gaussian distributions observed by Sharp (1986), and the multi-stage 
structure of the centre-line decay (Chyan et al., 1991). Furthermore, quantitative 
comparisons with the Lagrangian model suggest that in addition to the wave-induced 
deflection, the oscillatory motion produces a significant increase in the rate at which 
ambient fluid is entrained into the emerging jet. 

1. Introduction. 

The design of coastal outfalls, and in particular the estimate of pollutant 
concentrations, is usually based upon a simplified steady state or quasi-steady state 
analysis. In the near-field region, close to the outlet orifice, the velocity and 
concentration profiles are typically described by some form of integral solution based 
upon the concentration of mass, momentum and, where appropriate, species 
concentration. Although these solutions were originally developed for buoyant 

' Research assistant &2 Lecturer. Department of Civil Engineering, Imperial College 
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discharges in a quiescent ambient (Morton et al., 1956), subsequent research has 
shown that they may also be applied to a range of quasi-steady flows. This extension 
of the existing theory is, however, only valid if the unsteadiness of the ambient fluid 
has a time-scale which is significantly larger than the time-scales of the turbulent 
fluctuations within the emerging jet. As a result, a quasi-steady solution (based upon 
a modified integral solution) may be used to describe the discharge of pollution in a 
tidal flow, but should not be used to model the near-field mixing which arises when 
pollution is discharged into a wave environment. In this latter case the typical wave 
periods are similar to the eddy time-scales (of the order of seconds), and consequently 
there may be significant coupling between the turbulent fluctuations and the 
unsteadiness of the surrounding flow. 

Indeed, previous qualitative studies (Shuto and Ti (1974), Ger (1979), Sharp 
(1986) and Chyan et al. (1991)) suggest that the oscillatory motion associated with 
the propagation of the surface gravity waves has a significant effect upon the local 
mixing characteristics. In particular, the wave motion appears to produce a large 
increase in the dilution immediately downstream of the discharge orifice. This region, 
which is usually referred to as the "zone of flow establishment", is characterised in 
a quiescent ambient by a gradual transition from a top-hat velocity profile at the exit 
to an approximately Gaussian distribution further downstream. This latter state marks 
the beginning of the so-called "zone of established flow" within which the integral 
solutions are valid. Recent quantitative measurements presented by Chyan and Hwung 
(1994) and Koole and Swan (1994) have shown that the "zone of flow establishment" 
is considerably shortened by the wave motion; and that a region of intense fluid 
mixing arises, the characteristics of which cannot be predicted by the existing integral 
solutions. 

For example, there is both qualitative (Sharp, 1986) and quantitative evidence 
(Chyan and Hwung, 1994) to suggest that in some circumstances the radial 
distribution of both the axial velocity and the "pollutant" concentrations are no longer 
Gaussian. These observations are interpreted as providing evidence for a new wave- 
induced mixing mechanism (referred to as the "wave tractive mechanism") which 
involves the "entrapment" of large volumes of uncontaminated (ambient) fluid into 
the central area of the jet. Furthermore, Chyan and Hwung (1994) conclude that the 
axial variation in both the centre-line velocities and the concentrations no longer 
follow a typical exponential decay. Indeed, they provide evidence of a multi-stage 
decay in which three specific mechanisms of wave-induced mixing are identified. 

The present paper will consider the nature of the mixing processes within the 
near-field region, and will, in particular, examine the occurrence of non-Gaussian 
distributions within the "zone of established flow". Section 2 commences with a brief 
outline of the experimental apparatus in which two widely differing discharges were 
considered. The first concerns a two-dimensional, non-buoyant, jet discharged in a 
horizontal plane; while the second concerns a three-dimensional, buoyant (thermal) 
discharge orientated in a vertical plane. In both cases two sets of measurements were 
undertaken so that the mixing and dilution of the jet in a wave environment can be 
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directly compared with an identical discharge in a quiescent ambient. In section 3 the 
velocity and temperature data are compared with both the existing integral solutions 
and a simplified Lagrangian model. This latter solution was first proposed by Chin 
(1988) and further developed by Koole and Swan (1994). Evidence to support the 
various wave-induced mixing mechanisms is examined, as is the multi-stage structure 
of the centre-line decay. Finally, some conclusions regarding the effectiveness of the 
additional wave-induced mixing are made, and the practical implications for outfall 
design assessed. 

2. Experimental apparatus. 

Case 1: Two-dimensional, non-buoyant jet. 
The first experimental study was undertaken within a narrow wave flume located 

in the Civil Engineering Department's hydraulics laboratory at Imperial College. This 
facility has good optical access, and is equipped with a numerically controlled random 
wave paddle located at one end of the wave flume. A large block of poly-ether foam 
is positioned at the opposite end to provide passive wave absorption. Typical 
reflection coefficients within this facility are less than 3%. The tank is 25m long, 
0.3m wide, and has a working depth of 0.7m. The two-dimensional jet was 
introduced through a horizontal slot (D=1cm) located at mid-depth at the downstream 
end of the wave flume (figure la). The present results correspond to an exit velocity 
of 0.75m/s, and include measurements undertaken within a quiescent ambient and 
beneath a progressive regular wave train in which the wave amplitude was 30mm, and 
the wave period 1.04s. 

The resulting flow field was measured using a two component laser Doppler 
anemometer in a forward scatter configuration. A 35mW helium-neon laser was used 
to create a three beam arrangement with cross polarisation. This apparatus allows the 
simultaneous measurement of two velocity components within a measuring volume 
which was estimated to be 0.5mm3. After seeding the flow with milk (added in the 
ratio of approximately lOOppm), a data rate in excess of 2kHz was achieved so that 
the velocity components could be sampled at 500Hz with a measuring accuracy of 
±2%. Further details of these experimental observations are given by Koole and 
Swan (1994). 

Case 2: Three-dimensional, buoyant jet. 
The second set of measurements were undertaken in a larger wave flume which 

is also located in the hydraulics laboratory at Imperial College. This facility is 65m 
long, 2.75m wide, and is also equipped with a numerically controlled random wave 
paddle. At the downstream end of this flume the wave energy is dissipated on a 1:20 
sloping beach. Under the present test conditions (see below) this produced a reflection 
coefficient of 4%. The "pollutant" was introduced in the form of a hot water 
discharge, through a 1cm diameter nozzle located on the bed of the wave flume. The 
initial jet was orientated in a vertical direction, and was positioned along the centre- 
line of the wave flume some 25m downstream of the wave paddle (figure lb). 
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1(a). Two-dimensional, non-buoyant jet. 

Measuring 
sections 

Wave 
paddle. 

Pump 

1(b). Three-dimensional, buoyant jet. 
tank width* 275m. 

tank length=65m. 

Beach 

Round, turbulent,   i 
buoyant jet. ' 

Measuring 
sections 

Wave 
paddle. 

Figures la-lb. Experimental apparatus. 

Although a wide range of test conditions were investigated, the present paper is 
only concerned with one specific data set in which the discharged "pollutant" was 
35 C above the temperature of the ambient fluid. The results presented in section 3 
correspond to an exit velocity of 0.55m/s. Once again, measurements were 
undertaken in a quiescent ambient, and beneath a progressive wave train in which the 
wave amplitude was 30mm and the wave period was 1.0s. Due to the restricted access 
and the physical dimensions of this facility a second laser Doppler anemometer was 
used to measure the velocity field. This system is based upon a lOmW helium-neon 
laser which is used to create a two beam arrangement from which one component of 
the flow field could be determined. The beams were passed down a fibre-optic cable, 
and emerged through a converging lens to focus 60mm from the fibre head. The 
intersection of the beams was observed in a back-scattered configuration. With careful 
seeding of the flow (using Trimiron Supersilk, MP-1005) an accuracy and data rate 
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similar to that noted above were achieved. The temperature variations within the 
developing plume were measured using an array of 8 K-type thermocouples. These 
were manufactured at Imperial College using teflon coated wire with a diameter of 
3 microns. Calibration tests indicated that these probes have an accuracy of +0.05 °C 
with a response time of 0.05s. This was sufficient to measure the temperature 
fluctuations within a wave cycle, and to assess the mixing and dilution of the jet at 
differing wave phases. 

3. Measured data. 

The axial velocity measured within the "zone of flow establishment" in Case 1 
(described above) is shown on figures 2a-2b. In each of these figures, and many of 
the subsequent figures, two data sets are presented. The first, indicated by the open 
squares, corresponds to a discharge in a quiescent ambient; while the second, 
indicated by the solid triangles, corresponds to a discharge in the relevant wave 
conditions. Within the "zone of flow establishment" the mean jet velocity (U) in Case 
1 is significantly larger than the wave-induced fluid motion (u,v), and thus there is 
little wave-induced displacement of the jet-axis. The experimental data presented on 
figures 2a-2b suggest that there is significant mixing of the jet immediately 
downstream of the nozzle, and that the "zone of flow establishment" (or the region 
over which a Gaussian distribution evolves) is significantly shortened. A similar 
pattern is observed in figures 3a-3b which describe the evolution of the three- 
dimensional discharge outlined in Case 2. 

Figures 4a-4b concern Case 1, and present the variation in the axial velocity 
within the "zone of established flow" (x>5cm). It is within this region that the 
integral solutions discussed previously are applicable. However, since the mean jet 
velocity is now of a similar magnitude to the wave-induced velocity (ie U/v„„« 1), 
the jet will undergo considerable lateral displacement. As a result the laboratory data, 
which corresponds to measurements undertaken at a number of points fixed in space 
and time-averaged over an integer number of wave periods (typically 40), will reflect 
both the dilution of the jet and its lateral displacement. In consequence, the velocity 
data gathered in a wave environment are very different from the integral solutions 
(indicated by a solid line on figures 4a-4b), whereas the measurements undertaken in 
a quiescent ambient are in good agreement with the existing theory. A similar 
sequence of results also arises in Case 2. In figures 5a-5b the average temperature 
profiles are presented within the so-called plume region (ie. that region of the flow 
where the buoyancy effects are important). Once again the influence of the wave 
motion is clearly apparent. 

These results suggest that in both Case 1 and Case 2 the standard integral 
solutions are unable to describe the time-averaged laboratory data if the pollutant is 
discharged in a wave environment. However, the extent to which this change is due 
to the lateral displacement of the jet or the occurrence of additional wave-induced 
mixing remains unclear. 
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Figures 2a-2b. Case 1: axial velocity within the "zone of flow establishment". 
• Discharge in quiescent ambient, A Discharge in waves. 
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Figures 3a-3b. Case 2: axial velocity within the jet region. 
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Figures 4a-4b. Case 1: axial velocity within the "zone of established flow". 
• Discharge in quiescent ambient, A Discharge in waves. 
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Figures 5a-5b. Case 2: temperature profiles within the plume region. 
• Discharge in quiescent ambient, A Discharge in waves. 
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4. Discussion of Results. 

To examine the relative importance of the jet displacement a simplified 
Lagrangian model similar to that proposed by Chin (1988) was adopted. This solution 
considers a succession of fluid elements discharged at regular intervals throughout a 
wave cycle. Each element is tracked, in both space and time, and the entrainment 
characteristics are based upon the velocity of the jet relative to the surrounding fluid. 
The conservation equations appropriate to Case 1 are given by: 

_3_ 
35 

/ U(Z,r\)cos(y)dr\ - 2aU(l,0)cos (y) +pl Uii,0) sin(y)l (1) 

( 21 
-^ /[ !7(£,tl)cos(Y)]2ari  - 0 

— 00 

where (5,n) represent the local cartesian co-ordinates in which the r\ =0 corresponds 
to the instantaneous jet-axis, U is the velocity of the fluid element relative to the 
surrounding flow (figure la), and y is the angle between U and the jet-axis. In Case 
2 the conservation equations (including a heat flux relation) are best expressed in local 
polar co-ordinates (S,r), where the r\ =0 once again represents the instantaneous jet- 
axis: 

~(2Tirp^,z)W(f,,i)cos(y)dr - 2nbp0aW{Z, 0) cos (y) ,,. 
°S J ( 3 ) 

+2i>p0pl W(?,0)sin(y)l 

-4-/2**1 wa.r)cos(y)]2p(l,z)dr - f2izz[p0-p (Z,r)]gcos(y)dr     (4) 
0 0 

-^f2icz[W(i.r)co8{y)]Ta,r)dr - 0 (5) 

In this case W represents the velocity of the fluid element relative to the surrounding 
flow (figure lb), p($,r) is the variable density within the jet, T($,r) is the 
corresponding temperature, and the subscript o refers to the ambient conditions within 
the surrounding fluid. In both cases (equations 1 and 3) a defines the coefficient of 
radial entrainment which is based upon the velocity component in-line with the 
instantaneous jet-axis (Ucos(y) or WCOS(Y)). In contrast, 8 is the coefficient of forced 
entrainment which defines the proportion of the laterally impinging flow (Usin(y) or 
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Wsin(v)) which is entrained. 

Having identified an appropriate set of initial conditions, and made an assumption 
regarding the radial distribution of the velocity, density, and temperature, the 
conservation equations may be integrated to yield a Lagrangian solution for one fluid 
element released at a given phase of the wave cycle. If these calculations are repeated 
for a succession of fluid elements released at small increments of the phase angle, the 
resulting data may be time-averaged in the spatial domain to give a solution which is 
consistent with the laboratory measurements outlined above. 

If the Lagrangian solution is based upon the entrainment coefficients appropriate 
to discharges in a quiescent ambient (ie. a=0.052, 6=0) a comparison with the 
existing integral solutions highlights the importance of the wave-induced displacement 
of the jet-axis. Calculations of this type suggest that there is significant wave-induced 
mixing. However, the reduction in the time-averaged velocities and/or concentrations 
does not in this case represent a "real" mixing process, but merely reflects the fact 
that under certain wave conditions the "pollutant" discharge only occupies some 
spatial locations for a small fraction of the wave cycle. Nevertheless, these results are 
important since they provide a qualitative explanation for two important features of 
the flow field which have been misinterpreted by previous researchers. 

(a) The occurrence of non-Gaussian distributions. 
Previous studies by Sharp (1986) and Chyan and Hwung (1994) have commented 

on the occurrence of "flat-topped" and, in particular, "bi-peaked" velocity and 
concentration profiles. These distributions have also been noted in the present study 
as indicated by the temperature data (Case 2) presented on figure 6. However, 
previous researchers have sought to explain this effect via an additional wave-induced 
mixing mechanism (referred to as an "enclosing mechanism") which involves the 
"entrapment" of ambient fluid within the interior of the jet. In contrast, the present 
calculations suggest that these non-Gaussian distributions may be directly explained 
by the lateral displacement of the jet and the time-averaged analysis of the data. 
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Figure 6. Radial variation in temperature data. 
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For example, if the length scale (1) of the wave-induced displacement is large in 
comparison to the width (b), the characteristics of the wave motion are such that the 
"residence-time" of the jet at any one spatial location increases with distance from the 
time-averaged centre-line. This may be demonstrated by considering the displacement 
of a Gaussian distribution at equal intervals throughout a wave cycle (Case 2 on 
figure 7a). This indicates that since the wave-induced horizontal velocity reduces to 
zero (as part of the cyclic reversal) at the extremities of the lateral displacement, the 
jet spends a larger proportion of one wave period at these locations. This, combined 
with the method of time-averaging in a fixed spatial domain (or, indeed, data 
collection from a probe fixed in space), produces a bi-peaked velocity and 
concentration profile (figure 7b). Furthermore, if the ratio of 1/b is varied, then other 
non-Gaussian profiles such as the flat-topped velocity distributions shown on figure 
7c may be explained. 

-15       -To -5 0 5 
X (cm). 

10 15 

Figure 7a. Lateral displacement of a Gaussian distribution. 

(b)l>>b. 
2.5 i i. 

ttT"- 4 b  
X  (cm). X  (cm). 

Figures 7b-7c. Time-averaged radial distributions. 
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(b) The structure of the centre-line decay. 
If the time-averaged velocity and concentration data is measured along the mean 

jet-axis a decay curve similar to that indicated by the data points in figure 8 (Case 2) 
results. Once again, this pattern has been observed by previous researchers including 
Chyan et al (1991) and Chyan and Hwung (1994). Indeed, measurements of this type 
have been used to classify a three stage decay in which (with increasing distance from 
the nozzle) the so-called "deflection region" is characterised by a rapid dilution; the 
"transition region" by a steady or small rise; and the "developed region" by a gradual 
decay. Unfortunately, the nature of the mixing mechanisms within these layers 
remains unclear. In particular, no previous explanation has been offered for the 
increase in both the axial velocity and the pollutant concentrations with increasing 
distance from the nozzle (ie. within the "transition region"). 
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Experimental  data. 
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Figure 8. Decay of centre-line velocity (Case 2). 

However, it is difficult to envisage how the dilution of the jet could in some way 
reduce (ie. for the fluid to effectively become un-mixed). As a result, a more 
probable explanation lies in a reduction in the "apparent" dilution. In other words, 
at some height above the nozzle, the wave-induced displacement of the jet-axis is 
reduced. The Lagrangian solution outlined above predicts exactly this effect. Figure 
9 describes the trajectory of successive fluid elements released at equal intervals 
throughout a wave period. In this case, it is clear that the maximum lateral 
displacement of the fluid elements, and hence the maximum "apparent" dilution, 
occurs at a height of 12cm above the nozzle. Beyond this point the displacement first 
reduces and then increases. The present calculations suggest that this intermediate 
stage will produce an increase in both the predicted time-averaged velocity and 
concentration. Indeed, the solid curve indicated on figure 8 corresponds to the present 
Lagrangian solution. This appears to be in good qualitative agreement with the 
experimental data. In particular, it provides a convincing explanation for the multi- 
stage structure of the centre-line decay. 



3082 COASTAL ENGINEERING 1994 

ZU| I I I I I i iI I I i i I I I M I iiiI I I I I I I I 

15 

O10 

N 

5- 

0 ' i i I i i i i I i i i i 

6-4-2      0       2       4       6 

x  displacement  (cm). 

Figure 9. Trajectory of fluid elements (Case 2). 

Unfortunately, good quantitative comparisons with the experimental data are, as 
yet, difficult to achieve because of the uncertainty in the entrainment coefficients (a 
and B). For example, the Lagrangian solution presented on figure 8 was based upon 
a three-fold increase in the coefficient of radial entrainment (a=0.156). This suggests 
that in addition to the so-called "apparent" mixing (associated with the displacement 
of the fluid elements), the wave motion also produces a "real" increase in the dilution 
of the discharged pollutant. This point is further emphasised in figures lOa-lOb. 
Figure 10a describes the mean centre-line velocity (Case 1), and compares the data 
with a number of potential solutions. The uppermost curve (indicated by a dashed 
line) represents an integral solution based upon the standard entrainment coefficients 
(a=0.052 and 8=0); while the second curve corresponds to a Lagrangian solution 
in which the forced entrainment is maximised (B=1.0), but the coefficient of radial 
entrainment remains unchanged (a=0.052). The difference between these curves 
indicates the cumulative effect of the forced entrainment and "apparent" mixing. 
However, neither curve provides a good description of the experimental data. Indeed, 
a sensitivity study conducted by Koole and Swan (1994) showed that the best fit to 
the measured data was achieved by altering the initial conditions to shorten the "zone 
of flow establishment", and increasing the coefficient of radial entrainment to 
a=0.156. This solution is presented on figure 10b. However, the present study 
(including the data presented on figure 8) suggests that these values (a=0.156 and 
B=1.0) are not universally applicable. Indeed, the entrainment coefficients appear to 
be critically dependent upon the flow conditions at the discharge orifice. In particular, 
the relative balance between the momentum flux of the jet and that of the wave- 
induced motion at the discharge orifice appears to be very important. 
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Figure 10a-10b. Non-dimensional centre-line velocity (Case 1). 

5. Concluding remarks. 

The present paper has presented the results of a two-part experimental study in 
which a two-dimensional non-buoyant jet (orientated in a horizontal direction), and 
a three-dimensional buoyant jet (orientated in a vertical direction) were discharged 
beneath a progressive regular wave train. In both cases the mean flow characteristics 
(including the temperature distribution in Case 2) were compared with ah identical 
discharge in a quiescent ambient. These comparisons confirm that the oscillating wave 
kinematics have a significant effect upon the near-field mixing and dilution. In 
particular, the experimental data suggests that a region of intense fluid mixing arises 
immediately downstream of the discharge orifice, and that this results in a significant 
shortening of the "zone of flow establishment". This occurrence cannot be predicted 
by the existing integral solutions which form the basis of present near-field design 
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calculations. 

In contrast, a Lagrangian solution similar to that proposed by Chin (1988) 
provides a good qualitative description of the experimental data. In particular, it 
highlights the importance of the "apparent" mixing associated with the wave-induced 
displacement of the instantaneous jet-axis, and provides a plausible explanation for 
the non-Gaussian distributions of both the axial velocity and temperature. Indeed, it 
also explains the non-exponential decay of the mean centre-line characteristics. In 
particular, the apparent increase in both the velocity and concentration observed by 
previous authors (notable Chyan and Hwung, 1994) may be explained by the lateral 
displacement of the jet, and the time-averaged analysis of the laboratory data. 
Unfortunately, quantitative comparisons between the laboratory data and the 
Lagrangian solution are, as yet, difficult to achieve because of the uncertainty in the 
entrainment coefficients (a and B). However, the measurements suggest that in 
addition to the "apparent" mixing the wave motion also produces a significant 
increase in the rate at which ambient fluid is entrained into the jet. In the two- 
dimensional case a three-fold increase in the radial entrainment coefficient was 
recorded. However, comparisons with the three-dimensional data suggest that this 
increase is insufficient to predict the measured dilution. Indeed, it seems very unlikely 
that one universal entrainment coefficient will be applicable to all cases of wave- 
induced mixing. 

Finally, although the present paper has only considered wave effects within the 
near-field region, one should not lose sight of the fact that these solutions provide the 
"initial" conditions for the random walk formulations used to calculate the dispersion 
of pollution in the far-field. As a result, the wave-induced mixing identified in the 
present paper may potentially have a significant effect upon the concentration contours 
predicted in the far-field. 
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CHAPTER 222 

Model of Bivalve On/offshore Movement by Waves 

Hisami Kuwahara1 

Junya Higano2 

Abstract 

This study aimed to develop a numerical method of 
calculating bivalve movement by waves, and to consider the 
validity of this model with comparison between the 
calculated distribution of bivalves and real sampled data. 

The distribution of bivalves calculated by this 
numerical method coincided well with the real sampled data. 
This numerical method can predict the difference of 
distribution according to shell length, specific gravity of 
bivalve, shape of bivalves and so on. Thus, this method 
will be able to explain the mechanism of zonation of 
bivalves. 

Introduction 

It has been generally thought that the fishing 
productivity is low for sandy beach facing the open sea. 
However, only a few studies about the fishing productivity 
of sandy beaches have been performed in Japan because of 
severe sea conditions such as the surf zone. Therefore, 
almost no technology exists to develop the sandy beaches as 
fishing grounds. 

Many bivalves live in the dissipative exposed sandy 
beach. These include species commercially important as 
fishery resources, for example, Meretrix lamarckii, 
Gomphina melanaegis, Pseudocardinm sachalinensis and so on. 
We believe that the movement of bivalves by waves is closely 
related to the formation of grounds for their fishing. 
Therefore, it is very important to study the movement of 
bivalves for the development of fishing grounds. 

On the other hand, recently, the development of 

^bashiri Fishery Experiment Station, Hokkaido Government, 
31, Masuura, Abashiri, Hokkaido, 099-31, Japan. 
2Natl. Research Inst. of Fishery Engineering. 
Ebidai, Hasaki-machi, Kashima-gun, Ibaraki Pref., 314-04, 
Japan. 3086 
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waterfronts has attracted our attention in Japan and many 
kinds of artificial facilities have been constructed. Those 
facilities change the physical environment around them, 
such as wave velocity, wave direction and so on. It means 
that bivalves incur risks of being moved to other places 
where the environment is undesirable for them. We need to 
predict how such facilities will affect the movement of 
bivalves, if we are afraid of destruction of the coastal 
ecosystem. 

The study on the movement of bivalves by waves is 
important not only for the improvement of fishing ground but 
also for environmental conservation of the sandy coastal 
zone. 

Since 1986, we have studied the relationship between the 
beach profile and the distribution of bivalves in the surf 
zone utilizing the pier of the Hasaki Oceanographic Research 
Facility (HORF) of the Port and Harbor Research Institute. 
From numerous investigations, we found the following: 

1. Passive movement by waves is more important for the 
distribution of bivalves than their own motility. 

2. The distribution of bivalves is related to physical 
conditions, such as waves, the beach profile, the 
bivalve and so on. 
Therefore, it is considered possible to analyze the 

mechanism of bivalve movement numerically, based on civil 
engineering methods. 

From these points of view, this paper proposes a 
numerical method that predicts the movement of bivalves by 
waves. The wave field is calculated with a time-dependent 
mild slope equation. The bivalve model is expressed by 
specific gravity, shell length, coefficient of mass force 
and drag force and so on. The moving distance is calculated 
for bivalves at any place and time. After that, we consider 
the validity of the numerical method with comparison between 
the calculated distribution of model bivalves and the real 
sampled data at HORF. The field survey of distribution of 
bivalves has been carried out by both the National Research 
Institute of Fishery Engineering and the Port and Harbor 
Research Institute. 

Numerical Method 

This numerical method consists of three calculation 
steps as follows: 

1) of the wave field. 
2) of the distance a bivalve is moved by one wave. 
3) of the distance a bivalve is moved by cyclic waves. 
Through these steps, we can predict the moving distance 

is calculated for bivalves at any place and time. 

Wave Field 
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We calculated the wave field in the on/offshore 
including the surf zone at an optional beach profile with 
the time-dependent mild slope equations as follows 
(Watanabe and Maruyama,1984). 

M*'A" 

d( , 1 (dnQx) _Q (2) 
dt   n     dx 

where Qx denotes S udz (u: horizontal component of wave 
orbital wave, z: vertical coordinate), C: water surface 
elevation, c: wave celerity, n: l/2( l+2kh/sinh2kh), k: wave 
number, h: water depth, fD: damping coefficient by wave 
breaking, x: horizontal coordinate, t: time. 

The determination of wave breaking point depends on the 
ratio of orbital velocity and celerity of the wave 
(Isobe,1986). 

The wave orbital velocity on the seabed is shown as 
follows. This equation is given by the small amplitude 
theory. 

(3) 
ubv=kQxsm (o t+ex) /sinh (kh) 

where £x denotes phase difference, O ;   angular frequency ( = 
2 7T/T, T: wave period). 

In the surf zone, the flow in the offshore direction, 
the undertow, occurs when the breaking waves generate mass 
flux in the onshore direction. Eq. (4) denotes the undertow 
velocity calculated by Sato et al.(1987). It is assumed 
that the distribution of undertow is the largest value at 
the making point of bore and decreases linearly from this 
point to 10 times breaking water depth in the offshore 
direction. Eq.(5) shows the distance between the wave 
breaking point and the making point of bore (Okayasu et 
at.,1990). Eqs.(4) and (5) are experimentally obtained. 

U  -A* (4) 
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(5) 

where A denotes experimental constant, H: wave height, hb: 
breaking water depth, 0: beach slope near breaking point. 
In this calculation step, we aim to calculate the wave and 
flow on seabed which acts on the bivalve. 

Bivalve Movement by One Wave 

Figure 1 shows the bivalve movement model. For bivalves 
with shell length D on the seabed with slope /3 , the bivalves 
move at velocity us due to the wave bottom velocity ub. It 
is assumed that bivalves are passively moved by waves and 
move on the surface of the bottom by sliding. The 
components of forces acting on the bivalve are also shown in 
Figure 1. 

1) the force caused by the pressure gradient of waves: 
mdub/dt 

2) the mass force cased by the relative movement between 
bivalve and fluid: CMm( dub/dt-dus/dt) 

3) the drag force caused by the relative velocity: 
l/2CD£„A(ub-uJ|ub-uJ 

4) the component of gravity parallel to the seabed 
surface: g(M-m)sin$ 

5)the frictional resistance force caused by sliding of the 
bivalve on the seabed: -//fg(M-m)cos/3us/|us| . 

where M denotes mass of bivalve (1/6 n P eD
3, p B: specific 

gravity of bivalve), m: mass of water (1/6 n P„D3, p„: 
specific gravity of water), CM,CD :coefficient of apparent 
mass force and drag force respectively, A: area of the 
bivalve that projects, p.f: the frictional resistance 
coefficient. However, fit  in this numerical method is 

mdub/dt 
+CMm(dUb/dt-dus/dt) 
+1/2CD PwA(ub-uB)|Ub-UsI 

g(M-m)^^ -Aiig(M-m)cos/3us/|us| 

Figure 1.  Bivalve Movement Model By Wave. 
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defined as the coefficient of the degree of movement, which 
includes the effect of burrowing, rough ripple and so on. 
Thus, we assumed that the bivalve was moved by the balance 
of these forces. 

The resulting equations of motion of bivalve by wave are 
shown as follows. These equations are able to express 
Lagrangian analysis of bivalve movement, when the orbital 
velocity on the seabed is precisely given at the moved 
position of bivalve. 

^f-^t) (6) 

dus(t) _   dub(X,t) d(us(t)-ub(X,t)) 

dt dt a dt 

^C^w\ub{X, t) -u,[t) | (ub(X, t) -u,[t))       (7) 

- (M-m) gsm$-y.fg(M-m) cos(i , s      , 

The bivalve starts to move when the total of the drag 
force and the mass force exceeds the total of the gravity 
and the frictional resistance force. The bivalve stops when 
the velocity of the bivalve becomes zero. In addition, the 
frictional resistance coefficient used is the static one 
when the bivalve stops and is the dynamic one when the 
bivalve moves. These equations are calculated by the Runge- 
Kutter-Gill method. In this calculation step, the distance 
the bivalve is moved by one wave is calculated at each 
position of the whole beach. 

Bivalve Movement by Cyclic Waves 

The number of cyclic waves and the position and the 
number of bivalve individuals are given. The bivalve 
movement by the cyclic waves is able to be calculated by 
piling the moving distance by one wave which is given at the 
previous calculation step. 

Method of Field Survey & Conditions of Numerical Calculation 

The investigation was carried out at the HORF research 
pier. This pier is on the Hasaki coast in Ibaragi 
Prefecture, Japan (Figure 2). The total HORF length is 427m 
and the deck width is 2.5m. This pier juts out into the surf 
zone. The distribution of bivalves has been investigated at 
intervals of 10m along HORF once a month since 1986 by means 
of the Smith-Mclntyre grab ( 22 X22cm). This investigation 
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The Pacific 
Ocean 

0 100 ZOO 300 

Offshore    distance     Cm) 

Figure 2. Study Site of Field Survey. The coast consists of 
exposed sandy shores facing the Pacific Ocean. Location 
of Hasaki Oceanographical Research Facility (HORF), 
water temperature meter, wave gages and sampling 
stations of bottom sediments(') are shown. 

method and results were described in detail by Higano et al. 
(1993a). 

The following conditions were used in the numerical 
calculation. The beach profile used the field data at HORF 
and the tidal level used the value of the observation at 
15:00, June 23, 1987. The physical characteristics of waves 
and bivalves were used the following values. 

H0=1.5m, T=7.0sec 
D=20mm, p  =1. CM=0.5, CD = 0.5, #fB=1.0, ,Ufd=0.5 

The specific gravities Ps of Mactra crossei, M. 
lamarckii and G. melanaegis are 1.3, T76~, and- 1.87 
respectively (Higano et al.,1993b). 
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Figure 3 . Beach Profile and Distribution Density of Bivalves 
(columns) at HORF on June 23, 1987. 

Results and Discussion 

Results of Field Survey (June 23,1987) 

Figure 3 shows the distributions of three bivalve 
species and the beach profile at HORF, on June 23, 1987. The 
beach profile indicated the trough largely scoured by a 
storm a few days previously. The onshore side of the trough 
became remarkably steep. G. melanaegis were accumulated 
extremely densely at 180m from the shoreline. M. lamarckii 
tended to distribute on the offshore side of the bar. M7 
crossei distributed mainly on the zone farthest offshore-!- 

Photograph 1 shows the bivalves sampled in this field: 
G. melanaegis, M. lamarckii and M. crossei, in order from 
left. These physical characteristics (for example, 
specific gravity, shape, roughness of bivalve surface and 
so on) are varied. It is considered that the physical 
differences of bivalves form the zonation of bivalves as 
shown in Figure 3. 
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Photo 1. Bivalves Sampled at HORF. ( Left: G. melanaegis, 
Center: M. lamarckii, right: M. crossei ) 

Results of Numerical Calculation 

Figure 4 shows the results of calculation of the wave 
field. The offshore wave is assumed to have H0 of 1.5m and T 
of 7.0sec. 
Figures 4 (a), (b) and (c) show the distributions of the 
wave height, the wave orbital velocity on the seabed and the 
undertow velocity, respectively. These horizontal axes 
show the distance from the shoreline. 

The wave breaking occurred at 157m from the shoreline. 
The wave height, wave orbital velocity and undertow velocity 
were maximum near the breaking point and were damped 
drastically at the onshore side of the trough. 

We exerted the wave orbital velocity and undertow 
velocity on the model bivalve and calculated the bivalve 
movement. Figure 5 shows the bivalve's movement by waves. 
The model bivalve assumed the physical characteristics of 
G. melanaegis. Figure 5 (a) shows the distribution of the 
distance moved by one wave. The vertical axis shows the 
moving distances of bivalves, which are taken to be positive 
in the onshore direction and negative in the offshore 
direction. Figure 5 (b) shows the movement of bivalves by 
the cyclic wave. The vertical axis is the passage of time. 
Each model bivalve was placed on the seabed at intervals of 
10m along the on/offshore line in the initial condition. 

Although bivalves on the offshore side of the bar and on 
the onshore side from 100m showed almost no movement, they 
moved in the onshore direction from the top of the bar to the 
bottom of trough and in the offshore direction on the 
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(a) Wave Height 

(b) Amplitude of Orbital Wave Velocity on Seabed 

100.0     200.0     300.0 
Distance from Shoreline(m) 

(c) Undertow Velocity on Seabed 

Figure 4. Results of calculation of Wave Field. ( The 
beach profile is shown in Figure 3.  The offshore 
wave are H0=1.5m and T=7.0sec. ) 

onshore side of the trough. Bivalves were extremely densely 
accumulated at 180m by cyclic waves, which is the bottom of 
trough. This tendency was the same as the field survey in 
Figure 3. 

After that, we varied the physical characteristics of 
the waves and the bivalves and tried to calculate model 
bivalve distributions. Figure 6 shows the results of 
calculated distribution of the model bivalves. Figures 6 
(a), (b) and (c) show the effect of wave characteristics, 
shell length and specific gravity of the bivalve, 
respectively. Individual bivalves were counted in each 
section at an interval of 10m. The distributions after 
10,000sec were shown. 

In Figure 6(a), although bivalves hardly moved when the 
wave height was 0.5m and the wave period was 5.0sec, they 
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onshore 

offshore 

100.0     200.0     300 
(a) Moving Distance of Bivalve by One Wave 

10000.0 rr 

8000 

6000 

200 

100.0    200.0    300 
Distance from Shoreline(m) 

(b)Moving Distance of Bivalves by Cyclic Waves 

Figure 5. Bivalves Movement by Waves. The model bivalves 
assumed the G. melanaegis.  (  D=20mm, Ps=1.8, 
CM=0.5, C„=0.5, UtB=1.0,   Afd=0.5 ) 

accumulated in the trough when the wave height was 1. 5m and 
the period was 7.0sec and on the top of the bar when the wave 
height was 2.5m and the period was 9.0sec. In Figure 6(b), 
the model bivalves with shell length 5mm accumulated at 150m 
and 170m. Those of shell length 20mm accumulated at 180m. 
However, those of shell length 40mm hardly moved. In Figure 
6 (c), the distribution of model bivalves of specific 
gravity 1.6 had the same tendency as those of specific 
gravity 1.8. These model bivalves accumulated at 180m. The 
model bivalves of specific gravity 1.3 accumulated at 150m 
and 170m. These calculated results coincide well with the 
real sampled data for G. melanegis of 10 to 30mm in diameter 
accumulated at the bottom of trough. But this calculated 
result cannot explain M. crossei in the offshore side of the 
bar. The reason why the results don't coincide may be that 
the initial distribution of bivalve at the real beach was 
different from that of the numerical study. 
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(a) Wave Characteristics (Ho, T) 

(b) Shell Length(D) 
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Figure 6. Relation between Distributions of Model Bivalve 
and Physical Characteristics of Waves and Bivalves. 

Conclusion 

In this study, we developed the numerical method of 
calculating bivalve movement by waves, and we considered the 
validity of this model with comparison between the 
calculated distribution of bivalves and the real sampled 
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data at HORF. 
As a result, the following main findings were obtained 

from this study: 
1) This numerical method can predict the difference of 
distribution given the shell length, the specific 
gravity and so on. Thus, this method will be able to 
explain the mechanism of zonation of bivalves. 
2) This numerical method explains the tendency which 
the bivalves accumulate in the trough. The result 
coincides well with the real accumulation of G. 
melanaegis. 
3) But, this numerical method cannot explain the 
accumulation of M. crossei on the offshore side of the 
bar. 
4) The bivalves throughout the area start to move and 
accumulate remarkably when the waves become severe. 

As mentioned above, we found that this numerical method 
was useful in predicting the bivalves' movement by wave. We 
are conducting experimental study with the 2-dimensional 
wave tank. We are trying to give this numerical method more 
precision. This numerical prediction method will be able 
easily to be applied to bivalves' horizontal movement by 
waves. With this numerical method, we hope to contribute to 
the development of fishing grounds and the conservation of 
coastal zones. 

Acknowledgements 

The authors wish to thank Dr. T. Yamashita (Hokkaido 
Univ.), Dr. N. Mimura (Ibaraki Univ.) and Dr. Y. Nakamura 
(Hokkaido National Fishery Research Institute) for many 
helpful comments. 

References 

lsobe,M(1987).Parabolic equation model for transformation 
of irregular waves due to refraction, diffraction and 
breaking, Coastal Eng. Japan, Vol.30,No.1, pp.33-47. 

Okayasu,A.,M.,Isobe and A.,Watanabe(1990). Experimental 
study on making point of bore wave breaking, Proc. 44th 
Annual Conf. for Civil Eng., JSCE, II, pp.614-615. (in 
Japanese) 

Kuwahara,H. and J.Higano( 1994 ) .Analysis method on-offshore 
movement of bivalves by waves, Bull.N.R.I. F. E . 15, 
pp.25- 40 (in Japanese). 

Kuwahara H. , Higano J, Nakamura Y. and N, Mimura (1994). Study on 
mechanism of bivalve movement by waves and validity of 
numerical method, Proc.41th Japanese conf. on Coastal 
Eng., JSCE pp.376-380 (in Japaneses). 

Higano J.,K.Kimoto and Y.Yasunaga,(1993a) . The change of 
beach profile and the distribution of sandy beach 



3098 COASTAL ENGINEERING 1994 

bivalves at Kashima-nada I .report of the result in 
1987. Tech.Rept N.R.I.F.E. Aquacul.& Fish. Port. 14, 
pp.1-16 (in Japanese). 

Higano J.,K.Kimoto,and Y.Yasunaga(1993b).Influence on the 
relation between burrowing behavior and physical 
environment regarding the distribution of sandy beach 
bivalves Meretrix lamarckii and Gomphina melanaegis. 
Bull.N.R.I.F.E. 14, pp.65-87(in Japanese). 

Sato S. , M. Fukuhara and K. Horikawa (1987). Laboratory study on 
near-bottom velocity due to irregular wave, Proc.34th 
Japanese conf.on Coastal Eng., JSCE, pp.36-40 (in 
Japanese). 

Watanabe A. and Maruyama Y.(1984). Numerical analysis of 
combined refraction, diffraction and breaking, Proc. 
31st Japanese Conf.on Coastal Eng. , JSCE, pp. 103-107 ( in 
Japanese). 



CHAPTER 223 

INITIAL GAP IN BREAKOUT OF HALF-BURIED 
SUBMARINE PIPE DUE TO WAVE ACTION 

Adrian W.K. Law1 and Mostafa A. Foda2 

ABSTRACT 

An analytical formulation is presented for the analysis of the 
breakout of a half-buried submarine pipe due to wave action. The 
formulation accounts for the contact between the pipe and the soil due to 
the horizontal hydrodynamic force. An asymmetric gap geometry is 
described that incorporates a second order expansion in the gap opening 
due to the pipe rise. Results with this formulation demonstrate the 
existence of an initial gap of the order 1 mm in the breakout experiments. 
With this initial gap, the gap flux dominated the influx of water into the 
gap from the beginning of the breakout process. 

1.0 INTRODUCTION 

Breakout of a partially buried pipe under severe wave action is one of the 
possible mechanisms for the pipe to detach from the sea bed (Foda, 1985). The 
configuration is schematically sketched in Figure 1. Experiments were performed 
by the authors to investigate the breakout of a half-buried pipe in the laboratory, 
and the results were previously reported in Foda et al. (1990). 

1 Bechtel Corporation, 50 Beale St., P.O. Box 193965, San Francisco, CA 94119, 
USA 
2 Hydraulic and Coastal Engineering Division, Department of Civil Engineering, 
University of California at Berkeley, Berkeley, CA 94720, USA 
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The bulk of the Foda et al. (1990)'s paper dealt with the analysis of the 
pressure and displacement measurements from the breakout tests. An uniform lift 
analytical model using the poro-rigid bed assumption was also presented in that 
paper. This uniform lift model is based on the consideration of the action of the 
net lift force on the pipe. This net lift force induces an uniform liftoff of the pipe 
in the vertical direction, thus creating a symmetric gap geometry as well as 
symmetric gap suction pressures about the vertical axis of the semi-circular 
trench. However, further considerations of the effect of the oscillatory horizontal 
hydrodynamic force reveal that this uniform liftoff conceptualization may not be 
fully representative of the physical breakout process. These considerations are 
discussed in the followings. 

Through analysis of the measurements on the hydrodynamic forces and the 
resultant forces by the gap suction pressures, we demonstrated in Foda et al. 
(1990) that the pipe was always in contact with the soil. In essence the pipe was 
bouncing back and forth against the sides of the soil's semi-circular interface. In 
doing so, the gap distribution would become asymmetric with respect to the 
vertical axis. There would be some finite opening on one end of the semi-circular 
trench whereas on the other end the gap would be closed by the contact between 
the pipe and the soil. This asymmetric gap distribution, however, is not reflected 
in the symmetric gap assumption in the uniform lift model. 

The asymmetric gap distribution also poses differences in the pressure 
boundary conditions on both ends. On the opening edge the gap pressure is 
subjected to the positive pressure buildup due to the stagnation point in front of 
the pipe, whereas on the other side the contact between the pipe and the soil 
isolates the suction pressures inside the gap to the ambient pressure above. The 
situation in terms of the pressure boundary conditions is thus closer to the tilted 
lift case than the uniform lift case in Mei et al. (1985). With the differences in 
the gap pressure distribution about the vertical axis, the resulting horizontal force 
will be reinforcing the horizontal hydrodynamic force in the first harmonic. This 
is indeed what was observed in our analysis of the laboratory measurements on 
the horizontal force balance. The above discussion demonstrates that an 
asymmetric gap model can better represent the physical situation than the uniform 
lift model. 

With these considerations, we set out to develop an asymmetric gap 
formulation that incorporates the effect of the oscillatory horizontal 
hydrodynamic force. Subsequently, based on this formulation, we will address 
the existence of some initial gap opening in the beginning of the breakout process. 
However a brief summary of the laboratory experiments is first presented in the 
next section. 
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2.0 EXPERIMENTAL SETUP 

The experimental setup consisted of a 0.22 m diameter PVC pipe half- 
buried in a sand basin inside a wave flume under 0.61 m water depth. The sand 
was a well-sorted medium sand witli d5g of 0.32 mm and with permeability 
approximately equal to 0.85x10" m. The half-buried pipe was subjected to 
monochromatic waves of approximately 3 second wave period and 0.15 m wave 
height until breakout from the sea bed occurred. 

Submerged weight of the pipe was used as a control parameter to generate 
different net lift forces on the pipe thus producing different breakout times. The 
vertical displacement of the pipe was monitored using a hermetically sealed 
sensor installed inside the pipe. Pressures around the pipe were also recorded. 
Additional descriptions of the experimental setup can be found in Foda et al. 
(1990). 

A typical vertical movement history of the half-buried pipe in the 
experiments is shown in Figure 2. As can be observed in the figure, after the half- 
buried pipe was exposed to the monochromatic waves, the pipe started to rise with 
a steady but very slow rate (of the order of 2.5 mrn/min in the experiments). No 
significant soil erosion around the pipe was observed. Minor oscillatory motion 
of the pipe was also recorded superimposing on the net vertical movement. The 
net rising rate gradually increased near the breakout time. Subsequently, at the 
breakout time a sudden and rapid release of the pipe from the sea bed occurred. 

3.0 PORO-RIGID MODEL WITH ASYMMETRICAL GAP DISTRIBUTION 

In this section, an analytical formulation is presented for the analysis of the 
breakout of a half-buried pipe from sea bed due to wave action. First, the 
movement of the pipe during one wave cycle is examined as shown in Figure 3. 
The pipe oscillates horizontally with respect to the underlying trench due to the 
wave-induced horizontal force. This horizontal oscillatory motion of the pipe 
produces a mirror image setting between the two halves of a wave period. With 
this mirror image and in a quasi-steady manner, it is postulated that the situation 
can be analyzed as if the pipe is subjected to a steady lift force FL and an 
unidirectional steady horizontal force Fh (Figure 4) of the following magnitudes 
based on the Morrison equation: 

horizontal f •'o 
„   TtD2 du     1 „  „ i i 

M~a7+2 D   '"' dt (la) 
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vertical F^j^-p CLDu2dt (lb) 

where T is the wave period, p the water density, D the pipe diameter, u the wave- 
induced horizontal velocity at the mud line, and CL, CM and CD the lift, added 
mass and drag coefficients for a half-buried pipe respectively. In our experiments 
the value of CL was measured to be 2.55. 

At this point, to facilitate further analysis we introduce a conformal mapping 
to transform the geometry of the seabed to a full half plane without indentation: 

1_  1 
q ~~ 2 ~ 2D 

(     #\ 
z + — 

v     4z 
(2) 

where z = (x,y) = the physical plane with coordinate orientation as shown in 
Figure 4; q = (%,r|) = the mapped domain. From a geometrical standpoint, the 
asymmetric gap induces by the rise of the pipe while maintaining contact with the 
soil can be approximated as: 

A(e,r) = A(,(4sine-^-cose(l-cos0) ;   5=^^ (3) 
V 2 ) R 

where A is the gap thickness, A> the midgap thickness, and R the pipe radius. The 
gap distribution is shown in Figure 5. The asymmetry of the gap is thus only in 
the second order, or 0(8 2). However this second order asymmetry properly 
accounts for the expansion in the gap opening due to the pipe rise, and thus is 
necessary for computing the growth of the gap flux which is the supply of 
ambient water through the gap opening at % = 1. In the mapped plane, this gap 
distribution becomes: 

A&,t) = A0(t)fte},   /0j) = (W$-$2+8«$(2$-l)) (4) 

We will now follow the poro-rigid bed approach in Mei et al. (1985) to 
formulate the governing equation for the flow inside the gap between the pipe and 
the soil. In this approach, the soil is assumed to be poro-rigid and Darcy's law is 
assumed for the pore water flow. Lubrication theory is used to analyze the flow 
along the gap between the pipe and the soil. Following the analysis of Mei et al. 
(1985) and with an further assumption of a no-slip boundary condition at the 
surface of the porous bed, we obtain the following water budget equation for the 
expanding gap: 

§D<^=JLJLJL_^.3J^O 
dt      |X7C J°r| -% ""' ' d%       6\iD 
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where (x is the viscosity, k the intrinsic permeability of the porous bed, and p the 
dynamic pressure in the gap. Taking i; = 1, the left-hand side of Eq. 5 then 
represents the first order, or 0(8), expansion rate of the gap volume. The first 
term on the right-hand side gives the contribution to such expansion from the 
pumping of pore water into the gap, which is given in terms of a Cauchy 
principle-value integral. The last term of Eq. 5 gives the gap flux. It should be 
noted that the gap flux term will not vanish at \ = 1 despite its appearance. This is 

because both A(£, = 1) and —^~4\ ~\'' have finite non-zero values at this 

edge of the semi-circular trench where the ambient water is drawn into the gap. 
Bj 

Next, the balance of forces before the breakout is considered. With the 
asymmetric gap distribution, the resultant force from the gap suction pressures in 
the horizontal direction will be reinforcing the horizontal hydrodynamic force. 
Together they will then be resisted by a reaction force from the soil. In the 
vertical direction, the balance of forces yields: 

F+DJJ,<%=0 (6) 

where F is the net lift force = time-averaged hydrodynamic lift FL minus the pipe 
submerged weight Fs. The horizontal force balance in the first hamornic and the 
vertical force balance in the zero harmonic were both observed in the 
experimental results. 

At this point, we need to address the pressure boundary condition at the gap 
opening \ ~ 1. Due to Bernoulli's effect, there will be positive pressure buildup 
with the stagnation point in front of the pipe. This positive pressure can be 
calculated in a quasi-steady manner as: 

1 frl      , 
Po=Yi02

pudt= (7) 

The formulation of the asymmetric gap model is now completed. We will further 
convert the governing equations into nondimensional form by introducing the 
following variables: 

P = 2£;O=(D*)-
M
A.;T=-^ (8) 

The two governing equations, Eqs. 5 and 6, become: 
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J>4=-i (10) 

Eqs. 9 and 10 permit numerical computation in a manner as suggested in 
Mei et al. (1985).    However it should be emphasized that closely spaced 
numerical grid will be required near ^=1.  This is to avoid introducing arbitrary 
large opening for the computation of the gap flux in the numerical algorithm. For 
example, following the mid-point computation approach in Mei et al. (1985) with 
N+l nodes (resolution e = N"1), the volume of the gap flux in Eq. 9 will be 

p       _ p 
computed as      "' ~",—S=z^-c3(V2e" + 8) .   Since this flux term should be 

6Ve / 2 v ' 
S 2 

proportional to a 3S3, it is thus required that e < —. Typically 8 ~ 0(102) when 

the gap flux becomes significant, and thus the requirement would then be e ~ 
O(10"4) or N ~ O(104). This is a stringent requirement since the computation will 
then involve finding the inverse of a large NxN matrix, a task that is both time- 
consuming and error-prone. 

Note that if indeed the finite gap opening at the edge of the trench is due 
only to the second order expansion due to the pipe rise, it would be more 

LtD8/3 

appropriate to use another time scale, Tb =      5/6 , based on the balance of terms 
Fk 

e     „ £>2S      kF     FD8" 
in Eq. 5 at c, = 1 of ~ —— . However whether the gap opening is 

lb       \iD        (X 

realistically second order in nature will be discussed in the following section on 
the existence of an initial gap. 

4.0 INITIAL GAP 

As shown in Figure 2, the pipe typically rose with a net constant rate during 

the initial stage in the breakout process. These initial rates of rise, R~r< were of 
at 

the order of 2.5 rrrm/min (0.04 mm/s) in the laboratory experiments.   The gap 
volume expansion due to this vertical rise of the pipe should be balanced by the 
combined pore water and gap fluxes. In the following section we will discuss the 
implication of these measured rates on the initial gap geometry base on the 
derived governing equations. 
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Numerical computation using Eqs. 9 and 10 without the gap flux term 
do 

shows that the initial rate of rise, ——, due to the pore water flux alone is 
dx 

approximately 0.85.  This is slower than the corresponding rate with the uniform 
lift model which can be determined analytically to be equal to 8/rc (see Mei et al. 
(1985)) but in the same order of magnitude. 

With D = 0.22m and k = 0.85xl0"u m2 in our experiments, the non- 
dimensional length scale will then be (Dk)1B = 0.12 mm. The breakout time scale, 
Tb, was of the order of 0(1O2) in the breakout tests. The measure rate of rise of 
approximately 0.04 mm/s thus represents a nondimensional rate of rise of around 
30. This measured rate is an order of magnitude higher than the predicted rate 
supported by the pore water flux. Despite the fact that there were possible 
variations in some of the experimental parameters such as the soil permeability, 
the differences were judged to be too large to be explained by these variations. 
Clearly this points to the existence of an imtial gap in the beginning of the 
breakout process. In addition, it also shows that in our experiments the pore water 
flux, though always important in relieving the negative pressures near the contact 
(8 B 0) where the gap width is always small, was insignificant in terms of 
expanding the gap volume and allowing the pipe to rise. 

Physically, this initial gap can be due to the imperfect contact between the 
pipe and the soil. Another mechanism of generating this initial gap in the soil 
region around the two ends of the semi-circular trench would be through plastic 
deformations. In the first halve of the wave cycle, one end of the soil trench will 
be compressed as the horizontal force and the resultant force from the gap 
pressures together push the pipe against the soil. This compression will 
subsequently be released in the second halve of the wave cycle when the pipe 
moves to rest against the opposite side. It is possible that the soil skeleton in these 
areas is weakened by the periodic compression and relaxation, allowing plastic 
deformations to take place. 

We will first use a scaling analysis to examine the magnitude of this initial 
gap. Let A be a characteristic length scale for the initial gap. Comparing the two 
terms in the RHS of Eq. 5 for £ = 1 suggests that the balance between the pore 

fkD^\ 
water and the gap fluxes will be of the order of O 

A3 This implies that A 

should be much larger than MkD, or 0.1 mm in this case. 

The initial gap geometry in reality can be very complicated, and will also 
depend to some extent on the processes how the pipe was half-buried. To get an 
general assessment on the order of magnitude of the initial gap in our 
experiments, we assume a simple constant gap geometry as follows: 
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A=A:. for O<0<7! (11) 

where A, represents an initial constant gap. Ignoring the pore water flux term, Eq. 
5 can be simplified in the physical plane to be: 

,, sd8       A3   3 p 
i?2(l-cos0)— = -r£ (12) 

dt     12 Mi? 39 

Substituting the constant gap geometry into Eq. 12 and integrating yield: 

P = P0-
1J^^(n-Q+sinQ) (13) 

A      at 

Finally, substituting Eq. 13 into 6 in the physical plane, the initial rate of 
rise can then be estimated as: 

tdS     (F + 2p0R)A) 

dt~     18TC Mi?3 R—= ,n_       J      ' (I4) 

With /? = 0.11 m, M = 10"3 kg/ms, p„ ~ d—\ and F ~ O(10) in our 

experiments, the measured initial rate of rise of the order of 0.04 mm/s would 
represent an initial gap A, of the order of 1 mm in the beginning of the breakout 
process. 

5.0 CONCLUSION 

An asymmetric gap model is presented for the analysis of the breakout of a 
half-buried pipe from sea bed due to wave action. The model accounts for the 
contact between the pipe and the soil due to the horizontal hydrodynamic force. 
An asymmetric gap geometry is described that incorporates the second order 
expansion in the gap opening due to the pipe rise. Quasi-steady vertical force 
balance is assumed. The resultant horizontal force from the distribution of the 
gap pressures reinforces the horizontal hydrodynamic force in the first hamornic 
which is consistent with the experimental observations. Calculations with this 
asymmetric gap model demonstrate the existence of an initial gap of the order of 1 
mm between the pipe and the soil in the breakout experiments. This initial gap is 
postulated to be due to imperfect contact between the pipe and the soil and 
possible plastic soil deformations due to periodic compression and relaxation of 
the soil skeleton around the pipe. With this initial gap, the gap flux is found to 
dominate the influx of water from the beginning of the breakout process. The 
pore water flux, though important in relieving the negative pressures near the 
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contact where the gap width is always small, was insignificant in terms of 
expanding the gap volume and allowing the pipe to rise. The role of the initial 
gap and the soil deformation around the pipe to the breakout process will be 
further examined in the future. 
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SAND SAND 

Figure 1. Configuration of the breakout of a half-buried pipe from sea bed due to 
wave action. 
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Figure 2. Measured vertical displacement history in Experiment F4. 
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Figure 3. Movement of the pipe during one wave cycle. 
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Figure 4. Conceptual model for the quasi-steady analysis of the breakout of a 
half-buried pipe from sea bed due to wave action. 

Figure 5. Geometry for (a) a symmetric gap A = A0 sin 0 and (b) an asymmetric 
gap A = A0 (sin 6 - 8 cos 6 (1 + cos 8)/2 ) with 8 = 0.1. 



CHAPTER 224 

ANALYTICAL SOLUTION FOR THE WAVE-INDUCED EXCESS 

PORE-PRESSURE IN A FINITE-THICKNESS SEABED LAYER 

Waldemar MAGDA * 

ABSTRACT 

This paper presents the analytical solution to the wave-induced excess pore- 
pressure oscillations in permeable seabed sediments, derived for the case of 
limited thickness of the seabed layer. In order to show the utility of the an- 
alytical solution, a wide parameter study has been performed with a special 
emphasis to the relative compressibility of the two-phase (soil skeleton - pore- 
fluid) medium. The results of example computations are discussed with respect 
to the accuracy of the 'finite-thickness' analytical solution for the pore-pressure. 

INTRODUCTION 

The excess pore-pressure oscillations in permeable seabed sediments, induced 
by regular surface waves, have been the subject of several investigations and 
theoretical considerations over the last 40 years. 

For many purposes in soil mechanics, it is permissible to uncouple the 
soil and fluid parts of any analysis in order to treat them separately. How- 
ever, it may also be desirable on occasion to analyse the true coupled perform- 
ance of a composite continuum, in which the two phases interact. Examples 
of practical importance would involve external loads which vary in time, and 
structure-foundation interaction analyses where the generation of foundation 
pore-pressure is completely dependent upon the relative stiffness of the compo- 
nents of the system. That is, a stiff or inhomogeneous structure causes different 
pore-pressures from a flexible or homogeneous one. 

Ph.D., Research Engr. 
University of Hannover, Sonderforschungsbereich 205, Appelstr. 9 A, 3000 Hannover 1, 
Germany (on leave from the Marine Civil Engineering Department, Hydro-engineering 
Faculty, Technical University of Gdansk, Poland) 
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In many practical problems appeared in the coastal engineering, there 
are many subsoil stratifications and hydro-engineering structures that can be 
treated as vertically two-dimensional. Assuming also that the seabed is loaded 
by harmonic waves characterized by long crests parallel to each other, then as 
a result the seabed is deformed under plain strain conditions. Under these con- 
ditions, the following two equations, describing elastic deformations, together 
with the 'storage' equation constitute the coupled problem and can be written 

C (^- 4- ^-\ 4-       G        d   f9Ux 4- ^A  = ** (t    \ 
\8x2   +  8z2 ) + 1 - 2M dx \ dx   +  dz )      dx {    ' 

n(d
2uz      d2uz\ G      d  fdux      duz\      dp 

G\'dx^ + ^^) + r^d'z\dx' + 'dz~)-d'z (16) 

kxd
2p      &P_ ynpdp = j_ /ftt,      duA 

kz dx2      dz2        kz   dt      kz\dx       dz ) ( c' 

where: p is the wave-induced excess pore-pressure, ux and uz are the horizontal 
and vertical displacements of soil skeleton, respectively, G is the shear modulus 
of the soil skeleton, (i is the Poisson's ratio, kx and kz are the coefficients of 
permeability of soil in horizontal and vertical direction, respectively, 7 is the 
unit weight of the pore-fluid, /?' is the compressibility of the pore-fluid, n is 
the porosity of soil, x and z are the horizontal and vertical coordinates of the 
Cartesian system, respectively. 

The problem described in Eqs. (la) to (lc) is very often called as a 'storage' 
problem because the third is based on the 'storage' equation given by Verruijt 
(1969), as the governing equation for flow of a compressible fluid in a homoge- 
neous compressible porous medium. 

The earlier simplified theoretical solutions give only approximated values 
for the pore-pressure response. Others, more advanced theories (e.g.: Madsen, 
1978; Yamamoto et al, 1978; Okusa, 1985) seem to be enough developed in 
order, at least, to describe the governing problem by introducing additional, 
meaningful parameters giving thereby a possibility of wide analyses of real soil- 
water conditions. All these three theories have the same physical background 
and they differ from each other in the applied method of deriving the particular 
solution. Okusa (1985), as a first one, discussed also the problem of phase-lag 
(time-shift) phenomenon existing in a gas-laden sediment for the wave-induced 
pore-pressure and stresses. The theoretical values calculated from the 'storage' 
theory lie far away from the 'potential' solution, originally presented by Putnam 
(1949) and based on the assumptions of incompressible pore-fluid and soil skele- 
ton. These rigorous assumptions differ strongly from the realistic conditions of 
the soil and pore-fluid two-phase medium. The differences between the 'stor- 
age' solution and the 'consolidation' solution proposed by Moshagen & T0rum 
(1975) and assuming compressibility only for the pore-fluid, are not so drastic 
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but they might become meaningful especially when a relatively compressible 
soil (e.g., loose sand) is concerned. 

'FINITE-THICKNESS' ANALYTICAL SOLUTION 

The solutions obtained from the 'potential' problem and 'consolidation' problem 
approximate roughly the pore-presure response. Both of these solutions can be 
used in a feasibility study. More precise information on the pore-pressure atten- 
uation and phase-lag distribution with depth can be obtained at the preliminary 
or detailed design level where the both components of two-phase system (i.e., 
soil skeleton and pore-fluid) are considered to be compressible. 

The appropriate analytical solutions for the pore-pressure response in case 
of a homogeneous, poro-elastic, semi-infinite seabed were derived by many au- 
thors (e.g.: Madsen, 1978; Yamamoto et al., 1978; Okusa, 1985) and obtained in 
terms of the pore-pressure and effective stresses in seabed sediments. Analytical 
solutions of the 'potential' and 'consolidation' equation for the case of limited 
thickness of the seabed layer are also well known (e.g., Moshagen & T0rum, 
1975). Using the general solution presented by Madsen (1978), Magda (1989, 
1992) derived a particular solution for the wave-induced excess pore-pressure 
under the assumption of a finite thickness of the seabed layer. A 'finite thick- 
ness solution' has a very important bearing on further analysis and verification 
of laboratory test results but would alsd have a wide application to several 
engineering problems where natural soil-water conditions exist. 

Boundary conditions 

The boundary conditions at the surface of the seabed require that both the 
vertical wave-induced effective stress crz and the wave-induced shear stress r 
are zero, and additionally, the pore-pressure p at the seabed surface is induced 
by the hydrodynamic bottom pressure. Therefore, one has to fulfil the following 
boundary conditions at the surface of the seabed (z — 0): 

p — PQ exp[i(aa: — ut)] (2a) 

<rz = 0 (26) 

T = 0 (2c) 

Field investigations frequently prove the existence of a limited thickness 
of permeable and isotropic seabed layer or layers with different properties in 
the upper boundary of seabed. In such cases, the soil profile may look like a 
sand layer, possibly with permeable sub-layers, a few metres thick overlaying 
an impermeable clay stratum. 
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If a finite, permeable layer overlaying a stiff and impermeable base is consid- 
ered the boundary conditions at the bottom of permeable seabed layer (z = — d) 
have to be specified. And thus, 

uz = 0 (2d) 
dp i=° w 
ux = 0        completely rough base (2/) 

T = 0        perfectly smooth base {2g) 

where: p is the wave-induced excess pore-pressure, crz is the wave-induced ef- 
fective vertical stress, r is the wave-induced shear stress, ux and uz are the 
horizontal and vertical displacements of the soil skeleton, respectively, z is the 
vertical coordinate of the Cartesian system, and d is the thickness of a perme- 
able seabed layer. 

Finite thickness solution 

Below, a solutions for the instantaneous wave-induced excess pore-pressure in 
the seabed sediments is presented whereas the problem is considered in terms 
of the wave response of a single layer resting on a stiff impermeable base. The 
solution derived in order to obtain the response of a single layer, can be suc- 
cessfully used for the case of a multi-layered seabed; however, the number of 
mathematical manipulations will increase substantially. 

Taking the general solution for the wave response together with the bound- 
ary conditions for a finite layer overlaying a perfectly smooth, stiff and imper- 
meable base, a set of six linear and complex-valued equations is obtained. This 
system of equations can be solved either in its complex form or in form of real 
values; this would induce however twelve equations involved in the solution 
procedure. 

An implementation of the six boundary conditions leads to a system of six 
coupled linear equations. Because of rather lengthy form of each of 36 constant 
coefficients accompanied by unknowns Yi,...,6, the calculation procedure has 
been programmed. The matrix representation of the equation system is as 
follows: 

[DRY} = [B] (3) 

where each of these three matrices can be written as: 
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D 

D 

(6 

Y = 

2#> 

^2 

D<8) 

Y2 

Y3 

Yt 

Y5 

Y6 

D(4) 

DW 

D• 
D? 
D? 
D? 
Df 
D ,(«) M6) 

(3) 

0 
0 
0 
0 

-Pa 
0 

(4) 

(5,6) 

Matrix D contains constant coefficients accompanied by proper unknowns 
(i) 

in equations of the boundary value problem. And thus, Dj represents a set 
of constant coefficients related to j-th unknown in i-th equation. There are 
six equations where i-equation (i = 1,...,6) relates to the boundary condition 
(Eqs. 2f, 2d, 2b, 2c, 2a, and 2e, respectively). Matrix Y represents unknowns Yj 
(j = 1,..., 6), and matrix B is composed of free term in each expression for the 
boundary condition problem. The 36 coefficients of matrix D can be computed 
using the following relationships (Magda, 1992): 

D 

,0) 

(i) 
2 

D (i) = 

exp(-ad) 

—dexp(-ad) 

exp(ad) 

—dexp(ad) 

exp(-kad) 

exp(kad) 

(7.1a) 

(7.16) 

(7.1c) 

(7.1d) 

(7.1e) 

(7-1/) 

D\ 
(2) 

D (2) 

a" — X2a + X3 - ] exp(-ad) 

3a2 - asd -X2 + X2ad - X< 
ad+ 1 

i(2) _ •W. D¥> = -D\i} exp(2ad) 

(2) 

M2) = 

3a2 + a3d - X2 - X2ad + X3 
ad — 1 

"(• 

k3a3 — X2ka + X3 =P- ) exp(-kad) 
ka I 

exp(-ad) 

exp(ad) 

(7.2a) 

(7.26) 

(7.2c) 

{7.2d) 

(7.2c) 

Magda 
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D• = -D<2) exp(2kad) (7.2/) 

D{3) = Xia
4 - XxX2a

2 + XjX3 + X5ia (7.3a) 

D(
2
3) = 4Xia3 - 2X1X20 (7.36) 

Dl3) = D[3) (7.3C) 

D<3) = -Z>2
3) (7.3d) 

£><3) = XiifeV - XiX2&V + X1X3 + X5ia (7.3c) 

^3) = ^3) (7.3/) 

D<4) = a + Xiio4 - XiX2ia
2 + XtXji (7.4a) 

D^4) = 1 + 3Xiia3 - XiX2io - XjXsii (7.46) 

D? = -D?                                        a (7.4c) 

D<4) = D2
4) (7.4d) 

Z><4) = ifea + XjFia4 - XiX2fcia2 + XiX3i (7.4e) 
k 

D^ = -D^ (7.4/) 

D\5) = X7(a
4 - X2a

2 + X3) + X4ia + X6 % (7.5a) 

D2
5) = 2X7a(2a2-X2) + 2X6T (7.56) 

1 

DW = DW (7-5c) 

D[5) = -Z>2
5) (7.5d) 

D<;5) = X7(£V - X2ifeV + X3) + X4ia + X6^ (7.5e) 

D<6) = Z><8) (7.5/) 

D[6) = D[5)aex.p(-ad) (7.6a) 

D(
2
6) = (£>' + I?") exp(-ad) (7.66) 

D<6) = -Z><[5)aexp(ad) (7.6c) 

D{6) = (£>' - D") exp(ad) (7.6d) 

£,(«) = £>(5)jfcaexp(-ibad) (7.6e) 

Z>(6) = -D<5)fcaexp(fcad) (7.6/) 
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The above presented set of coefficients is derived to solve the pore-pressure 
problem with the assumption of rough basement under the permeable seabed 
layer. Principally, the same procedure is applied for a finite layer overlaying 
a completely smooth base. The only difference is that the boundary condition 
(2f) has to be replaced by the relation (2g) which is foreseen for the smooth base 

condition. It means that the sub-set of constant coefficients D: is built up 
using constant coefficients of Eq. (2g). All the elements in the other two matrices 
(i.e., X and B) stay unchanged. Equations (7.6a) to (7.6f) were derived for the 
case of perfectly rough basement. If a perfectly smooth basement is assumed 
Eqs. (7.6a) to (7.6f) have to be replaced by the following set of equations in the 
computational procedure, respectively: 

D^ = X6(a + Xiia4 - X1X2ia
2 + XxX3i) exp(-ad) (7.7a) 

D2
7) = X6 [1 - d + SXiia3 - Xxdia* - X-,X2ia + XiX2dia2 

xixj
{ad + 1) 

exp(-ad) (7.76) 
u 

= -D<7) exp(2arf) (7.7c) 

D{P = X6 [l + d + 3Xiia3 + Xidia1 - XiX2ia ~ X^Xidia2 

+XlX3
iS-^ll exp(od) (7.7d) 

D\ ' = XAka + XiiifeV - X1X2ika2 + XiX3-)exp(-kad)       (7.7e) 
a 

where: 

D\'' = -D\')exp{2kah) (7.7/) 

D' = X7(5a4 - 3X2a
2 + X3) + XiX3X6 + X^ia + 3X6 % (8a) 

% 
2  i 

D" = -X1ad(ai - X2a
2 + X3) + XiXsXe - X^a2d - X6~        (86) 

i 

x   _ 2(1-M)fe, ,    > 
Xi -  y l-2|i\  (     ' 

aw7In? + —~ \ + i(kx - kz)a
3 

2  ,   [*•(! - 2/i) + kz]a2 - iuynpjl - 2ft) 
X2=a+ 2kJ^=J)  (8d) 

X, =€?(<?*£--A (8c) 
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X5 = -4- (8*) 
X6 = -G (8A) 

X7=X1(X4X5+X6) (8t) 

Solution of the coupled linear equations' system [Eq. (3)], obtained in terms 
of coefficients Yi,...^, constitutes simultaneously an explicite solution to the 
pore-pressure (and also to the wave-induced effective stresses and strains) within 
the seabed layer of finite thickness. The pore-pressure solution can be written 
as: 

" + h%) (9) 

where: 

<rx = Xi(T! + X5T2)exp[i{ax - ut)] (10) 

dr 
— = X6[2Y2aexp(az) + (Y1 + Y2z)a2 exp(az) 
oz 

— 2Y^aexp(—az) + (Y3 + Yiz)a exp(—az) 

+ Y$k2a2 exp(kaz) + Y6k
2a2 exp(—kaz) 

+ T2ia] exp[i(aa; — cot)] (11) 

Ti = *a[(Yi + Y2z)a2 exp(az) + (Ys + Ytz)a2 exp(-az) 

+ Y5k
2a2 exp(fcaz) + Y9k

2a2 exp(-fcaz)] (12) 

T2 = Xi{4Y203 exp(az) + (Yi + Y"2z)a4 exp(az) 

— AY^a3 exp(-az) + (Ys + Y^z)^ exp(—az) 

+ Y$k a  exp(fcaz) + Y$k a exp(—kaz) 

— X2[2F2aexp(az) + (Yi + Y2z)a2 exp(az) 

— 2Yiaexp(—az) + (Y3 + Y4z)a  exp(-az) 

+ Y5& a exp(feaz) + Y$k2a2 exp(—kaz)] 

+ X3[(Yi + Y2z)exp(az) + (Y3 + Ytz)ex.p(-az) 

+ Y5 expikaz) + Ye exp(—feaz)]} (13) 
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in which: 

and 

J = t.«7{n/9' + (l-2M)/(2(l-/i)G)} 
Kz 

where, additionally to the formerly described parameters: a is the wave number, 
w is the wave angular frequency, and i is the imaginery unit. 

Having the formula for the pore-pressure p distribution with depth z, which 
is written in a complex-number form, the formulae describing the amplitude, 
\p\, and the phase-lag, S, of the pore-pressure oscillated in seabed sediments, 
with respect to the phase of bottom pressure oscillations, can be easily obtained. 

RESULTS OF EXAMPLE CALCULATIONS 

In order to perform illustrative calculations the following input data were used: 

- coefficient of isotropic permeability:   kx = kz = 0.0001 rn/s 
- porosity of soil:   n = 0.4 (loose sand), n = 0.36 (dense sand) 
- Poisson's ratio:   fi = 0.3 
- Young's modulus of soil:   E = 104 kN/m2 (loose sand), and E = 105 kN/m2 

(dense sand) 
- degree of saturation:    from S = 1.00 (fully saturated soil conditions) to 

S = 0.95 (unsaturated soil conditions) 
- seabed layer of finite thickness:   d = 0.5 m (smooth or rough basement) 

- wave period:   T = 6 s 
- water depth:   h = 4.5 m 

Using the analytically derived finite-thickness layer solution (Magda, 1989, 
1992), two different boundary conditions assumed at the bottom of the perme- 
able seabed layer [Eqs. (2f) and (2g)] were introduced in order to simulate either 
rough, (u,. = 0, i.e. no movement of the soil skeleton) or smooth (T = 0, i.e. 
no friction and free movement) surface of a rigid and impermeable basement 
underneath the permeable seabed layer. 

The results of pore-pressure response in a permeable seabed layer of finite 
thickness, overlaying either a smooth or rough impermeable stiff base, are given 
in Fig. 1 (the solid-line denotes the rough base condition and the dashed-line 
denotes the smooth base condition) in terms of the pore-pressure amplitude 
and phase-lag as functions of depth in the seabed. Different soil saturation 
conditions (S = 0.95 — 1.00) as well as different compressibilities of soil skeleton, 
i.e.: E = 10s kN/m2 for dense or semi-dense sandy sediments (see Fig. 1), and 
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Figure 1. Pore-pressure amplitude and phase-lag distribution with depth for 
different saturation conditions and type of impermeable basement 
(finite-thickness-layer solution, E = 10s kN/m2 - dense sandy sed- 
iments) 
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E = 104 kN/m2 for loose sandy sediments (the results are not presented here 
in graphical form) were introduced into computations. 

In case of dense sandy sediments (Fig. 1), the difference between the rough 
and smooth base is relatively small. The influence of introduction of the smooth 
base is magnified when loose sandy sediments are considered. In both cases (i.e., 
loose and dense sediments) the smooth base condition makes the pore-pressure 
attenuation as well as the phase-lag larger with respect to the rough base condi- 
tion. Althoug the pore-pressure gradient is more inconvenient (more dangerous 
for the stability of seabed sediments) when the smooth base is assumed, al- 
though the rough base condition seems to be more natural. 

Performing comparative calculations and wide parameter studies, it was 
found that fully saturated soil conditions (5 = 1.00) and a finite thickness of 
the seabed layer cause some unexpected disturbances in the pore-pressure dis- 
tribution with depth, namely, the pore-pressure value at the impermeable base 
exceeds the value of inducing hydrodynamic pressure at the seabed surface (see 
Fig. 1) which normally - from the physical point of view - should not appear. 
This phenomenon can be explained if the value of relative compressibility of 
both components in the two-phase system (i.e., soil skeleton and pore-fluid) as 
well as the boundary condition choice are investigated carefully. 

It is believed that the discrepancy between the calculated and logically 
expected (i.e., a vertical-profile distribution with depth) values of the pore- 
pressure amplitude might be caused by: 

- ill-conditioned coefficient matrix D (numerical problem), or 
- unrealistic boundary conditions assumed at the surface of seabed sediments 

(boundary-condition problem), or 
- interaction of both of them (mixed problem). 

In order to get more detailed insight into the problem, some additional 
computations were performed where the influence of different extreme values of 
the relative compressibilities of the two-phase medium was studied (Figs. 2 and 
3). 

The ratio between the absolute smallest and largest values in the coefficient 
matrix D differs in order between 1014 and 1022, in the case analysed and 
presented in Fig. 3. On the other hand, it is commonly known that the matrices 
like this one are ill-conditioned and can very often cause some serious numerical 
problems. 

In direct methods of solution, roundoff errors accumulate, and they are 
magnified to the extend that the governing matrix is close to singular (Press 
et al., 1989). In spite of the Gaussian elimination method, the following three 
methods, dealing with sets of equations that are either singular or else numeri- 
cally very close to singular, were applied: 

- LU decomposition, 
- iterative improvement of a solution, 
- singular value decomposition (SVD). 
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Figure 2. Test on numerical accuracy - pore-pressure amplitude and phase- 
lag distribution with depth for fully saturated soil conditions (S = 
1.00) (finite-thickness-layer solution, rough basement, fl'E = 4.2 x 
10°(2)(4) and j3< = 4.2 x 10"7 m2/kN or E = 107kN/m2) 
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Figure 3. Test on numerical accuracy - pore-pressure amplitude and phase- 
lag distribution with depth for fully saturated soil conditions (5 = 
1.00) (finite-thickness-layer solution, rough basement, j3'E = 4.2 
(const) and /3' = 4.2 x i0-7(-9)(-ii) m2/kN) 
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Although performing all computations in a double-precision mode, neither 
of these methods could avoid the numerical problems discovered in Fig. 1, con- 
firmed in Fig. 2 and strong emphased in Fig. 3. 

Figure 2 illustrates that by assuming a constant value of one of the com- 
pressibility parameters (i.e., the compressibility of pore-fluid /?' = 4.2 x 10~7 

m2/kN or Young's modulus of soil skeleton E = 107 kN/m2) and enlarging a 
value of the second one, the numerical problems do not leed to a dramatical 
increase of both the pore-pressure amplitude and the phase-lag, which show to 
be coherent and vary: amplitude - from 1.04 to 1.05, phase-lag - from 3° to 9°, 
computed at the bottom of seabed layer. A simultaneous increase of both the 
compressibility parameters (see Fig. 3), however, brigs both the pore-pressure 
amplitude and the phase-lag onto an enormous and unrealistic level (amplitude 
- from 1.04 to 5.5, phase-lag - from 3° to 80°, computed at the bottom of 
seabed layer). 

CONCLUSIONS 

Taking into account the results of the above presented analysis, it is a rather 
lucky coincidence that the realistic values of compressibility of the pore-pressure 
and soil skeleton are: /?' > 4.2 x 10~7 m2/kN and E < 105 kN/m2, respectively. 
These conditions guarantee that the order of maximum ratio between the ab- 
solute smallest and largest value in the coefficient matrix D will be always less 
than ca 1014. Only by a near-incompressible system (i.e., /?' = 4.2x 10~7 m2/kN 
for fully saturated soil conditions 5 = 1.00, and E = 105 kN/m2) some numer- 
ical problems are expected as indicated in Fig. 1. It was shown, however, that 
even in this case, the difference between the computed pore-pressure amplitude 
and the logically expected values (i.e., a vertical-profile distribution with depth) 
have no practical meaning and can be neglected. 

There is, however, another method that helps to solve the governing prob- 
lem, correctly, omitting simultaneously the above mentioned numerical prob- 
lems when solving the system of coupled linear equations. This method, based 
on a finite-element approximation of one-dimensional model for wave-induced 
excess pore-pressures and displacements in the soil skeleton, allows to omitt a 
bit artificial boundary conditions (i.e., crz — 0 and r = 0) assumed at the seabed 
surface, and gives more realistic picture of the pore-pressure field in permeable 
seabed sediments! The results of such a numerical analysis was published by 
Magda (1991, 1992). 

The preparation of all elements [Eqs. (7.1a) to (7.6f)] from the coefficient 
matrix D in the analytical solution requires much more mathematical operations 
with relatively small and large values before the equations system is solved. This 
complicated and superfluous procedure is omitted in the finite-element solution 
where the elements of coefficient matrix are computed using less mathematical 
operations. 
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CHAPTER 225 

Response Characteristics of River Mouth Topography 
in Wide Time Scale Range 

A. Mano1, M. Sawamoto1 and M. Nagao2 

Abstract 

Based on the observations, response characteristics of sand barrier and 
flood terrace for the Abukuma River mouth are analyzed in wide time scale 
range spanned from several hours to half century. We propose some mea- 
sures representing magnitude of the deformation and the external forces 
to find quantitative relationship between them. The analyses deal with 
breaching in the flood process, development of the sand barrier, alternation 
of the barrier side, and the formation and decay of flood terrace, together 
with their time scales. There will be also shown interaction between the 
barrier and the terrace. 

1    Introduction 

The final goal in the study of river mouth topography is to predict it in the near 

and far future, and to make control, if necessary, for the flood passage, voyage, 

or coastal sedimentation. Stable prediction generally requires both qualitative 

analyses and quantitative evaluation of long-term history. 

The complexity of the topographical deformation in the river mouth area 

would be produced by complication of the external forces, i.e. duality of river 

flow and waves, and their fluctuating characteristics, and by influences from the 
topography itself and man-made structures, which are also changing. 

The key to resolve these entangling situation is time scale of each process. 
Sawamoto and Shuto(1988) have found various time scales on the topographical 

change around the Abukuma River mouth based on the observations. The time 

scales range from several hours of flood process to half century of the alterna- 

tion of the sand barrier side. This paper develops their findings by collecting 

further observation data on both the deformation and the external forces, and 

department of Civil Engineering, Tohoku University, Sendai 980-77, Japan 
2Department of Civil Engineering, Ashikaga Institute of Technology, Ashikaga 326, Japan 
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by connecting them. To perform the analyses, we introduce some new measures 
representing their magnitude, that enables some quantitative evaluations. 

Further new findings is the existence of the interaction between the sand 
barrier and the terrace, especially in the stage when the deformation of the terrace 
is proceeded. This is added to patterns of the deformation. 

At the end of this paper, will be presented a diagram summarizing each de- 
formation stage and time scale. 

2     Outline of the river and data collection 
The Abukuma River is the first class river, with the catchment area of 5,400 km2 

and the main channel length of 239 km, managed by the Ministry of Construction 
in Japan. The river has a mouth opened eastwards to flow into the Pacific Ocean 
(Fig. 1). At the mouth, the annual mean discharge of the river is about f 20-180 
m3/s, which is comparable with the mean tidal discharge in the half cycle of 50 
- 130 m3/s. Therefore, the channel at the mouth is usually maintained by both 
the river and tidal flow. The incident waves, there, having dominant direction, 
ESE, produce littoral drift from the south to the north macroscopically. 

JVv/'    Pacific Ocean 
dominant waves 

Abukuma Riv 
Sept., 1993 

Torinoumi 

Fig. 1: Geography around the Abukuma River mouth. 

There are some man-made structures near the mouth. The large saline bar- 
rier called Abukuma Ohzeki, which locates 10 km up the river mouth and was 
constructed in 1982, prevents the sediment transport for usual flow, that is, ex- 
cept floods. Training jetties have been established, not at the Abukuma river 
mouth, but at the entrance of Torinoumi lagoon which is an old mouth of the 
river. They were in construction in 1954 - 1980 to be lengthened to about 400 m. 
They influence the littoral drift. In order to prevent erosion between the entrance 
and the mouth, a detached break-water and groins were set up in 1986 - 1992 
and 1974 - 1976 respectively.  The effect of these coastal structures on the river 
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Table 1: Observation circumstance 

contents organization start period 
topographical survey Geograph. Survey Inst. 1907 
depth sounding Min. Construction 1940 1 year 
river discharge Min. Construction 1941 1 hour 
aerial photograph Geograph. Survey Inst. 1947 1 month - 

U.S. military etc. 3 years. 
waves(Sendai Harb.) Min. Transport 1979 2 hours 
barrier shoreline Tohoku University 1984 1-2 weeks(usual) 

continuous(1985 flood) 
barrier elevation Tohoku University 1989 1-2 weeks 

mouth topography is not so clear, because the river has function as a sediment 
source also. 

The circumstance of observations is given in the Table 1. Depth sounding, 
river discharge, and aerial photograph have half century's history, while our obser- 
vations for the sand barrier are relatively new, but the period of the observations 
covers short to middle term change. Especially, the flood process in 1985 was 
recorded on the video tape. The aerial photographs have been taken by the U.S. 
military, and the Geographical Survey Institute and Tohoku Regional Construc- 
tion Bureau, the Ministry of Construction. 

The discharge is observed at Iwanuma, located 7.8 km up the mouth. Since 
the floods are most influential on the response among the river flow, we have 
collected hydrographs of major floods, as well as daily mean discharge in the long 
period. They are utilized in the examination of the new measure. The maximum 
flood in the peak discharge occurred in 1986. Its flush and the recovery process 
have been observed by ourself as well. 

The wave observation is performed off the Sendai Harbour locating about 
26 km NNE of the mouth and has relatively short history corresponding to the 
construction of the harbour. 

3    Response of sand barrier 
3.1     long-term change 

The history of sand barrier in the long time span is shown in Fig. 2 which is edited 
from the aerial photographs. The oldest plate of 1947 indicates the barrier in the 
right side, which is dominant due to the macroscopically prevailing direction of 
the littoral drift. The shoreline position of the barrier is more seaward than resent 
one is. 

Then, switch of the side to the left is recognized in the plate of 1969 and this 
side continues until the plate of 1979, with the thickness getting very thin. Again, 
the barrier in the right side appears in the plate of 1984 to last up to now. The 
recent two plates of 1992 and 1993 show quite different shape of the barrier from 



RIVER MOUTH TOPOGRAPHY 3129 

CO 
en 
en 
t— 

CM" «   >>  ~ 
<L>     V     R 

> 
o 
Z 

re
 t

ak
 

1 S
ur

v 
B

ur
ea

 

u   to 

19
56

 w
 

gr
ap

hi
c 

t r
uc

ti
on

 

"Tj       O       t/3 
R    IJ     B 
3 U   o 

r-   a> U 
CM 
0) 
0) 

•*   -td   _j 
C5  -t-3    ra 

of
 1

 
4 

by
 

:g
io

n 

„ 
CO en   oo     « 

Jd  cr> P5 ft —(    _ 
o 
0) a 

<0     ^H        3 

bO   Id    o 
O       CO       rH 

JgfS ft  CT>      >, 
O    ^    *£3 

£ ^' s? r^ t-- a} 
i; o a 
u   •—1   •—1 

lj   ID    5 
N J3    O)     •= 
CO 
Ol -a    ..CM 

B   •*   Ol 
^OOl 

CO w    0}   ^H 
1— aj --I 

jd   •- r- 

< 
<3   >, oo 

o  ^  - 

to
ry

 
m

ili
 

98
6,

 

CO        *    i—l 
•— en 
ffi P if 
*JL~ 
i_«   -^    ~*J 

bC   .      M 

&H   ^Q   HS 

IS 
CO 
en 

< 



3130 COASTAL ENGINEERING 1994 

1940 1960 1980 
Year 

Fig. 3: History of the floods. 

any other one. This will be analyzed in Section 5. 
Here, let us focus on the long term change, that is the alternation of the side. 

This is corresponding to the activity of the floods. Figure 3 shows the whole 
history of the major floods observed. The ordinate indicates the total discharge, 
integrated in one flood, which is a new measure and will be discussed in the next 
subsection. 

Long-term fluctuation exists, that is, in 1940s and 1950s there occurred many 
floods in huge magnitude, which caused serious disasters. The flood in 1941 is the 
biggest in the total discharge. In the following two decades; 1960s and 1970s, the 
flood activity calmed down and then in 1980s and 1990s floods are again active. 
The flood in 1986 is another representative having the biggest peak discharge in 
the history. The time scale of the long-term fluctuation is about half century. 

The alternation of the side to the left would be triggered by the overhang 
of the right side barrier in 1964, because this is unstable for the flood passage. 
Backwater induced by the resistance of the overhang would cause the overflow 
somewhere around the lower part of the barrier to make a new channel there. 
The channel at the mouth is usually maintained strait by the flush due to floods 
in appropriate period. The calmness of the flood activity in 1960s promotes the 
overhang. Once the side is changed to the left, the supply of the littoral drift to 
the barrier is prevented by the flow in the channel. Hence the barrier becomes 
thin, that is corresponding the barrier shape in 1960s and 1970s. Although thin 
barrier is unstable for the flood passage, the left side barrier continued until 1979, 
that is more than 10 years. This continuation is also assisted by the calmness of 
the flood in this period. 

Therefore the long-term deformation of the side alternation synchronizes with 
the fluctuation of the flood activity, through the mechanism provoked by the 
calmness in the flood intensity. 
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3.2    short-term change 

The opposite extreme in the time scale range would be flood process. The breach- 
ing of sand barrier during the flood of 1985 was recorded by the video tape and 
analyzed by Sawamoto et al.(1988). Here we will examine about the measure of 
the flood relating with the breach. Figure 4, showing the change of the mini- 
mum channel width at the mouth ,B, during the flood, indicates that significant 
change occurs even after the peak of the discharge has passed. Therefore the ter- 
minal channel width BT after one flood passage should be related to the quantity 
representing the whole flood. 

12 
Time (hour) 

Fig. 4: Breaching process. 
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Fig. 5: Runoff characteristics. 

Another examination is about the relationship between the peak discharge, 
Qmax, and the total discharge(Fig. 5). In a short period, these two quantities 
are on one linear relationship, but in the long time span the gradient apparently 
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changes. The border of the change is in 1960s and 1970s, which are not clear 
because of the absence of the huge floods in the period. The change would be 
resulted from the channel improvement of the Abukuma River after the serious 
disasters in 1940s and 1950s. Decrease of the gradient corresponds to decrease of 
the resistance in the channel. The flood in October, 1991 has special hydrograph 
with two peaks which are produced by the twin typhoons. Filled diamond in 
Fig.5 is the plot of half of the total discharge for this flood. This is still on the 
recent relationship. 

Since the total discharge is a simple and invariant quantity including the 
information of the whole flood, we adopt it as a measure of magnitude of the 
flood relating with the breach. The dependence of the terminal width on the 
total discharge is given by the linear relationship (see Fig.6). The flood in 1991 
is also included in this figure and on the relationship. The flood in 1992 is the 
exception, that is, the channel was widened for relatively small amount of total 
discharge. Although the thin barrier at the tip(see Fig.2)is the direct cause, it 
will be shown later that the influence of the deformation of the flood terrace with 
different time scale is more original cause. 
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1986 - 
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Fig. 6: Terminal channel width after the flood passage. 

3.3    middle-term change 

The breaching follows the recovery process of the sand barrier. The change of the 
channel width and the area of the sand barrier are plotted in Fig. 7, where the 
region accounting the area is defined in the left plate. After the flood, the littoral 
drift is spent to fill up the channel deepened by the flood. Therefore the change 
of the width is not evident. Then, the channel width starts to decrease rapidly to 
reach the stationary value of 50 - 60 m. The time scale of the decrease is 4 to 12 
months depending on the scale of breaching. The stationary state is maintained 
by the dynamic equilibrium between the traction by the flow and deposition by 
waves, that is shown by Aota and Sfmto (1980). 
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Fig. 8: Barrier development rate. 

Even though the equilibrium at the channel is reached, the shape of the sand 
barrier is still thin. The thickening process of the barrier continues, which is 

indicated by the increase of the area. In this figure the daily mean discharge of 

the river and the wave energy flux are also shown. The flux is calculated by the 
equation; 

F = ^—og2H2T cos 0 
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where, H and T are the wave height and period, respectively, 0 is the wave direc- 
tion measured clockwise with the origin at the direction normal to the macroscopic 
coastline. These three quantities are all measured off Sendai Harbour. This figure 
shows the response characteristic that the channel width decreases sensitively for 
even minor flood, but the change of the area is more gradual. Hence, we evaluate 
the mean increase rate of the area in the three regions bounded by the major 
floods in f 986 and 1989 to correlate with the energy fiux( Fig. 8). 

It is shown that the increase rate of the area, dA/dt, is directly proportional 
to the wave energy flux, F. This relation gives the time scale of the recovery of 
the sand barrier. Since the flood in 1986 flushed the area O.Of km2 out of 0.11 
km2, the recovery would require 7 years for the energy flux of the ordinal sea 
condition, l.OxfO11 J/year/m, that is 3.2 kW/m. 

a) 

15m 

10m 

b) 

0      300      600 
i , 1 , 1   (m) 

-4-20246 10      12      14      16      IB      20 

Fig. 9: Formation of flood terrace in. 1986. 

4    Formation and decay of flood terrace 
Figure 9 a) shows the flood terrace produced by the flood in 1986 and b) the 
distribution of deposition (solid line) and erosion (dashed line) obtained by taking 
difference of the two bathymetry charts sounded before and after the flood in the 
interval of six month. The terrace is about 4 m in depth and very flat. The 
maximum deposition is 4 m in height and locates the distance 800 m offshore of 
the shoreline. The channel at the mouth, the sand barrier, and its front area were 
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eroded by the flood. The volume of the erosion estimated to be about 60 % of 
that of the deposition by Mano et al.(1993). Hence, the rest would be due to the 
transport in the river. For any kind of sediment, the formation of flood terrace 
requires work transporting a large quantity of sediment by the long distance from 
the mouth. 

Here we adopt the total kinetic energy in one flood at the mouth, T.K.E. 
as a measure of the flood magnitude relating to the terrace formation. The 
assumptions introduced to compute the quantity are; 1) the flood flow is critical 
at the mouth, 2) the channel width changes, linearly in terms of time, from the 
initial width to the terminal width. Where for the floods before 1982, we used 
50 m and the terminal value shown in Fig. 6. as these width respectively. The 
energy is written as follows; 

where, p is density of water, g gravitational acceleration, Q the discharge, B the 
channel width. The integration is taken over one flood. While the measure on the 
terrace formation is also necessary. Since we can not extract precise information 
from the old bathymetry chart, we define i5 as the longest distance from the 
macroscopic shoreline near the mouth to the contour line of 5 meter depth. The 
changes of these two measures in half century time span are well corresponding 
(Fig.10). The threshold of the external force for the big terrace formation would 
be given by the value, 1.3xl013J. The figure shows that major floods are of 1941, 
1948, 1858, and 1986. In the case of 1986 flood, sediment near the mouth also 
contributed to the terrace formation. 

Year 

Fig. 10: Terrace formation and T.K.E. 

The bathymetry chart sounded just before the 1986 flood still shows small 
terrace. From the interval of major floods, the time scale of disappearance of the 
big terrace would be given by more than 27 years. 
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5     Interaction 
The last two plates in Fig. 2 show the recent sand barrier. The formation of big 
arc at the barrier tip in the plate of December, 1992 shows the wave direction 
approximately normal to the shoreline, which is different from the offshore wave 
direction. The effect of wave refraction becomes important. Although there 
exist some small arcs at the tip before, they would not be influential. The wave 
direction at the arc in 1992 prevents the development of the barrier toward the 
tip to result in the thin tip and to change the response characteristics of terminal 
width in Fig. 6. The plate of November, 1993 shows more advanced stage. Two 
strait shoreline facing the sea and river would be formed by waves refracted near 
the mouth. In this stage, the channel width is kept open. 

The characteristics of the wave refraction is shown in Fig. 11. Wave rays, given 
by the numerical integration of the ray equation, see, for example, Mei(1983),pp. 
66, are plotted for the bathymetry of 1993. The wave condition is for the dominant 
wave; direction of ESE and period of 8 s. • It ft/ "1'ff'fJl/7/r~Ll'm 

,.*v\ ' • 'NJ~>-JLLLJ--Li——s  
•0"7'7'7*"/ijP-T^i'-'' tx t:/::/::/::/v4^K'L- /-['•'• Xy'"//-.'/    /././-./   .' j      'ft 
- -1—1—I— 1 ,—*— "                                  v. 

opening 

Fig. 11: Refraction characteristics. 

The caustic is stably formed at the hollow on the flood terrace for the various 
offshore directions and the periods. The wave rays refracted at the hollow ap- 
proach the barrier from ENE, that is, two dominant wave directions exist at the 
sand barrier. As stated above, these waves change significantly the barrier shape 
and various response characteristics. 

This hollow would be formed by the river flow, mainly by the passage of floods 
after 1986. The time scale on the hollow formation is about 6 years. 

6     Concluding remarks 
We have shown various deformation of the river mouth topography and its time 
scales, and their interactions. Figure 12 shows the summarizing diagram mainly 
for the right side barrier. The lines with arrow indicate the direction of the change 
with the cause, which is distinguished by the type of lines.   The right direction 
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corresponds to development and vice versa. Each box shows the stage of the de- 
formation. The italic numbers are time scales based on the recent observations. 
The initial condition of the sand barrier is flushed state by the flood. Then it 
changes into equilibrium at the opening channel, well developed state, and over- 
hang, depending on the flood activity. Although the main cause for the terrace 
formation is flood, sediment at the barrier contributes as well. Once the hollow 
is formed, it changes the refraction characteristics to prevent the development of 
the barrier. Depending on the timing, the barrier may not reach the equilibrium. 
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CHAPTER 226 

Half-Life Period of Sedimentation - Model Test on a Scale 1:1 

Helmut Manzenrieder1 

Abstract 

In the framework of an extension plan for a large cargo handling berth, it is 
necessary for one alternative to build an artificial approach. The bottom of this 
dredged channel will lie approx. 6 m under the natural seabed level. The run of the 
axis is unfavourable since it is perpendicular to strong tidal currents which reach 2 
m/s in the 705 cycles per year. In a model test, re-sedimentation for a volume of ap- 
prox. 210,000 m3 was observed indirectly in the standard procedure with repeated 
measurements by echo sounding as well as with a direct method using a sand- 
surface-meter combined with wind, tide, current and wave measurements. 

History 

The most important entrepot for energy in the Federal Republic of Germany is 
Wilhelmshaven. Its recent but nevertheless highly varied history began late - in 
1853 - when a large Prussian naval port was established, the tradition of which con- 
tinues up to the present time. In the year 1889, King William I of Prussia named the 
town after himself, i.e. Wilhelmshaven. Starting in 1957, the settlement of various 
oil companies and chemical concerns with their respective cargo handling installa- 
tions including four large piers (Fig. 1) was influenced by the favourable natural 
conditions along the shore, especially water depth. Although no maintenance dredg- 
ing had been carried out for a period of more than 10 years (1944 - 1957), a naviga- 
tional depth of 11 m was still encountered. This can be attributed to the natural 
scouring force of the tidal current. 

With the constantly increasing size of oil tankers, the navigation channel has 
been further deepened over several stages. The present target depth is between 18.5 
and 20.0 m below chart datum so that fully laden tankers of 250,000 D.W.T. can put 
in at Wilhelmshaven under the right tidal conditions. The deep water region of 

1    Consulting Engineering Office Dr. Manzenrieder and Partner , Brookweg 29, 
D-26127 Oldenburg, Germany 
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Wilhelmshaven is located on the Jade which is a large arm of the sea on the coast- 
line on the south side of the North Sea. The bay (555 km2) has very little fresh water 
flow, so most of the deterministic and stochastic parts of the energy in the regime 
are transfered only from the North Sea into the Jade which differs from the situation 
in a typical river estuary. 

Figure 1. The Jade with the fairway and four cargo handling berths 

Situation and Methods 

The regular semi-diurnal tidal range of close to 4 m reaches its maximum all 
along the German coast. During one tide, approx. 1 billion cubic meters of salt wa- 
ter move into and out of the Jade, 705 times a year. As a rough estimate, approx. 6 
million cubic meters of solid material is carried into the regime during this period. 
This process in combination with the artificial water depth in the fairway is the rea- 
son for recurrent dredging activities of up to 10 million cubit meters per year. In the 
framework of a current extension plan for a large cargo handling berth (called 
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"Niedersachsenbriicke") on the inner part of the Jade, there are two alternatives. For 
one alternative it is necessary to build an artificial approach between the berth and 
the navigation channel (see Fig. 1). The bottom of this dredged channel with a 
length of approx. 1 km will lie 6 - 7 m below the natural seabed level (12-13 m). 
The run of the axis is unfavourable since it is perpendicular to strong tidal currents 
which reach 2 m/s and have a high suspension load. 

In view of this background, the simple but also substantial question for a cost- 
benefit calculation is the amount of maintenance dredging that will be needed to 
equal the sedimentation rate for a defined span of time in such an underwater de- 
pression. Also, because of the increasing importance of environmental aspects con- 
cerning the disposal of the material, a most critical point in design is the estimation 
of quantity in maintenance dredging which can be summarized in the question: How 
many m3 should be expected per year? 
Since we intuitively feel that the quantity of maintenance dredging will be related to 
the channel geometry, a prediction of this maintenance dredging will be necessary 
in order to complete the evaluation of particular alternatives. On the other hand, the 
prediction of such sedimentation is an extremely complex problem in itself and the 
classical sediment transport formulas will not be sufficient for predicting the bottom 
changes in a marine approach channel. In the example (Fig. 2), the deepening from 
9.8 to 11.3 m is the reason for an increased shoaling rate of more than 200 %. How- 
ever, a few untested methodologies for predicting channel shoaling do exist (SPM/I 
1984, Galvin 1983, Bijker, Massie 1986). 
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Figure 2. Mass dredging curve (from CERC, 1984) 

The quality of powerful numerical models for such sophisticated questions are 
at a research level and far from adequate for forecasting engineering practice. The 
condition is much the same for simple models, for example, combining suspension 
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load and sink velocity. To meet the requirements, valid data on the physical pro- 
cesses in the specific area sill be needed as input for calibration and checkup. 
For the assessment of the different alternatives, the potential of sedimentation in the 
area is important. For the evaluation of these values, different methods are used 
(Basinski, 1989): 

• Contained water samples 
• Pumping samples in vertical profiles 
• Turbidity profiles 
• Stationary traps on the bottom 
• Sand gauges (Sand-Surface-Meter) 
• In-situ model test on a scale 1:1 

One important result during regular tides was the quantity of sediment in suspension 
which was measured at approx. 15 t per hour and unit meter or about 100,000 t in 
the channel during the flood and ebb tide current. The local flow and wavefield has 
a rather high influence on this transport capacity. 

Results of the Model Test in a Scale 1 : 1 

In the framework of the investigation, a model test was set up at this stage 
since there was an independent requirement for a volume of approx. 210,000 m3 of 
sand on land. After checking the physical parameters of the sandy soil (d50 = 0.25 
mm and d60/d10 = 2.3), a large underwater depression was dredged in the center of 
the designed approach with a maximum depth of approx. 22 m below chart datum 
(Fig. 3). 

Figure 3. Test dredging - in situ shape in the initial stage 
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Subsequently, re-sedimentation was observed indirectly by the standard proce- 
dure with repeated measuring by echo sounding as well as with a direct method us- 
ing a so-called Sand-Surface-Meter (SSM) in the deep center area of the dredged 
structure over a two month period (Manzenrieder, Witte 1986, Erlingsson 1990). 
Re-sedimentation and/or rearrangement within the structure started already during 
the dredging activities. The results of repeated precise echo sounding give informa- 
tion on the development in quantity over a period of one year. In table 1, all numer- 
ical values are listed. 

Table 1: Re-sedimentation in an artificial depression 
(a Days after the end of-dredging) 

Sounding 
No. 

Sounding 
Date 

Duration of 
Sedimentaion" 

Max. Depth Artificial 
Volume 

0 31.01.1991 - 13,0 m 0% 

1 09.02.1991 2 22,5 m 100% 

2 12.02.1991 5 22,3 m 98% 

3 21.02.1991 14 22,0 m 95% 

4 05.03.1991 26 21,8 m 93% 

5 04.04.1991 56 20,9 m 83% 

6 03.05.1991 85 20,2 m 76% 

7 05.06.1991 118 19,2 m 65% 

S 10.07.1991 153 18,2 m 55% 

9 11.09.1991 216 17,8 m 51% 

10* 13.11.1991 279 17,8 m 51% 

11* 16.01.1992 343 16,9 m 41% 

* Uncertainty in the echo sounding execution 

In Fig. 4, the development of the bottom shape which was taken by echo 
sounding is given up to sounding No. 9. The right-angled axis is shown in Fig. 3. 
The tidal currents cross the depression in the North-South direction with velocities 
up to 2 m/s. In Fig. 5, the remaining value at the end of the dredging period is as- 
signed to time. The analysis of the information from the soundings indicate an aver- 
age sedimentation rate of 2.4 cm per day. 

To get more detailed information on the processes in the dredged Structure, a 
Sand-Surface-Meter (SSM) was installed in the center area of the depression. Mod- 
ern instruments such as this were used in addition to the classical areal sounding 
method which of course only give continuous data on the relative bottom position 
for a single point but during all sea conditions (Manzenrieder, Snippe 1991). The 
necessity for this instrument is shown in Fig. 6. 
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Figure 6. Uncertainty in the Interpretation of Soundings 

In Fig. 7, a sketch of such specific measurements under water should give an 
impression how such devices give a sort of microscopical view of the complex pro- 
cesses. The newest generation of these instruments is also qualified to observe trans- 
port processes above the bottom (bed load). In its application for observing 
sedimentation in the introduced dredging contour, the constant time interval was 60 
minutes, the range of measuring 1.5 m and it was supported by diver inspections. 
One system exchange was necessary. For a period of approx. two months, digital in- 
formation was collected continuously and the original results are displayed in Fig. 8. 
Sedimentation in the first two weeks was almost linear. After that, some discontinu- 
ous steps were measured. Between the following linear gradients, two periods with- 
out significant sedimentation are conspicuous. The average sedimentation rate over 
the two month period was calculated at 4.1 cm/day. 

Combined with wind, tide, current and wave measurements, direct observation 
of the boundary layer especially provided deeper insights( Fig. 9). During a strong 
gale of up to Bft No. 8, the sedimentation rate increased to 18 cm/day. After the 
event there was a period without significant sedimentation. This remarkable process 
during a higher energy level in the watercolumn is an indication for the sedimenta- 
tion potential on the bottom which is mobilized during such periods in the form of a 
suspended charge. Afterwards, the bottom in general showed an over-proportional 
absorption capacity before reaching standard conditions of "normal" sedimentation. 
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Figure 7. Field Measurements with a Sand-Surface-Meter (schematic) 
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Figure 8. Sedimentation in the Center Area (Continuous Observation with 
Sand-Surface-Meter) 
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Figure 9. Assignment for the Sedimentation Processes 

Theoretical Approach 

All present observations and the results of investigations on erosion of beach 
nourishments (Fuhrboter 1974, 1991) support a non-linear nature for the material on 
the balance sheet. Fuhrboter based his approach on the assumption that the local, 
long term wave climate is constant and mentioned the same exponential law known 
in nuclear physics using the definition of a half-life period. In relation to the erosion 
processes close to the surface, sedimentation in artificial underwater structures (e.g. 
channels) is influenced by water depth. Especially due to this hydraulic filter in 
deeper regions, the assumption of a more constant local transport regime could be 
supported. Taking a sediment-laden current crossing a channel into consideration, 
the abrupt change in hydraulic conditions will cause time dependent morphological 
changes in the channel. The supposed function over time is given schematically in 
Fig. 10. 

Under the assumptions stated above for an analytical expression of the sedi- 
mentation processes, the dredged volume V below the natural horizon at time t is 
the initial information. In the next time step At, this artificial volume will be re- 
duced due to sedimentation by an amount of AV. 

AV = XV or AV = - XV -At (1) 
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Figure 10. Sedimentation in an Artificial Underwater Depression (schematic) 

The negative sign deals with the sedimentation tendency. Very little knowledge is 
available on the range of sedimentation parameter X. One step for the evaluation of 
this value is a part of this paper. 
In equation (1), the assumption is included that volume V is constant during time- 
step At, so that the relation will be stabilized with increasing time between each 
sample (sounding). The transition for the gradient of the secant AV, At to the differ- 
ential form (gradient of the tangent) follows at 

dV = -XVdt or f = -Xdt (2) 

After the integration of eq. 2, the description for the sedimentation during any 
time is given. The integral for the time 0 with an initial volume V(0) = Vmax to time 
t with the remaining volume V(t) has the form 

Vmax u 

(3) 

with the solution 

lnV(t) - lnVmax = - *X   or    ^- = e~u (4) 

The sedimentation coefficient X will be written in the following form 

X=- lnV(t)-lnVmax (5) 
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the derivative trend with respect to time is 

V(t) = Vmaxe-w (6) 

Equation 6 is in relation to the basic equation for radioactive decay, so this 
could be used as a basic sedimentation equation in artificial depressions. The evalu- 
ation of sedimentation factor X as the central input parameter is based on exper- 
imental investigations. In contrast with nuclear physics, no universal indications are 
available. The lack of qualified instrumentation for such measurements is only one 
reason for this limitation. Following the analogy for the sedimentation factor X, the 
half-life period T1/2 could be used with the definition: 

The half-life period T1/2 of an artificial depression is the time for a 50% re- 
duction of the (dredged) volume due to re-sedimentation. 

When describing the relation between the half-life period T1/2 and the sedi- 
mentation factor X the remaining volume in the depression V(ti) at the time ti 
could be used 

V(t,) = Vmaxe-w> (7) 

After expiration of the time T1/2, that means the total time ti +T1/2 bisected 
by the artificial volume 

5V(ti) = Vmaxe-^>+T>«> (8) 

Using both equations above, it follows that 

e~u> = 2 e"1(tl+T"2) (9) 

and 

-toi=ln2-A.(ti+Ti/2) (10) 

T      _ In 2 _ 0,693 ,11A T"2-T-— (n) 

The half-life period T1/2 is consequently a characteristic value which is inde- 
pendent from the previous sedimentation period. This is important when applying in 
practical applications. It is common to use the half-life period in a mathematically 
more simple form 
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tln2  t_ 

e T"2 = 2 T^ (12) 

with the relation for X the volume V(t) is indicated 

ln2 

V(t) = Vmax-e 
T'« (13) 

or 

V(t) = Vmax-2 
T>« (14) 

Another important characteristic value for the behaviour of an artificial struc- 
ture underneath a stable bottom is the average lifetime Tm. 
By adjusting the assessed values, the average stability of the dredged volume de- 
fined as the area between the axis V(t), t and the function of sedimentation (eq. 5), it 
follows that 

V(t) = Vmaxe-xt 

and from this 

T» = vib]vna.e-"dt = ]e-»dt=|4e^|- = i    (15) 

With this, the average stability Tm for the structure result from the reciprocal 
value of the sedimentation factor X. A more subordinated value in this context could 
be the remaining volume after expiration of the average lifetime: 

V(Tm) = Vmax e-"» = Vmax e"1 = ± Vmax (16) 

For practical applications, for example maintenance dredging, it is important 
to predict the time for determining re-sedimentation. Using the results above, this 
time could be calculated with the knowledge of the sedimentation factor X respec- 
tively the half-life period T\n. If the required part of sedimentation is expressed 
with the factor p as percentage of the initial volume, it follows from eq. 6 

V(tP) = :V«e4t- 

with 

V(tp) = . p 
100 'max (ly) 

or 
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JL V       = V       P~
M

P lOO  v max      v max c (18) 

and from this 

ln Too =" ^lP (19) 

the required time tp as a function of X 

t     -      lr,    P    ' lP     'm 100 X. (20) 

or as a function of the half-live period T1/2 

t    —    1n   P    T"2 
lP      " m 100  ln2 

Annlication 

(21) 
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Using the information gained by repeated soundings which were a part of the 
observations made during re-sedimentation in the introduced test dredging, a first 
application of the theoretical considerations was made. The results are concentrated 
in table 2. 
From equation 5, the respective sediment factor X is calculated (column 4) 

?      _ lnV(t)-lnVmax 

After the solution for X, the half-life period is known as T1/2 from equation 11. Fur- 
thermore, the average lifetime Tm of the structure is one result. As one example in 
the last column shows, time tp describes the span of time in which the artificial 
structure is refilled up to p = 10 % of the initial volume. The initial dredging volume 
Vmax was approx. 210,000 m3 and the total observation time approx. one year (341 
days). 

Conclusion 

Test dredging in connection with the design of an artificial approach and vari- 
ous observations provided the following main results: 

• In general, re-sedimentation of the approx. 210,000 m3 artificial underwater 
depression took on an exponential form over a one year period. 

• Differences between sedimentation in a crater-shaped underwater structure 
and a channel as a negative line source exist but are highly influenced by 
the axis orientation in relation to the efficient current system. 

• Based on the repeated measurements with echo sounding, the average sedi- 
mentation rate was calculated at 2.4 cm per day. To maintain a constant 
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depth as substantial as the one demanded for operating conditions, this val- 
ue which in total equals approx. 9 m of sedimentation per year is important. 

Table 2: Test dredging in the artificial approach - Niedersachsenbrucke - 

V InV t X Tl/2 T tp(p=10%) 

[m31 - [days] [1/days] [days] [days] [days] 

212,650 12.267 0 - - - - 

201,900 12.216 3 0.017 41 59 136 

194,530 12.178 12 0.0074 94 135 312 

190,140 12.156 24 0.0046 151 217 502 

171,780 12.054 54 0.0039 178 256 591 

157,900 11.97 83 0,0036 193 278 641 

126,200 11.746 116 0.0045 154 222 512 

90,760 11.416 151 0.0058 120 172 399 

76,530 11.245 214 0.0048 144 208 478 

80,390* 11.295 269 0.0036 193 278 641 

35,410* 10.475 314 0.0053 131 189 435 

Mean value 0.0061 140 201 465 

Weighted Average 0.0046 152 220 508 

' Uncertainty in the echo sounding execution 

Due to the basic physical limitations of the echo sounding principle on such 
sloped bottoms, a precise determination of the underwater geometry is not 
possible (slope error, etc.). Normally, the slope given is too small. 
The average of the directly measured sedimentation rate over a two month 
period in the center area was determined at 4.1 cm/day by a linear gradient. 
Using this higher value, 15 m of sedimentation in one year must be calcu- 
lated for dredging and disposal. 
During a strong gale of up to Bft No. 8, the sedimentation rate increased to 
18 cm/day. After the event, there was a period without significant sedi- 
mentation which seemed remarkable. 
With respect to the area of the approach (~ 450,000 m2), the definition of 
the actual sedimentation rate will influence the choice of alternatives. 
In theory, the mathematical consequence is that continuous maintenance 
dredging in the horizon of the nautical depth will minimize the total quanti- 
ty. Due to meteorological and hydrological as well as practical aspects, lim- 
itations must be considered. 
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• The need for repeated maintenance dredging in artificial coastal areas is de- 
termined by the number of stochastic meteorological events. 

• When predicting sedimentation rates over a longer period, it is remarkable 
that single meteorological events no not necessarily increase the average 
value. This could be of importance for numerical simulation as well. 

• After two years, no indication of the artificial depression could be deter- 
mined by echo sounding. 
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CHAPTER 227 

Risk assessment for coastal and tidal defence schemes 

Meadowcroft IC\ von Lany PH2, Allsop, NWH3 and Reeve DE2 

ABSTRACT 

This paper describes risk assessment techniques developed in a research project carried 
out for the UK National Rivers Authority (NRA) (Meadowcroft and Reeve, 1993). The 
main aim is to develop probabilistic design and analysis methods to assess the risks of 
failure for new and existing sea and tidal defence schemes. The flood risk takes account 
of the failure probability and the consequences of failure. There is a contrast between 
conservative design criteria that attempt to minimise failure rates, and risk-based design 
criteria that offer a more cost-effective solution despite a possible increase in failure 
frequency. The procedures are intended to be used in the design of new schemes, for 
assessment of existing defences and prioritisation of maintenance and refurbishment. 

1. INTRODUCTION 

The paper outlines new procedures under development for the National Rivers Authority to 
assess risks of failure for new and existing sea and tidal defence schemes. The project 
includes assessment of areas at risk of flooding, but this paper concentrates mainly on 
risk assessment and probabilistic analysis of structures. The research is being used to 
formulate procedure for assessment of flood risk. The key elements of the procedures 
are: 

A tiered classification system; 
Modular procedures allowing more or less complex methods to be applied as 
appropriate; 
Risk defined as a combination of the probability and consequence of flooding; 
Screening tests using existing data such as that held in the National Sea Defence 
Survey (NSDS) to identify defences at greatest risk; 
Identification of principal failure modes and more detailed analysis of these using 
probabilistic methods; 
Advice on methods for flood area mapping and data collection as a means of 
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assessing the consequences of failure. 

The paper firstly describes the overall structure of the procedures, and then examines in 
more detail the role of probabilistic methods in assessing flood risk. 

2.    STRUCTURE CLASSIFICATION AND FAILURE MODES 

One of the first tasks of the research was to develop an appropriate classification system 
for structures. The classification system is hierarchical, based on three levels: 

Level 1: 
Level 2: 

Level 3: 

generic type eg narrow embankment with sloping face 
general form of construction eg vertical wall with crest and back 
slope unprotected 
detail of individual components eg revetment type 

The advantage of this approach is that failure mechanisms at different levels of detail can 
be assigned to each level of the classification. The structure classification is used to 
guide preliminary assessment at the screening stage. The structure type affects its 
vulnerability to different failure mechanisms.  Part of the structure classification system is 

NAflflCW EMBANKMENTS SLORNG WOE DEFENCE SUDPNG PV EMBANKMENT VERTICAL £ DEFENCE VERTICAL 

^r 
l4 VtfWll Will V¥l pUKl «P">" 

ni crmftMctnlojn «nd atu Ml 

Figure 1 Structure classification scheme. The structure type can be used as a 
guide to the most likely failure mechanisms, and to identify appropriate response 
functions. 
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shown in Figure 1. 

An example of the linkage between structure classification and response function is the 
selection of an appropriate method for calculating wave overtopping.  Potential 
consequences of overtopping include flooding, danger to the public and damage to 
defence structures.  Numerous methods are available depending on the geometry of the 
structure. 

Four categories of structure each requiring different methods are detailed: 

i) For sloping seawalls, the actual overtopping, Qact, may be calculated using 
an equation developed from the method by Owen (1980) 

BRJr 
T«rt>nj}TnSHt    (m3/s/mrun) 

A and B can be obtained from standard tables 
r is the effective roughness of the seawall slope, established from site visit 
or from table 3, Owen (1980) 
Rc is the freeboard (crest level minus water level) 

ii) For sloping seawalls with wave return walls, the method derived by Owen 
& Steele (1991) is appropriate. This extends from the method for sloping 
sea walls, with the freeboard being considered as the distance from SWL 
to the top of the wave wall, as opposed to the top of the seawall.  It 
should be noted that this method was derived for recurved wave return 
walls and will therefore give a value which is less than the actual 
overtopping discharge for vertical wave return walls which experience a 
greater degree of overtopping. 

iii)        Overtopping for vertical walls is calculated using standard graphs and the 
expression (Goda, 1971) 

QflcrQ*(2gHs
3)05 

iv)        For vertical seawalls with wave return walls, no defined method was 
found.  It was concluded that the seawall and the wave wall should be 
considered as a single defence, taking the structure height as the height 
of the two defences combined. The method for standard vertical walls 
can then be applied. 

Table 1 illustrates a simple look-up procedure to link seawall type, profile classification 
and calculation method.  Profile references refer to the structure types identified in 
Figure 1. 

A wide range of other failure mechanisms have been identified and appropriate 
response functions recommended (eg Allsop 1993). 
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Structure type Profiles Method 

Sloping seawall 1.1, 1,2,2.1,2.2 (i) 

Sloping seawall with wave 
return wall on crest 

1.3, 1.5, 1.7,2.3,2.5 (ii) 

Vertical seawall 3.1,3.3,3.5,4.1,4.3 (iii) 

Vertical seawall with wave 
return wall 

3.2, 3.4, 3.6, 4.2, 4.4 
(assuming height of 
structure to be sum of 
seawall and wave return 
wall heights) 

(lv) 

Table 1  Overtopping calculation method depending on structure classification 

A survey of flood defence failures has been undertaken as part of the project. This 
has shown that, while there have been a numerous reported flood events due to 
defence failures, information about failures of defences is normally very limited in 
scope, and is rarely sufficient for identifying the precise sequence of mechanisms 
leading to a failure. One may gain more useful information from studying rates of 
damage and deterioration, where the condition of the defence may indicate potential 
failure mechanisms. 

Damage cause by burrowing animals 

According to anecdotal and documented information from NRA staff, a particular area 
of concern is the damage caused by burrowing animals such as rabbits and badgers. 
The main problems are the serious structural damage caused, including voids and 
passages through embankments, the difficulty in carrying out effective repair, short of 
re-building the affected part of the embankment, and the likelihood of re-infestation. 
The number of rabbits, in particular, can be particularly difficult to control.  In one 
severe case, over 1000 rabbits are reported to have been killed over a few months, 
but the embankment continues to be colonised. Conservation interests can have a 
great influence on the measures taken. There are, for example, controls on the 
disturbance of badger setts. 

The project has found very little information on the effect of animal burrows on 
embankment safety and flood risk, either in terms of animal behaviour or from the 
point of view of hydraulic and geotechnical impacts. Research is at present 
underway to fill some of these gaps, but in the meantime, approximate methods such 
as assuming a reduced effective crest level can be used. Site investigation is also 
important, from recording the number of burrows, and their positions, to mapping the 
internal structure of voids caused by animals.  Non-destructive investigation 
techniques may have potential to investigate the size, extent and location of burrows 
and other voids. 
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3.    RISK ASSESSMENT METHODS 

There are several different definitions of 'risk', but for our purposes, risk is defined as 
the combination of the probability or frequency of occurrence of a defined hazard, and 
the magnitude of the consequences.The method of combination is generally to 
multiply the probability and consequences. This gives a measure of the expected 
value of the consequence incurred in the time period being considered. Risk as 
defined is thus closely related to the assessment of benefits which is commonly 
carried out as part of the project appraisal process. 

Even within the relatively narrow topic of flood risk, there are a number of aspects of 
risk likely to be of interest to user of the procedures: 

• The danger to the public from flooding, expressed in terms of number 
of injuries or deaths, and associated frequency 

• The probability of death or injury to individuals 
• The frequency of flooding at different locations in the potential flood 

area taking account of all the possible causes of flooding and all 
possible failure mechanisms. This information can be shown as 
frequency contours. 

• The depth and duration of flooding. 
• The degree of risk inherent in each defence structure ie the expected 

annual consequences of failure of the structure 
• 'What if scenarios, ie flood outlines conditional upon some prescribed 

defence failure 

A general procedure for risk assessment is illustrated in Figure 2, which illustrates the 
process of hazard identification, and assessing the probabilities and consequences of 
failure. 

Although the concept of risk is straightforward, the implementation is complicated 
because a full risk assessment must consider all hazards which could result in 
damage or loss. Clearly some hazards will make an insignificant contribution 
compared to others, but in principal all hazards must be identified and studied as far 
as necessary to establish what degree of risk they pose. Similarly, even a relatively 
simple structure will have a number of potential failure mechanisms, and it will not 
usually be known with certainty which are the most likely to contribute most to the 
risk. 

The procedure illustrated in Figure 2 should therefore be repeated for different 
hazards, and for different failure mechanisms. This would result in a large amount of 
work which would prevent the wide application of detailed risk assessment. This 
explains the need for simplified procedures to screen out 'low risk' structure and to 
identify those in need of the most detailed analysis. 

The project has identified failure modes, defined as a number of individual 
mechanisms. Failure mechanisms are described using a nested system to reflect the 
level of detail of the classification system . At Level 1, the failure mechanisms are 
simply breaching and overtopping/overflow. At Level 2, we identify mechanisms 
affecting the main parts of the structure such as the seaward face, crest, and 
landward face. Level 3 considers failure of individual structure elements such as 
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breakage of revetment units. 

One of the early findings of this work 
was that, whilst conventional fault trees 
and event trees as used in the 
electronics and chemical industries 
may be suitable for systems of binary 
components that either fail or do not 
fail, they are not sufficient on their own 
for failure of sea walls and related 
structures. These exhibit complex 
failure modes with interactions between 
different damage mechanisms.  For 
example, overtopping and geotechnical 
slope failure of the landward face of an- 
embankment may not, individually, 
pose a high risk, but the damage due 
to the geotechnical failure will make 
erosion due to overtopping much more 
likely: the mechanisms interact. 
Furthermore, the quantity of water 
overtopping may be very important in 
determining the area flooded and 
hence the consequence:  one cannot 
talk only of 'failure' and 'no failure' for 
this type of risk assessment, since a 
spectrum of outcomes can result. 

Prepare an 

inventory of hazards 

u 
Formulate the 

failure mechanisms 

V 
Calculate the probabilities 

of failure 

i' 
Calculate the consequences 

of failure 

" 
Risk = 

probability * consequence 

Figure 2       Overall    procedure   for 
assessment (from CUR/TAW, 1990) 

risk 

The project considers a number of practical techniques for dealing with a broader 
range of mechanisms needed for an assessment of a sea defence system. One 
particular method makes use of 'event chains' leading from a particular trigger event 
(ie storm), through failure mechanisms to set a of consequences.  For each 
consequence, a probability of occurrence is calculated, conditional upon the initial 
event.  It is necessary to incorporate connections between some event chains, to 
account for the physical dependence noted above. 

An advantage of the method is that it provides a framework which can be applied at 
several levels of complexity, providing a modular approach at each level of detail 
appropriate to the degree of risk and data availability. This tiered approach is 
illustrated in Figure 3. The first steps make use of data already held by the NRA as 
part of the National Sea Defence Survey (NSDS). This has created a set of data 
about sea defences in England and Wales, including information such as the length 
and position of defences, and an assessment of their condition and effectiveness. 
The survey includes classification of the area of the potential flood area and the land 
use within that area. Thus the NSDS provides an important starting point for 
assessing risk. Automated screening tests have been developed using this data, and 
the indicative or relative risk is also based partly on NSDS data. More detailed 
assessment of risk requires additional site-specific data. 
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DATA PROCEDURE                 RESULT 

NSDS data 
Identify defences and defence 

elements 
Inventory 

NSDS Screening tests Identify structures with least risk 

NSDS data 

and remove from further consideration 

Additional site data Calculate indicative risk - Prioritisation 

Local knowledge 

NSDS data 

Additional site data 

For each defence sub-length: 

Detailed calculation of risk -Annual probability distribution of 

Additional published data 

Local knowledge 

Wave climate 

Water level climate 
Response functions 

Flood area generation 

- Annual breach probability 

- Flood area for overflow / overtop 
breaching events 

For whole defence: 

- Expected annual flood area (ie risk) 

Figure 3 Tiered assessment procedure showing level of data, analysis and results at 
each stage 

4.    PROBABILISTIC METHODS 

Probabilistic methods are used to account for uncertainty in data values or in 
response functions. The main sources of uncertainty are: 

Identification of hazards 
Identification of failure processes / failure modes 
Development of damage leading to failure, time effects 
Data on load parameters, lack of data or errors in data 
Long term changes including climate changes 
Stochastic nature of loading, even if statistics are well known 
Structure geometry and material properties 
Responses: form of functions and empirical coefficients 
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• Thresholds for failure 

Probabilistic methods can be applied to account for many of these uncertainties to 
give an estimate of the response which is consistent with our level of knowledge or 
ignorance. This estimate will generally be in the form of a probability distribution, 
although if a threshold for failure is defined, the result may be in the form of a failure 
probability.  Of course, the exact actual or realised failure probability of a particular 
structure will only be known in the future, and it will have a value of either 0.0 or 1.0, 
but random variations in loads, and uncertainties in strengths and response functions 
prohibit us from predicting failure or otherwise exactly. We can only hope to estimate 
a probability of failure based on current knowledge. 

Probabilistic methods enable uncertainties in strength and loading variables to be 
propagated through the risk assessment procedure. The final risk assessment 
therefore takes account of lack of precise knowledge of the structure properties, the 
environmental loading, and the response function. Probabilistic methods provide a 
basis for accounting for the effects of uncertainty in a structured and systematic 
manner. These can have significant cost and benefit implications.  Probabilistic 
methods may be subjective, based on engineering opinion, or objective, based on 
Monte-Carlo sampling or analytical methods. 

Development and application of probabilistic methods for structural design and 
analysis is described in more detail elsewhere (CIRI, 1977, Thoft-Christensen & Baker 
1982). Application of a range of methods to coastal structures is described by 
Meadowcroft & Allsop (1994). 

The simplest analytical methods (known as Level II, first order mean value methods) 
are in fact closely related to sensitivity tests: the key advantage is that they account 
for the variability in input parameters as well as the sensitivity of the response to the 
inputs, and probabilistic methods take account of the combined effects of variability of 
all relevant parameters. 

Several examples are now given which illustrate the data required and results 
obtained from probabilistic methods. 

Example 1:  Level III (Monte Carlo sampling) prediction of damage to a rock armour 
structure 

This simplified example demonstrates clearly the influence of variability in input 
parameters on the resulting prediction. The response function is the Van der Meer 
(1988) equation to predict the degree of damage, S, to rock armour under plunging 
waves as a function of structure and load parameters.  In this case, the occurrence of 
the design storm is presumed, so the variability results from uncertainty in structure 
parameters such as rock armour size, and from errors in estimating the design wave 
height. There is also some uncertainty in the values of the empirical parameters a 
and b in the response equation: these can be treated like any other probabilistic 
input parameter. 
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Input parameter 

^STAL ENGINEER 

Distribution 

ING 1994 

Standard 
deviation 
(coefficient) 

Mean 

Significant wave height Hs 

(m) 
Normal 10% 3.0 (depth 

limited to 
0.55h) 

Slope angle (°) None - 0.5 

Rock density (kgm'3) Normal 5% 2650 

Nominal rock diameter Dn50 

(m) 
Normal 5% 1.3 

Permeability parameter P None - 0.1 

Wave steepness sm Normal 10% 0.05 (truncated 
at 0.07) 

van der Meer parameter a Normal 10% 6.2 

van der Meer parameter b Normal 10% 0.18 

Table 2 Input distributions for calculating probability distribution of damage 
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Figure 4 Probability distribution for damage to rock armour structure 

The resulting probability distribution (Figure 4) shows predicted damage for a structure 
designed for minor damage (S=2).  Reliability of the structure against other damage 
levels can be assessed. The probability of the damage exceeding 5, for example, is 
about 16%, and for S=8, corresponding to severe damage, about 3%. 
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Example 2 Level II assessment of damage due to overtopping 

The amount of wave overtopping is a principal indicator of damage and failure of 
coastal structures.  It is therefore important to be able to calculate the probability that 
a structure will fail to meet acceptable criteria for overtopping. These include the 
ultimate limit state (ULS) corresponding to damage which may lead to complete 
collapse and breach, and serviceability limit state (SLS) corresponding to failure to 
meet a service criteria such as danger to the public. 

Level II methods are used to produce analytical approximations to the probability of 
failure. They are based on partial differentiation of the response function with respect 
to each of the probabilistic input variables. 

The simulations shown below were carried out using a Level II probabilistic method, 
the Approximate Full Distribution Approach (AFDA). This is a relatively sophisticated 
technique that enables the use of input probability distributions which are non-normal, 
and uses iteration to converge on a more accurate solution than the mean value 
approach. Results in Table 3 show the impact of raising the crest of a structure on 
the annual probability of failure due to excessive wave overtopping. These results are 
illustrated in Figure 5, together with the annual probability of exceedance of a 
serviceability criteria. 

Crest Level (mAD) 
Annual probability of 
severe damage due 
to overtopping 
(ULS) 

14.0 0.72 

16.0 0.28 

18.0 0.08 

20.0 0.03 

Table 2 Example of results of probabilistic analysis of a seawall to 
establish annual probability of severe damage at an ultimate limit 
state, ULS. 

A key advantage of the full distribution method is its ability to cope with non-normal 
distributions. In this example, the significant wave height and still water level were 
both specified using Weibull distributions. Use of distributions fitted to all data rather 
than to annual maxima or other selected data enables two or more time-varying load 
variables to be combined simply.  It is not necessary to consider the reduced 
probability of an extreme value of one variable occurring at the same time as the 
extreme value of another. In this case waves and water levels are independent 
although techniques are available to incorporate correlation into Level II methods. 
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Annual Failure Probability Pf 

Figure 5   Probabilistic analysis of overtopping: 
serviceability and ultimate limit states 

annual failure probability for 

Example 3 Probabilistic assessment of slope stability 

This example illustrates the use of the Level II method in conjunction with a numerical 
model of slope stability. The advantage of this approach over the Level III method is 
that it is not necessary to carry out many repeat simulations to build up the resulting 
probability distribution.  This can be particularly onerous when predictions are made 
using a computationally-intensive numerical model. 

The method relies on carrying out a small number of model runs to enable numerical, 
rather than analytical differentiation of the response with respect to each probabilistic 
input variable. In this way a fundamentally deterministic model is used to produce 
probabilistic results by appropriate selection of input data and suitable analysis of the 
results. 

The model in this case was SLOPE, part of the Oasys suite of geotechnical programs. 
This was used to analyse a circular slip surface on the landward face of an earth 
embankment (Figure 6). The model gives the factor of safety F, which is essentially 
the restoring moment divided by the disturbing moment. Thus a value of F less than 
1 indicates failure of the slope. 
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Figure 6 Circular slip failure mechanism for an earth embankment. 

Input parameter Distribution Standard 
deviation 
(coefficient) 

Mean 

Cohesion c' (kNm2) Normal 29% 9.0 

Angle of friction §' (°) Normal 16% 31 

Dry density y (kNm3) Normal 2.5% 16 

Phreatic surface Ru Normal 8% 0.50 

Table 4 Data used for Level II slope stability prediction 

Probabilistic data is given in Table 4. All data was assumed to be normally 
distributed. The factor of safety calculated from the mean values was 1.6, but given 
the prescribed variability in soil properties, the probability that the factor of safety is 
less than 1.0 is 0.03, or 3%. 

5.    CONCLUSIONS 

The risk assessment procedures outlined here encompass a broad range of activities, 
including identification of hazards and key failure modes, classification of structures, 
assessment of hydraulic loading conditions, probability of failure due to the principal 
failure modes and modelling consequences in terms of flooded areas. 

In view of the number of defences to be assessed, we have adopted a tiered 
approach for classification and analysis: the early stages are characterised by 
approximate screening procedures, with more detailed assessment on selected 
defences thought to be at highest risk. 

The results of this project will substantially improve the methods available to analyse 
the risks of failure for existing flood defence schemes, and to design new schemes to 
agreed risk levels. The procedures will provide a consistent, rigorous framework for 
comparative assessment of a wide range of flood defences in tidal and coastal 
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regions. 

6.   ACKNOWLEDGEMENTS 

The research on which this paper is based has been supported by the UK National 
Rivers Authority (NRA) R&D Commission C - Flood Defence. Additional information 
has also been used from research at HR Wallingford supported by the Department of 
the Environment (DoE) under research contract PECD 7/6/248. The views expressed 
here are those of the authors and not necessarily those of the NRA or DoE. 

REFERENCES 

Allsop N.W.H.   "Formulae for rubble mound breakwater failure modes" Final report of 
PIANC, PTC II, Working group 12, Sub-group A, PIANC, April 1993. 

CIRIA (1977) "Rationalisation of safety and serviceability factors in structural design" 
Report 63. 

CUR/TAW (1990)  "Probabilistic design of flood defences" Centre for civil engineering 
research and codes / Technical advisory committee on water defences. Report 141. 

Goda Y (1971) "Expected rate of irregular wave overtopping of seawalls" Coastal 
engineering in Japan, Vol 14. 

Meadowcroft IC and Allsop NWH (1994) "Probabilistic assessment of coastal 
structures and breakwaters". HR Wallingford Report IT392. 

Owen M.W. (1980) "Design of seawalls allowing for wave overtopping" Report EX 
924, HR Wallingford, June 1980. 

Owen MW and Steele AAJ (1991) "Effectivenss of recurved wave return walls" HR 
Report SR261 

Thoft-Christensen P and Baker MJ (1982) "Structural reliability theory and its 
applications". Springer-Verlag. 

Van der Meer JW (1988) "Rock slopes and gravel beaches under wave attack", PhD 
thesis Delft University of Technology, April 1988.  (Available as Delft Hydraulics 
Communication 396) 



CHAPTER 228 

Water oxygenation in the vicinity of coastal structures 
due to wave breaking 

C. I. Moutzouris1 and E. I. Daniil2 

Abstract 
Experiments on oxygenation due to breaking waves on a uniformly 

sloping beach and on an S - type breakwater were performed. The water was 
chemically deoxygenated and dissolved oxygen (D.O.) concentration was 
followed over time in characteristic locations. Experimental data showed that 
the transfer velocity increased with increasing wave height for waves of the 
same frequency. Experiments with waves of the same wave height but 
increasing wave frequency showed also an increase in transfer velocity. The 
breakwater data give lower transfer velocities as compared to the sloping beach 
data for the same wave characteristics. 

The one - dimensional transport equation was used for the determination 
of the transfer coefficients. Analysis of the data indicated that the transfer 
coefficients varied almost linearly with the vertical wave velocity at the water 
surface. A rather good linear correlation was obtained for the breaking wave 
data on the sloping beach, with much higher slope as compared to the case of 
non-breaking waves. 

Introduction 
Air/water gas transfer for water bodies is one of the main sources of 

dissolved oxygen (D.O.), an often used water quality index. It also acts as a 
sink of carbon dioxide and other greenhouse gases and has a significant role in 
global biogeochemical cycles of atmospheric compounds. Finally, air/water gas 
transfer is an important parameter in the design of hydraulic structures, as in 
the case of stepped chute spillways (Chanson, 1994), and can be used 
beneficially, as in the case of the SEP A (sidestream elevated pool aeration) 
project of the Metropolitan Water Reclamation District of Greater Chicago, 
that was awarded the 1994 Outstanding Civil Engineering Achievement Award 
(Civil Engineering, 1994). 

Research on oxygenation dates back to 1925 (Streeter and Phelps, 1925, 
Streeter, 1926), when river pollution problems started to appear.   Gradually, 

1 Professor,2 Researcher 
Laboratory of Harbor Works, Civil Engineering Department, National 
Technical University of Athens, 5 Iroon Polytechniou, 157 73 Zografou, 
Athens, GREECE, Tel. - 30 - 1 - 77 83 866, Fax. - 30 - 1 - 77 59 565 
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interest spread to other water bodies (e.g. lakes and oceans) and other gases, 
such as carbon dioxide and methane (Brutsaert and Jirka, 1984, Wilhelms and 
Gulliver, 1991). Although air/water gas transfer is controlled by the interaction 
of the air/water boundary layer, the wave field is a parameter that has rarely 
been included in the predictive equations so far. However, its effect has often 
been noted qualitatively. Experiments on the effect of waves on gas transfer 
have been reported by Hosoi et al (1977), Hosoi and Murakami (1986), Jahne et 
al (1985,1987), Daniil and Gulliver (1991) and Wanninkhof and Bliven (1991). 
For lakes and oceans the transfer coefficient is usually correlated to the wind 
velocity. It should be noted though, that laboratory data and field data give 
different correlations and do not compare favorably (Liss, 1983, Daniil, 1988). 
It is generally recognized that the presence of waves increases the penetration of 
gases into the water. Gas concentrations in the water mass are found to be 
higher when waves are present, due to the action of a steering mechanism on 
the interface. Therefore, waves may be considered to have a positive effect on 
the oxygenation of water bodies. In the experiments of Hosoi et al (1977) D.O. 
was measured in one location of the flume only and neither the effect of 
horizontal diffusion nor the uniformity of D.O. concentration across the flume 
was investigated. Hosoi and Murakami (1986) measured the D.O. distribution 
across the flume. They concluded that oxygenation due to non-breaking waves 
was negligible and assumed that the whole flume is oxygenated through the 
breaking wave zone. This assumption yields much higher transfer coefficients 
than what would have been obtained if oxygenation through the remaining free 
surface had also been taken into account. 

Wave breaking is a highly turbulent physical mechanism, that essentially 
creates a two phase flow, which facilitates the transfer of gases considerably. 
Therefore, it is believed that breaking waves have a further positive effect on 
the oxygenation of water masses. Until now the effect of wave breaking in 
water oxygenation has been described mostly qualitatively. Hosoi et al (1990) 
performed a number of experiments on reaeration due to wave breaking at 
coastal structures and proposed an equation indicating that the reaeration 
coefficient is correlated with the dissipated energy. They also note that in their 
experiments aeration increased with the height of incident waves and with the 
width of the breakwater. Moreover, impermeable sloping seawalls were more 
effective in promoting aeration than other structures. 

A research program has started at the Laboratory of Harbour Works, 
Civil Engineering Department, National Technical University of Athens 
(NTUA) in order to investigate and quantify the effect of breaking waves on 
oxygenation. Oxygenation due to breaking waves is studied experimentally in a 
wave flume with a uniformly sloping beach (Daniil and Moutzouris, 1993, 
1994a, b) and with an S-type breakwater. The influence of increasing wave 
frequency and wave height on the oxygen transfer coefficient is discussed. 

Experimental Procedure 
Experiments on the transfer of oxygen under breaking waves were 

conducted in a wave flume of the Laboratory of Harbour Works, NTUA. The 
dimensions of the flume are 27.40 (length) x 0.60 (width) x 1.53m (height). A 
smooth sloping beach with a uniform slope of 1 (vertical) : 2.3 (horizontal) was 
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placed at the one extremity of the flume (Fig. 1). The water was chemically 
deoxygenated. Details for the experimental setup have been presented 
previously (Daniil and Moutzouris, 1993, 1994 a, b). 

SLOPING BEACH 
WAVE MAKER 

(12.5) -I (10.0) 

Fig. 1. Longitudinal view of the wave channel with the smooth sloping beach. 

Additional experiments were performed with an S - type rubble mound 
breakwater with a slope of 1 (vertical): 1.5 (horizontal) located 15.0 m from the 
wave maker (Fig. 2). 

VHWMQ WINDOW* 
WAVE MAKIR 

Fig. 2. Longitudinal view of the wave channel with the rubble mound 
breakwater. 
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Monochromatic waves were created by a wave generator of the piston 
type. The waves propagated along the flume and broke over the sloping beach 
or the breakwater. For the sloping beach experiments D.O. concentration in 
the water body was followed over time in three locations along the flume. 
Wave heights tested ranged from 5.6 to 15 cm and wave periods from 0.75 to 
1.60 sec. For the breakwater experiments D.O. concentrations were measured 
in front and behind the structure. Wave heights tested ranged from 5.6 to 28.0 
cm and wave periods from 0.75 to 1.60 sec. The water depth was 0.60 m for all 
experiments with the exception of experiment K6 that had a water depth of 0.83 
m. Experimental conditions are shown in Table 1 for both sets of experiments. 

Table 1 - Experimental conditions for experiments with the sloping 
beach and the breakwater 

Exp. 
No. 

Wave 
Period 
T (sec) 

Wave 
Height 
H(cm) 

Wave 
Length 
L(m) 

Water 
Temp. 
9(°C) 

Atmosp. 
Pressure 
(mm Hg) 

Sloping be ach data 

A3 1.60 9.9 3.27 23.5 750 

A2 1.45 7.6 2.85 24.0 750 

B7 1.45 9.1 2.85 10.5 750 

B6 1.45 12.0 2.85 9.6 749 

B9 1.45 14.9 2.85 10.6 753 

A4 0.75 5.6 0.88 21.5 750 

A5 0.75 7.1 0.88 23.6 750 

B8 0.75 7.3 0.88 7.5 759 

Breakwater data 

K2a 1.60 9.9 3.27 14.9 747 

K3 1.45 12.0 2.85 23.8 747 

K6 1.45 28.0 3.07 12.7 757.5 

K2b 0.75 5.6 0.88 14.7 747 

Kl 0.75 7.1 0.88 12.7 749 

Data Acquired 
Fig. 3 shows D.O. - time histories as obtained from experiments B9, B6 

and B7 with waves of the same frequency (T=l .45sec), but different wave height 
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(H= 14.9, 12.0, 9.1 cm) in the presence of the sloping beach. It is concluded 
that the transfer velocity increases as the wave height increases. Moreover, 
D.O. concentration becomes more uniformly distributed seawards of the 
breaker zone as the wave height increases, due to increase of horizontal 
dispersion. Similar comparison of D.O. - time histories for experiments with 
waves of almost the same height, but differing frequency shows that the transfer 
velocity increases, as the wave frequency increases. 

12 
CS = 

LOC B9 BS B7 
1 A A & 
e • a a 
3 • a 0 

o 60 
_l 1 1 L. 

120 
_l l I Ll_ 

60 

eo 
_i i— 

120 180 

BB 

BB 

120 180 

TIME (mln) 

Fig. 3. Comparison of D.O. - time histories for waves of the same frequency 
but different wave height breaking on a sloping beach 

(after Daniil and Moutzouris, 1993) 

D.O.- time histories in the presence of (i) a sloping beach and (ii) a 
breakwater are presented in Fig. 4. Concentrations are found to be lower in 
front of the breakwater than along the sloping beach, due to a more moderate 
wave breaking in the former case. D.O. concentrations are found to be very 
low behind the structure and to increase in time due to transport of oxygen 
through the body of the breakwater. The saturation concentration, Cs, is also 
noted for the two cases (Cs= 8.4 mg/l for the sloping beach and Cs = 9.86 mg/l 
for the breakwater). 
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Fig. 4. D.O. - time histories for waves (incipient wave: H=7.l cm, T=0.75 sec) 
breaking (i) on a sloping beach (open symbols) and (ii) on a breakwater 
(solid triangles refer to the concentration in front and solid circles to the 

concentration behind the breakwater). 

Data Analysis 
The one-dimensional transport equation was used for the analysis of the 

data. Data from locations where the composite effect of the horizontal 
transport was assumed to be negligible were used for determining the oxygen 
transfer coefficient. The transfer coefficient is determined from the following 
equation, using linear regression and the measured D.O. concentrations: 

In (Cs-C) = - KL (AN) t + In (Cs - C„) (I) 

where C, C0 and Cs are the average, initial and saturation D.O. concentrations, 
respectively. KL is the oxygen transfer coefficient, t is time, A is the projected 
free surface area on the horizontal plane and V is the aerated volume extending 
from the free surface to the bottom of the channel. 

The coefficients KL obtained from the above procedure, along with the 
wave parameters used in the correlations presented in the following sections, 
are listed in Table 2. The transfer coefficients were translated to 20° C 
according to the equation given by Daniil and Gulliver (1988): 
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(2) 

where Sc =v/D is the Schmidt number (SC20 = 546), v is the kinematic viscosity 
of water, D is the molecular diffusivity of oxygen in the water, 0 is the water 
temperature in degrees Celcius and p is the water density. The subscript 20 
denotes the value of the corresponding parameter at 20° C. The water 
properties were determined by the relations given by Heggen (1983). H, L and f 
are the wave height, length and frequency, respectively. 

Table 2. Oxygen Transfer Coefficients and wave parameters used 
in the correlations for breaking waves on a sloping beach 

and on a rubble mound breakwater 

Exp. 
No. 

Satur. 
Cone. 

Cs 
(mg/1) 

Schmidt 
number 

Sc 
(-) 

HfxlOO 
(m/sec) 

Transfer 
Coeff. 

KL2„xl05 

(m/sec) 

Transfer 
Coeff. 

KL x 105 

(m/sec) 

Transfer 
Coeff. 

KLSCIO xlO4 

(m/sec) 

Sloping b< each data 

A3 8.4 458 6.19 2.7 2.9 6.2 

A2 8.3 446 5.24 5.0 5.5 11.6 

B7 11.0 918 6.28 8.3 6.4 19.4 

B6 11.2 967 8.28 15.0 11.3 35.1 

B9 11.0 912 10.28 22.0 17.0 51.3 

A4 8.7 506 7.47 5.1 5.3 11.9 

A5 8.4 455 9.47 9.0 9.9 21.1 

B8 12.0 1096 9.73 15.0 10.6 35.1 

Breakwater data 

K2a 9.9 716 6.19 3.2 3.7 8.6 

K3 8.3 450 8.28 6.9 6.3 14.6 

K6 10.6 809 19.3 23.3 28.4 66.3 

K2b 9.9 716 7.47 3.6 4.1 9.6 

Kl 9.9 701 9.47 6.3 7.1 16.7 

The oxygen transfer coefficients KL, as determined from the above 
analysis, are compared to the relation obtained for non-breaking waves by 
Daniil and Gulliver (1991). The two authors related the transfer coefficient to 
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the vertical wave velocity at the water surface and used a renewal model to 
express the average renewal rate as a function of a wave Reynolds number. 
They derived the following equation: 

KLSC "2 = 0.0159 Hf (3) 

For breaking waves on a sloping beach from the present experiments the 
following equation was fitted to the data: 

KLSC 1/2 = 0.066 Hf-2.80x10-3      (m/s) (4) 

Equation (4) holds for H f > 0.056 m/s, which was approximately the low 
limit of the present experiments, and expresses the general trend of the oxygen 
transfer coefficient for breaking waves. It is felt that a further expansion is 
needed to include a parameter describing the non-linearity of the breaking. 

A comparison of the results obtained (see Fig. 5) shows that oxygenation 
in front of a breakwater is less significant than in the presence of a sloping 
beach, due to a less intense penetration mechanism. Breakwaters are causing 
wave reflection, which reduces the degree of wave breaking. 

Equations (3) and (4) are compared to the experimental data in Fig. 5. 

Discussion 
The experiments reported in the present paper demonstrate the 

importance of breaking waves in nearshore oxygenation. The oxygen transfer 
coefficient was described through a surface renewal model. The average surface 
renewal rate was correlated to the wave characteristics and the oxygen transfer 
coefficient was found to be proportional to the maximum vertical wave velocity 
at the water surface. The correlation for the breaking wave data on a sloping 
beach gave a much higher slope than that for non-breaking waves. Breakwater 
data give lower transfer coefficients compared to the sloping beach data, but 
higher than the non breaking waves for the same wave characteristics. The 
obtained relation for the sloping beach data needs to be extended in order to 
incorporate breaking wave parameters. 

The experimental results presented here were obtained using tap water. 
They could be translated to seawater if the corresponding Schmidt number and 
the saturation concentration for seawater were introduced. Nevertheless, it is 
noted here that experiments by Downing and Truesdale (1955) on the effect of 
wind using seawater and distilled water had shown no significant difference. 

Undoubtfully, the results are influenced by the scale of the experiments 
conducted. Scale effects are believed to be significant. For this reason, the 
research program of the Laboratory of Harbour Works, NTUA, was recently 
enlarged with further experiments executed in the large wind-wave facility of 
Delft Hydraulics, The Netherlands. The experiments were financed by the 
European Community Large Installations Program (LIP). A preliminary 
analysis of the experimental data collected clearly shows that oxygenation rates 
are considerably reduced, as a result of the larger dimensions (Tsoukala and 
Moutzouris, 1994, personal comm.). 
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A first conclusion from the present experiments is that incorporating wave 
characteristics in water quality models can improve the design of nearshore 
sewage outfalls, taking advantage of the "self-cleaning" capacity of the water 
body. Coasts in which wave breaking is a dominant mechanism present 
considerable advantages from the point of view of oxygenation of the effluent 
by physical mechanisms. Disposing the effluent near the breaking wave zone 
can possibly be combined with reduced treatment, thus leading to a more 
economic design. 

A second conclusion is that coastal structures, such as breakwaters, 
reduce the oxygenation rate of seawater, due to increased wave reflection. This 
could have some negative influence on the fauna, although the beneficial effect 
of rubble-mound structures to the number of fish population and the types of 
species developed in the area is by now well documented. 
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CHAPTER 229 

Environmental Assessment of Hypothetical 
Large-Scale Reclamation in Osaka Bay, Japan 

Keiji Nakatsuji , Toshiaki Sueyoshi , Kohji Muraoka 

ABSTRACT 

In urban coastal areas in Japan, large-scale reclama- 
tion projects have recently increased, which have caused 
drastic changes in topographical features of the coast- 
line. In Osaka Bay, the sea area of 5,200 ha have been 
reclaimed in the past 40 years and many development 
projects are under construction. As a natural consequ- 
ence, the sea water has been polluted due to poor exchange 
of water with outer oceans and the load of nutritious 
substances discharged from rivers; hence, algal blooms 
occur independent of season and anoxia appears near the 
sea especially in summer. A 3-D baroclinic flow model is 
proposed to predict the tidally-interacting estuarine 
circulation and residual baroclinic currents in Osaka Bay 
and to evaluate the effects of hypothetical large-scale 
reclamation on the estuarine system. 

INTRODUCTION 

Osaka Bay is one of semi-enclosed urban coastal seas in 
Japan. High density populated and industrialized cities 
such as Osaka and Kobe are located at the head of Osaka 
Bay. The GNP (Gross National Product) of Osaka Prefec- 
ture approximately corresponds to that of Australia, in 
addition, the total amount of GNP of Osaka, Kobe and Kyoto 
does to that of Canada. Area of Osaka Bay is only 1400 
km and its mean depth is 28 m. In the past 40 years the 
coastal area of 5,200 ha have been reclaimed for satisfy- 
ing the economical and industrial demand, and lots of 
development projects are under construction including a 
511 ha for newly-built Kansai International Airport 
Island. As a result, the sea water has been polluted due 
to poor exchange of water with outer oceans and the load 
of nutritious substances from rivers; hence, algal blooms 
near the sea surface and anoxia near the sea bottom have 
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had adverse effects on fishery and recreation. Such a 
tendency, however, will have to continue because of the 
limited land and increasing volume of industrial and 
domestic waste products in the countries of their limited 
territory like Japan. Strategies for optimum environ- 
mental conservation must be examined in order to achieve 
integrated and multiple utilization of coastal seas in a 
sustainable manner. 

Figure 1 shows a drastic change in topographical fea- 
tures of the coastline in Osaka Bay due to reclamation. 
The area of total reclaimed land is only 4 % against the 
total area of Osaka Bay at the present time. It, however, 
corresponds to 76 % as compared with the area of coastal 
waters shallower than 10 m depths. Such coastal area is 
of great importance for the special nursery of the fish 
and shellfish. Figure 2 shows the variation of shell- 
fish catch with a cumulative area of reclaimed coastal 
area. It indicates that the reclamation causes strong 
damage to fishery. 

Authors(1992) had already examined the impact assess- 
ment of large-scale reclamation on the tidal flow system 
and water quality transfer by the depth-integrated, two- 
dimensional finite element method. In the present study, 
since the density-induced current system is found to be of 
great importance, a three-dimensional baroclinic flow 
model is proposed to predict residual baroclinic currents 
and a tidal front observed in Osaka Bay and to evaluate 
the effects of hypothetical large-scale reclamation on the 
estuarine system. 

<poi 
Osaka Bay 

Yamato River 

ED 
1910 - 1932 
1931 - 1947 

m 1947 - 1965 
• 1965 - 1981 
•       1981 - 

Figure  1.     Change  of   shoreline  due  to  reclamation 
projects   in Osaka  Bay. 
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Year 

Figure 2. Variation of shellfish catch and 
cumulative area of reclamation. 

MODEL DESCRIPTION 

The computation solves the primitive equations of the 
ocean, governing the conservation of volume, momentum in 
three dimensions and density-difference simplified by the 
Boussinesq assumption and hydrostatic equilibrium. 

dU +   dV +   dW 
dx       dy       dz 

0 (1) 

DU 
Dt 

fV = -  - 1 dP  + _3_ .  dU • 
p   dx       dx,      x dx,' (2) 

M.  + fu = - A if 
Dt p dy dx,      2 dx. (3) 

o = - g 
_ I 

p 
dp 
dz 

DAp 
Dt 

= d 
dXi 

<*i 
3Ap 
dXi 

(4) 

(5) 

where (U, V, W) are velocities in the K, y and z direc- 
tions, t, is the water elevation, P is the pressure, Ap ( = 
ps — p) is the density difference from the sea water 
density (ps), D/Dt is a nonlinear operation such that DA/Dt 
= 8A/dt  + S(UA)/dx + d(VA)/dy + <9(WA)/3z, 6. and K.  are the 
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eddy viscosity and diffusivity coefficients respectively 
in each direction, and f is the Coriolis parameter (0.8296 
x 10" s~ ). The pressure is obtained by integrating the 
vertical momentum equation (4) from the water surface (z 
= -t,) to any depth. Therefore, the pressure gradient 
dP/dxi can be expressed as a sum of the water surface 
gradient dt,/3x. (barotropic mode) and the density gradient 
SAp/Sx.. (baroclinic mode). 

A first-order closure scheme is used to account for the 
eddy viscosity and diffusivity coefficients. A small 
horizontal eddy viscosity or diffusivity (20 m/s) is used 
in all model runs. On the other hand, the vertical eddy 
viscosity coefficient are affected by the reduction of 
turbulence due to stable stratification. On the basis of 
the study of three-dimensional buoyant surface discharges 
by Murota et al. (1989), the Webb formula (1970) and Munk 
and Anderson's formula (1948) are adopted for Ez and Kz, 
with a neutral value of e = 0.005 m/s. Both empirical 
formulae are functions of "the gradient Richardson number, 
Ri = g(3p/dz)/(du/dz)2 as follows; 

Ez/eZo = (1+5. 2R1)'1 (6) 

Kz/tz  = (l+10/3-^i)-3/2/(l+10-i?i)"1/2 (7) 

In the computation of tidal flow, however, turbulence 
energy in straits becomes unrealistically large. Hence, 
the values of 200 m /s and 0.05 m/s are used near the 
straits for horizontal and vertical eddy coefficients, 
respectively. 

Boundary conditions are the following. The model basin 
is initially filled with saline sea water of 1022 kg/m . 
Freshwater of zero salinity then flows near the surface 
from rivers located in the estuary head. The model ocean 
is everywhere bounded by solid vertical walls except the 
river mouth and the open seas. 

Vertical walls are assumed impenetrative and slip, so 
that for solid boundary 

peh-d(U, V)/dxh=xh,    KhBAp/dxh = 0,    Vn=0    and   BAp/dxn = 0    (8) 

where 'h' mean the normal and tangential components to the 
boundary and xh means the shear stress along the boundary. 

At the river mouth, the time-variation of river dis- 
charges is given according to the observed hydrographs and 
the water elevation is assumed to be zero, so that 

Q = Q{ t) ,    Ap = 0.0 , dC/dxn  = 0      at river mouth     (9) 

The open sea boundaries are 

d(u, v)/dxn = 3Ap/3x„ = C = 0 (10) 
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When a tidal flow is taken into account, the time varia- 
tion of tidal elevation is added on the basis of harmonic 
analysis of observed tidal elevation, 

d(U, V)/dxn  = dAp/dxn  = 0 and   Z = Z(t) (11) 

-t,),    fluxes of momentum and On the free surface (z 
density are zero, so 

d(U, V, Ap) /dz 0 at z- (12) 

On the ocean bottom (z = H), the momentum flux is 
balanced by a bottom stress rz, while the density flux and 
the vertical velocity are zero, so that 

pez3(C/, V)/dz = iz,    3Ap/3z = iV=0 at z = H (13) 

OUTLINE OF 3-D BAROCLINIC FLOW COMPUTATION 

The algorithm and computational scheme was written in 
the authors' published paper. (See Murota, et al.(1988)) 
The computational domain as shown in Fig. 3 covers Osaka 

Bay and surrounding coastal seas, Sea of Harima and Ki-i 
Channel, in order to evaluate the amount of flowing 
through Akashi and Kitan Straits as precisely as possible. 
The model' s resolution is 1 km in the horizontal plane 
with seven vertical layers having thickness of 2, 4, 6, 8, 
10, 15 and 15 m.  The time increment is 30 seconds. 

Yodo Rivt 

" Slrait'KSgL 

Figure 3.  Topological features of Osaka Bay and 
computation domain 
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A semi-diurnal tide is represented by a sine-wave 
curve with a 12 hours cycle at two open boundaries. The 
amplitude and phase of tide are 36-39 cm and 330° at the 
boundary in Sea of Harima, and 46 cm and 174° at the 
boundary in Ki-i Channel according to the field surveys of 
the Ministry of Transportation. For the density-driven 
current, the average discharge and the density of the Yodo 
River was set to 205 m/s and 0.997 kg/m respectively. 
Another buoyancy flux is the thermal flux at the sea 
surface of 29.7 cal/s/m in summer, which was also taken 
into account. 

TIDAL FLOW PATTERN RND TIDAL FRONT IN OSAKA BAY 

The computation results to be discussed here are that 
on the 36th tidal cycle, in which the change in the flow 
and density distributions over time is almost equivalent 
to those of the previous tidal cycle. Figure 4 shows the 
velocity and the density fields of the surface layer (1 m 
deep from the surface) when the eastward or westward flow 
through Akashi Strait reaches its maximum. The contours 
of density field are marked at every 10% of the density 
difference between the river water and sea water where at 
= 23. When the eastward flow at Akashi Strait is at its 
maximum, the flow into Osaka Bay spreads in a jet-like 
form toward the southeast. The flow makes its way in 
clockwise circular arcs along a 20 m-deep contour line 
toward the Kitan Strait, off the coast of Sennan. Mean- 
while the discharge from the Yodo River spreads southwest, 

Yodo 
River 

c,  __ </L_L_  ~I-^_J; 

Maximum westward flow 
at Akashi Strait 

Figure 4. Surface flow vectors and density distribution 
at the maximum eastward and westward flow 
through the Akashi Strait. 
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running southward to cross the 20% density contour line at 
a right angle. The jet-like tidal flow from the Akashi 
Strait combines with this river discharge at the 20 m-deep 
point and continues southward. 

When the westward flow is at its maximum, the water 
flow can roughly be divided into two: one running from the 
Kitan Strait northward along the east coast of Awaji 
Island, and the other that flows northward, off the coast 
of Sennan. Water from the Yodo River is carried by the 
tidal flow toward Kobe, a part of which flows into the 
Akashi Strait. The other part of the flow mixes with the 
circulation flow near Okino-se (indicated by X in Fig. 4). 
It is worth noting that the southeastward flow at Okino-se 
due to the eastward tidal flow persists even when the 
tidal flow direction changes. Between this southeastward 
flow and the flow in the inner bay, a discontinuous flow 
is observed. If the density distribution in Fig. 4 is 
represented in finer colour lines, the discontinuous 
boundary can be shown to be bands of different densities. 
That is a tidal front. 

Figure 5 shows the density distribution at the cross- 
section of the tidal front, which is indicated by the 
solid line in Fig. 4. The horizontal 0 point corresponds 
to the 20 m-deep sea bed. The direction toward the inner 
bay (toward Osaka) is positive, and the direction toward 
the outer bay (toward Awaji Island) is negative. In the 
inner bay, approximately 5 m-thick stratification with at 

= 22 or lower is observed. The stratification is stable, 
rarely affected by the change in the tidal flow. The area 
where the sea bed is deeper than 20 m (x < 0) is exposed 
to stronger tidal flows and, as a result, vertical mixing 
occurs. In this area at is 22.5 or higher. Between these 
two areas, where at is more than 20 and less than 22, 
density contours are almost perpendicular to the water 
surface. 

10km    -10km 

20m 

Figure 5.  Density distribution at the section across 
tidal  front  at the maximum  eastward and 
westward flow through the Akashi Strait. 
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Figure 6.  Surface density and its gradient distributions 
at the section across tidal front every three 
hours. 

Figure 6 shows the horizontal distributions of surface 
density and its gradient every three hours. The gradient 
indicates the sharpness of the front. This figure shows 
that the tidal front on the cross section develops along 
the line connecting 20 m depth points. The density 
changes by at = 2 over 7 km on this plane. The density 
gradient is the greatest when the eastward tidal flow 
through Akashi Strait reverses westward. At this time the 
front is 2 km wide and at rises from the head to the center 
of the bay by at = 2. It is because the eastward flow 
through Akashi Strait spreads deep into the head of bay. 
Field data obtained by Yanagi and Takahashi (1988) 
indicated the density change of a = 3 over 5 km width of 
the tidal front. From these comparison, the computation 
results overestimate a little larger than observation 
ones. 

RESIDURL BAROCLINIC CURRENT SYSTEM 

Figure 7 shows the residual current distribution in the 
first (-1 m) and third layers (-9 m). The residual 
current is calculated by integrating the flow velocity 
over one tidal cycle, that is, 12 hours. The residual 
current in the surface layer consists mainly of the Okino- 
se Circulation and the east-coast residual current off- 
shore of Sennan. The figure especially at the surface 
shows higher velocities than the tidally-induced circula- 
tion. The remnants of the density-driven current generat- 
ed by the inflow of the Yodo River spread only slightly 
from the river mouth to Suma. This density-driven 
current is caught by the edge of the Okino-se circulation, 
and as a result, it enhances the Okino-se circulation and 
the east coast residual current in their surface layers. 
In the third layer, where the influence of density-driven 
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Yotfo 
River 

Third layer 

Figure 7.  Residual baroclinic currents at the surface 
layer (-1 m) and the third layer (-9 m). 

Figure 8. Observed  residual  current at 10 m depth 
corresponding to  Okino-se Circulation and 
computed one at surface layer of 1 m depth. 

current is less, there is a weak flow in the inner bay 
toward the Yodo River. Since the Okino-se circulation 
covers the surface to the bottom layers, they are assumed 
to be the remnants of the tidally-induced residual 
current. The strength of Okino-se circulation, therefore, 
changes depending on the tidal amplitude, but not on river 
discharges. According to the harmonic analysis of the 
time series of computed velocity fluctuation, it is found 
that the residual current component is possible to be 
larger than the tidal flow. (Nakatsuji et al.; 1994) 
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Figure 8 shows the comparison between residual current 
observed using four ADCP by Fujiwara et al.(1994) and 
computed one. Both results are substantial agreement with 
each other. 

In order to understand the role of the residual current 
system on turbulent transport process, the numerical 
experiment was conducted that the four markers placed at 
the water surface near the Akashi Strait and inside Osaka 
Bay are traced by Lagrangian diffusion analysis based on 
Monte Carlo method. In this experiment, the spreading 
particles are assumed to move only at a surface layer. 

If the particles are transformed by a tidal flow, they 
naturally return to their original points after one tidal 
cycle because the tidal flow behaves a periodic movement. 
As shown in Fig. 9, however, the computed tracers are far 
from their original positions and they remain in the 
center of Osaka Bay taking the shape of oval. After two 
tidal cycles, 24 hours, similar tendency can be observed. 
It suggests that the residual current system play a more 
important role on the transport process than the periodic 
tidal flow. Therefore, tracers are distributed with 
surrounding the Okino-se Circulation as a circle. 

Ijlp"    ,—*y 
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Figure 9.  Computed  trajectories of floating markers 
transported by the residual current system. 
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IMPACT ASSESSMENT OF HYPOTHETICAL LARGE-SCALE RECLflMRTION 

For examining the effects of hypothetical large scale 
reclamation on the flow movement and water quality trans- 
port, two simple reclamation topographies are assumed. 
They are the reclamation of coastal waters shallow than 15 
m and 18 m. The decreasing rates in area and volume 
correspond to 26 % and 11 % for the reclamation shallow 
than 15 m depth, and 36 % and 20 % for that shallow than 
18 m depth. It is of importance that the impact assess- 
ment must be established from the view point of long-term 
and circumstance of whole coastal seas. According to the 
above-mentioned discussion, the ' Okino-se Circulation' and 
the 'tidal front' can be adopted as the physical indexes 
for assessment. 

Effects on Okino-se Circulation 
Figure 10 shows the distribution of residual baroclinic 

current at the surface layer supposing the hypothetical 
reclamation could be constructed. The outer boundary in 
the west side is adjacent to the line connecting 20 m 
depth points, where the velocity of residual current 
becomes smaller in the rate of 10 % as compared with that 
in the case of present topography. And, no particular 
difference between the cases of 15 m or 18 m reclamation. 
Since the Okino-se Circulation occurs at all depths in all 
cases, it is a tidally-induced residual current; hence, it 
is a matter of course that the effects of reclamation 
inside the head of bay has not strongly affected on the 
Okino-se Circulation developed near the Akashi Strait. 

Jn-——^  C River i^^ m- 
— !:;i'u     §i}JOsaka ;;;:;;;;::;;VAkashiS,nul- 

Island :;;;;>::;:• 

f.vrfW^Kitan Strait 

• •'::::;:::---''--'': '-?•$     ^"Sennan 

JiSSi'S'!] Kitan Strait 

Figure 10.  Residual baroclinic current at the surface 
layer in hypothetical reclamation of 15 m 
and 18 m depth. 
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Figure 11.  Computed trajectories of floating markers 
after one  tidal cycle  in reclamation of 
15 m and 18 m depth. 

Figure 11 shows the computed trajectories of four 
markers after one tidal cycle. As compared with Fig. 9, 
there is a little difference in the computed trajectories 
between the present topography and the reclamation of 
coastal seas shallow than 15 m. However, in the case of 
reclamation of 18 m depth, continuous ring-shaped markers 
are distorted to be push into the head of bay. 

Effects  on  Tidal  Front  and Density  Field 
Accompanied with the reclamation in shallow coastal 

seas, the volume of river water has direct effects on the 
stratification in the eastern bay or mixing process. For 
example, the computation indicates that the thickness of 
stratified and upper layer in the head of Osaka Bay 
becomes 8 m. Its thickness is twice as large as that 
observed in the present topography. 

Figures 12 and 13 show the comparison of density and 
its horizontal gradient at the sea surface across the 
tidal front along the solid line shown in Fig. 4. The 
axis of abscissas is the same as Fig. 5. The '0' point 
corresponds to the sea bed of 20 m depth. The positive 
value in the abscissas axis means the direction of eastern 
bay. The maximum value of density gradient and its 
horizontal point indicate the strength and location of the 
tidal front, respectively. The maximum value and its 
location are almost same between the present topography 
and the reclamation of 15 m depth. In addition, the 
density in the eastern sea (x > 0) is mixed to gradually 
change in the range of ot = 19 to 23 for the present 
topography and o = 18 to 22 for the reclamation of 15 m 
depth. 
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Figure 12. Distribution of surface density at the section 
across the tidal front against two reclamation 
cases. 
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Change of location and intensity of tidal 
front depending on the gradient of density 
at the surface layer (-3 m). 

On the other hand, in the case of reclamation of 18 m 
depth, the volume corresponding to about 20 % of whole 
Osaka Bay is lost; so that mixing between river water and 
sea water becomes decreased and remained in the head of 
bay. As a result, there is at = 18 in the eastern sea, 
while at = 22.5 in the western sea. A tidal front, 
therefore, develops in the narrow band of only 2.5 km. 
The maximum density gradient, namely the strength of tidal 
front, is twice as large as other cases. The location 
moves about 5 km in the western direction. 
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CONCLUSION 

Through numerical experiments using a three-dimensional 
baroclinic flow model, the physical processes governing 
the flow movement and long-term mass transport processes 
in Osaka Bay, one of typical semi-enclosed coastal seas, 
are discussed. On the basis of discussion and the compar- 
ison of computation results with field observations, the 
'Okino-se Circulation' and 'tidal front' are selected as 
the standards for examination of the impact assessment of 
hypothetical large scale reclamation in Osaka Bay. The 
computation results become clear from the physical view- 
point that the reclamation of coastal seas shallow than 15 
m depth has not so strong effects on the flow movement and 
mass transfer processes, but that the reclamation of 18 m 
depth considerably affects them. 
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CHAPTER 230 

FLOOD AND EROSION CONTROL IN THE CONTEXT 
OF SEA-LEVEL RISE 

E. Bart Peerbolte1) and Herman G. Wind2) 

ABSTRACT 

Low-lying countries such as the Netherlands are very vulnerable to climatic 
changes, which are likely to cause an increase in sea-level rise. The most obvious 
threat is permanent inundation of unprotected low areas. However, such a 'final' 
situation will be preceded by a period of increasing episodic flooding and coastal 
erosion. Sea-level rise causes safety against flooding and erosion to reduce which 
should be accounted for in long-term coastal zone management plans. The question 
is to what extent such increases are tolerable and what can we do about it. This 
problem concerns the levels of safety which are desired, also in coastal areas which 
are already protected from flooding: is there a surplus of safety so that no inter- 
vention is required, or does the coastal defence system need to be adapted? The 
relevance of this question lies not perse in the threat of sea-level rise: the same 
question may be raised in the case of developing coastal areas, where economic 
values at stake increase: such developments cause a relative weakening of the flood 
defence system: the desired safety standards increase so that the existing defence 
system may not meet any longer the changed demand for flood protection and is to 
be adapted. 

The above problem description was the background of a number of studies in the 
Netherlands to assess the impacts of a possible climatic change and to evaluate 
potential counter measures. A model has been developed for quick analysis of combi- 
nations of scenarios for climate change and potential counter measures. This paper 
describes the limitations of Cost Benefit Analysis as a tool for the appraisal of flood 
alleviation in view of the inaccuracies in investment costs and material flood 
damages. 

1) Harbours, Coasts and Offshore Technology, Delft Hydraulics 
2) University of Twente 
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INTRODUCTION 

The decision problem many coastal managers are facing concerns coastal protec- 
tion. Intuitively, or explicitly by spelling out all possible advantages and dis- 
advantages of possible protection options, the coastal manager puts the decision 
problem in a cost-benefit framework. In general, such a framework is not necessarily 
confined to monetary values only, also values in other units may play a role. Often 
a multi-criteria evaluation method is applied to evaluate all effects of the various 
options being compared. 

However, the manager will tend to limit the amount of different units of expression 
in his decision framework, mostly he will try to monetize the effects in terms of 
benefits and costs, simply because he needs (monetary) budgets to implement any 
preferred policy. Therefore, the most appealing framework for the coastal manager 
is Cost-Benefit Analysis. Intangible effects and other, often external, effects which 
cannot be expressed in terms of money, are accounted for then as PM issues and are 
subject to, for example, environmental impact procedures. In this paper we point that 
there are practical problems when applying Cost-Benefit Analysis for the appraisal 
of flood protection and coastal defence systems, also in the case that only concrete 
monetized material benefits and costs are considered. These problems are due to the 
uncertainties in the various components, i.e. the various types of flood damages and 
cost estimates related to flood protection and erosion control. 

FRAMEWORK OF ANALYSIS 

When applying the method of Cost-Benefit Analysis (CBA), there are some issues 
which need to be addressed, viz. 

• valuation: how to value the different measures and effects in monetary terms; 
• time: how to account for future costs and benefits; 
• scale: how to determine the scale the effects are to be looked at (accounting 

stance). 

Suppose we know how to handle these issues, the decision to invest in coastal 
protection, as far as monetary effects is concerned, is not difficult if the costs C of 
a scheme and the benefits B differ significantly, i.e. if C < B or C > B. If 
B « C a closer inspection of the uncertainties in the cost and benefits is required. 

When appraising a coastal defence system it is generally tried to maximize the net 
benefits Z over the analysis period: 

Z = W - Cj- CF (1) 

where W represents the income in the endangered area, Cj the investment cost and 
CF the flood (or erosion) damages. 
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In most cases the costs and benefits are uncertain and unequally distributed over 
time. Figure 1 shows an example of two investments in flood defence between which 
the flood damage and benefits are constant, as determined by constant hydraulic 
forcing. Economic development or natural phenomena like sea-level rise may cause 
the cost and benefit streams to change over time. 

constant sea-level 
sea-level  ise 

Cl-i 
Ci2 

n'vestmentsf 

damages ge's""" (• 
benefits.. _ — — — • — — — ** 

expected  flood  damages/benefits age 

time 

Figure 1  Costs and Benefits of flood protection 

We suppose there is a number of K intervals, starting in the first year and with an 
investment Cl on the start of each interval K. Further each interval k ends on time 
pk. The expected present value of the total investment cost C7     is written as 

ElC'l0t} 
K 

I 
k = l 

EC, 
Ik 

Jk '-} 
where a = exp(-i') with i as the discounting factor. 

In each investment interval flood and erosion damage may occur, and benefits due 
to flood protection. These damages and benefits are determined by the pattern of 
storm surges impacting on the structures, the structures itselves, and the topography 
and objects in the protected area. We need to capitalise these cost and benefit 
streams as follows in order to get the expected total damage to be put in the Cost- 
Benefit Analysis: 

£{°^j 
K 

I 
k = l 

Pk 

J=Pk-i*l     l       Jj 
(2) 

and 

HBU 
K 

=    I 
k = \ 

Pk 
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=Pk-l< 

E{Bk,j) <* (3) 
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In principle, the expected benefits and costs can be compared now: 

E{Btot) < ? > E{CIto[] • E[CFu) 

Looking more in detail in the cost of flooding, we can schematize the cost of flood 
damage by 

CF = VFp-(l+Fs) (4) 

where V represents the value of one or more flooded objects, and Fp andFs 

damage factors, pertaining to primary and secundary (multiplier effects) flood 
damage. 

The occurrence of flood damage is uncertain, depending on storm surge attacks, and 
the value of objects is often uncertain and can be estimated only from available 
statistical data on land-use and economics. Furthermore, the value of objects will 
change over time, due to development of activities in the flood-protected coastal 
zone. We suppose a growth factor of (1 +g). In order to project the time streams 
of costs and benefits in a reference year, we discount the benefits and costs, with a 
discounting factor /. Further the damage factors F and Fs are also uncertain 
variables. The expected value of the total flood discounted damage, in time interval 
k [/?£_i+1 ,p%] is written as: 

•lCF    , 1 \   btot,k] 
= E 

Pk 
I       Vt'cJ*Fp.(l+Fs.) (5) 

where V.-, F„. and F.. are uncertain variables. Further a = e1- ,+8\ J Pj "j 

By definition, and taking continuous functions for the uncertain variables, 

Pk 
E\CF 

Supposing Vj, Fp. and Fs. are independent, we find 

Pk 

-l 

which leads to 

, Pk 

{cFtotk} 'JmZ     I I \V^'fptfsjYU{vi)mP?Ws?dvJdfPJdfsJ (7) 
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Pk 

Similarly, the expected value of the total benefits incurred by the construction of a 
coastal protection system is written as 

Pk 
:{Bt0\=E{      E      Bjd) 

1    kl      J-Pk-I^ 
Pk 
E      E{Bj)J W 

J=Pk-i + 1 

(1 
°{J*-*-CF')E{BJ} 
-a) l •" 

The investments Cj are composed by the initial cost Cm resulting from mobilisation 
and demobilisation, and the variable cost C'jy depending on the "amount" of 
construction works, which is derived from the amount Q and the unit cost Cjy: 

ci = Cm + Q' civ (10) 

The expected value of the capitalized total construction cost is written as 

E{c'tot}--^
E{c^k 

+ Qk'
civky

k-^ en) 

Equations (9), (10) and (11) provide the framework for the evaluation of the 
difference between the benefits and costs resulting from coastal protection measures. 
The distributions of the various variables should be known to assess the reliability 
of the indicators, such as benefit-cost ratio, resulting from the CBA. 

UNCERTAINTIES 

Flood and erosion damages 

The most violent case of coastal flooding in the Netherlands was the well-known 
February Storm Surge Flood in 1953. The impacts have been analysed in detail in 
governmental reports, consultancy reports and publications resulting in an idea about 
the uncertainty in flood damages. Further, in the case of riverine floodings, the 
Flood Hazard Research Institute in UK has collected a lot of material on flood 
damages [Penning-Rowsell & Chatterton, 1977]. Also in France systematic research 
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damages [Penning-Rowsell & Chatterton, 1977]. Also in France systematic research 
is being carried out in the field of flood appraisal, focusing on the effect of flood 
warning systems [Torterotot, 1993]. In the Netherlands recently a major project has 
been carried out to assess the consequences of the December 1993 floods of the 
Meuse River, and to analyse the best options for structural and non-structural 
measures [Delft Hydraulics, 1994]. 

From analysis of the published data on flood damages due to the 1953 storm surge 
flood [CBS, 1953; TNO, 1982; TNO, 1989] it becomes apparent that there is quite 
some uncertainty about the size of flood losses [Peerbolte, 1993], this is confirmed 
by studies for other countries [Penning-Rowsell & Chatterton, 1977; Torterotot, 
1993; Klaus & Schmidtke, 1990]. We conclude that the alleged accuracy in the 
assessment of direct material flood losses, in comparison with the assessment of 
losses to immaterial values is often overemphasized; even in the former category 
accuracy is not expected to be less than 40%. We will illustrate this figure by 
looking at the various damages resulting from the 1953 flood in the Netherlands. 

The 1953 storm surge flood in the South-West of the Netherlands killed 1835 people 
and caused substantial damages, between 5 and 8 billion Dutch guilders on the 
current price level. The number of damaged houses and farms amounted to about 
55,000, spreaded in a flooded area of more than 200,000 ha. Figure 2 shows the 
flooded areas. In the following some damage categories are described. 

The cost of rehabilitation of agricultural land amounted to about DFL 6000 per ha 
(present prices) and was fairly constant across the flooded areas which is very sub- 
stantial, in some cases 30 to 50% of the land price. The most important component 
is the repair and cleaning of ditches, drainage provisions, etcetera. However, it 
depends very much on the scale of the inundation and the violence of the flood. 
More recent minor floods in the Netherlands did not result in such high levels of 
damage to agricultural land. 

Other damages to agricultural objects concern greenhouses in horticulture, plants and 
orchards, cattle, inventories, products and stocks of raw materials. Comparing 
observed, often estimated damages, with the values of the concerned objects, we 
observe a large variability in damage factors which supports the hypothesis that no 
fixed, overall valid values exist (Figure 3). It is seen from the graph that damage to 
greenhouses and inventories (agricultural equipment, vehicles, tractors) varies 
between 10 and 20%, to plants and orchards between 20 and 40%, and to stocks of 
products and raw materials, between 40 and 80%, a very large variability. Finally, 
the damage resulting from drowned cattle amounts to about 20% of the stock present 
in the affected area. 
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Europoort 

NORTH       SEA 

ELGIUII 

Figure 2  Areas flooded in 1953 

Another picture is shown in the damages to the sector of industry, trade and banking, 
which is situated in the more populated areas. The core flooding areas which have 
been hit the most show damage factors for buildings and inventories of between 30 
and 40%, and even up to 70% for stocks. The damage factors in the other core 
flooding areas and the surrounding areas are relatively constant with values between 
10 and 20% for buildings and inventories, and between 20 and 40% for stocks 
(Figure 3). 

The damage factor to motor vehicles amounts to about 10 or 20% of the replacement 
values, with the exception of some core flooding areas where the damage factors 
reach values of up to 40%. 
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Figure 3 Damage factors in flooded areas 
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Damage to residential houses and farms, and the private belongings of the inhabit- 
ants, such as furniture, represents an important damage category. In addition, 
damage to public buildings such as schools will generally contribute substantially to 
the flood damage. The graph in Figure 3 shows that in the core flooding area the 
damage factor for houses and farms varies between 20 and 40%. Damages to furni- 
ture are more or less limited to 10%. Beyond the core area, in areas a, b and c, a 
damage factor of about 20% results. 

The number of objects affected by the flooding is large, as mentioned earlier, so we 
may expect a fairly reliable result of the above survey. The crucial factor in the 
damage assessment has been the social survey; the structure and accuracy of this 
survey have eventually determined the accuracy of the resulting damage factors. 
Because of the large number of observations it is expected that the influence of 
subjectivity is averaged out and that there exists really a variability in resulting 
damage factors of the order as concluded above. The resulting figures give insight 
into this variability. Such variations can be explained by different factors such as 
i) inundation depth, ii) flow velocities, varying especially near a breach in the dike, 
iii) the time available to take preparatory measures and to evacuate, iv) the water 
quality and iv) the weather conditions [TNO, .1982]. 

THE INFLUENCE OF FLOODING DEPTH 

Earlier analysis of the influence of the flood depth on the damage factor resulted 
in the graph shown on Figure 4. In the TNO report by Duiser [TNO, 1982] it is 
stressed that the scatter in data is wide, although the dependency of the damage 
factor on flood depth is obvious. From analysis of different damage categories it 
appears that furniture, buildings in industry, trade and banking and inventory in 
agriculture have, again roughly, the same damage factors as houses and farm 
buildings. Stocks and inventories in industry and trade tend to a somewhat higher 
damage factor. In Figure 4 the damage factor is plotted as a function of the different 
damage categories. 

A later literature survey [TNO, 1989] has not resulted in new data on coastal 
flooding; all found studies considered concern riverine flooding. As regards flood 
damages to houses this study also confirms that a high variability in data exists. 
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Figure 4 Damage-depth relationship 

CONCLUSIONS ON FLOOD DAMAGES 

Although major efforts have been undertaken to assess as precisely as possible the 
damages in real flood cases, a large variability in reported damage remains, partly 
due to a real variability in damages, for example caused by variations in flooding 
depth, duration and quality of buildings, but also partly due to differences in 
assessments. Whereas the 1953 damage data have been drawn from social surveys, 
focused on houses and household contents, the 1987-update of FHRC points to 
significant differences between perceived damages and real economic losses. Whilst 
the dependency on flooding depth may be obvious, as for example the work by TNO 
shows, a major scatter in data still exists, apparently because a lot of other para- 
meters play a role in flood damages. For example, major influence on the variability 
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of damage factors is attributed to the effectivity of hazard warning systems and flood 
preparedness compared with physical parameters like flooding depth, flow velocities 
and flood duration. 

Uncertainty in extreme water levels obviously adds to the uncertainty of flood 
damages. If the probability of exceedance of a certain design water level lies between 
3*10"5 and 2*10"4, the resulting expected damages may vary by 100% if the damage 
factors are uncertain and range between 20 and 40 %, as has been shown above. So 
the strength of the flood protection system cannot be unambigously defined in a CBA 
framework, and we should have insight in the distributions of the relevant uncertain 
parameters. 

SAFETY AND INVESTMENTS 

Investments in dike-raising depend on a number of factors, which can be divided 
in two classes. First the required dimensions and strength of the dike are important 
factors. Secondly, the location of the dike determines the cost to a large extent. Dike 
sections in habitated areas are normally more complicated and hence costly to 
construct compared to dike sections in rural areas. 

In the case of the Netherlands dike-raising is required when safety standards are no 
longer met. These standards are expressed in terms of water level exceedance 
probabilities as follows: 

FB 

UF = 10 ~° (12) 

where UF represents the unsafety factor, determined by the decimating height D and 
the freeboard of the dike FB, being the difference between the actual crest level and 
the required level according to the safety standard. From analysis of the situation in 
the Netherlands it is concluded that the relative inaccuracy in UF may vary between 
25 and 100% for dikes in coastal and deltaic areas, and even more than 100% in 
riverine areas Peerbolte, 1993]. 

Dike-raising p which is carried out as a response to a rise in sea-level of St, a rise 
in storm surge set-up of S2 and increases S3 in river discharges is related to these 
climate factors as follows [Peerbolte et al, 1991]: 

p = aSx+ 0S2 + yS3 + 0.6/i (S1 +S2- eSj) (13) 

The parameters a, /3 and y reflect the propagation of sea-level changes and changes 
in river peak flow levels in the study area. Basically such parameters can be 
determined rather accurately. Wave run-up is accounted for by the parameter n, and 
depends on the design wave and structural properties. Also this parameter is relative 
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accurate. The morphological response of the sea-bed is represented by e. If e is 
equal to 0 (i.e. the sea-bed does not raise due to sea-level rise), its accuracy is not 
important, compared to the other parameters because it does not contribute to the 
required dike-raising. If sufficient sediment is supplied and if there is no human 
interference, it is generally expected that the sea-bed follows sea-level rise. In that 
case e is equal to 1 and only increase in storm surges may cause additional wave 
imacts leading to higher required dike-raising. In such cases the accuracy of e is 
important: 20 to 40% of the accuracy in required dike-raising is due to the accuracy 
of e. The fact that e is an important parameter in coastal areas is illustrated by the 
reduction in required dike-raising: if e is equal to 1, the required dike-raising is 
25% less than in the case of e = 0, i.e. no sea-bed response to sea-level rise. 

Finally we make a remark on the cost of dike-raising. From analysis by the Dutch 
Public Works Department it is concluded that the estimates of the cost of dike-raising 
vary between 10 and 40%. Figure 5 shows the total cost of dike-raising of all 
primary dikes (3400 km) in the Netherlands. 

cost (MFL 1000) 

0.50 0.75 1.00 

dike—raising height (m) 

1.50 

Figure 5 Cost vs. dike-raising of 3440 km primary flood dikes 

THE NETHERLANDS 

The studies carried out so far have produced the computational models to evaluate 
the costs and benefits of flood protection and erosion control in a deterministic way. 
These models relates investments to flood protection measures on the one hand, and 
the expected flood damages to the protection level on the other hand, and provide 
the information to optimize the investments in dike-raising (Figure 6). Full 
description of the various underlying models can be found in [Peerbolte, 1993]. 
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Figure 6  Principle of the shift in the optimal level of protection 

Two aspects can be considered when evaluating these models: a) the cost of flood 
protection and coastal defence related to the protected tangible and intangible values, 
and b) the point of time at which the current dike-raising strategy, based on a rise 
of sea-level of 0.2m per century, should be reconsidered in order to maintain the 
present safety standards. As far as the cost of flood protection related to protected 
values is considered, in the Netherlands the benefits from flood protection obviously 
by far outweigh the necessary investments to maintain the established safety levels 
(see Figure 7). The optimal investment level (Figure 6) would be obtained if the 
dikes are raised with at least 1 metre [Peerbolte, 1993]. 
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Figure 7 Estimated benefits and costs for different sea-level rise scenarios 
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As far as point b) is concerned, the conclusion is that it seems to be justified to 
reconsider this dike-raising strategy after 30 to 40 years, and to intensify dike-raising 
if the data point to a higher rate of sea-level rise. If, within this period of time a 
more serious scenario is seen to be inevitable, there is still time to switch to a dike- 
raising strategy matching these new predictions. This follows from computations of 
the unsafety factor and dike-raising cost, and the sensitivity thereof, for a number 
of sea-level rise scenarios. However, it should be kept in mind that the constraint on 
the system consisted of prescribed safety levels in terms of water level exceedance 
frequencies. These standard safety levels have been based on economic analysis by 
Van Dantzig [Delta Committee, 1962]. 

The above conclusions are based on modelling the different natural subsystems in the 
Netherlands, i.e. the coastal system, the estuarine systems in the North (Wadden 
Sea) and the South (Delta area), the lower and upper river systems, and the flood 
protected land itself, the analysis concentrated on the cost of dike-raising given a set 
of climate scenarios. The main conclusion regarding dike-raising is that there is no 
reason now to anticipate more severe scenarios than the present value of 0.2 m sea- 
level rise. With this scenario an average additional cost of roughly MFL 60 per year 
may be expected after about 60 years from now. 

Vrijling has presented the formulation of a probabilistic optimization model on the 
basis of the problem definition by Van Dantzig whereby risk is defined as the 
product of uncertain flood levels and deterministic economic damages [Vrijling, 
1993]. The above main conclusion regarding dike-raising is confirmed by the results 
of this probabilistic approach by Vrijlink. 

DISCUSSION 

One of the arguments against CBA is that this method cannot account for 
intangible values like human life and distress. The present study shows that also 
uncertainties in the "concrete" material damages form an important drawback for a 
practical application of CBA in flood defence appraisal. The assessment of these 
damages involves a great deal of uncertainty. It is therefore recommended to 
estimate the distributions of the various uncertain economic parameters as well, such 
as the parameters related to construction cost and protected values, in order to be 
able to apply a more comprehensive probabilistic model than a model with only 
water levels as stochastic variable. It may even be considered to apply only the 
values protected as guiding parameter, without including a damage factor, and to 
choose (political choice) a fraction of the established values for investment in flood 
alleviation schemes. 
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CHAPTER 231 

OFFSHORE BREAKWATERS VERSUS BEACH NOURISHMENTS 
A COMPARISON 

M. Pluijm1, J.C. van der Lem2, A.W. Kraak3, J.H.W. de Ruig4 

ABSTRACT 

In the last decades two methods of coastal protection have become increasingly 
popular for the protection of sandy shores: beach nourishments and offshore 
breakwaters. In The Netherlands the first of both is well known and applied 
regularly. The second method has not been applied yet. With the increasing cost for 
beach nourishment and the apparent succes of offshore breakwater systems abroad, 
a study has been executed to the technical and economic feasibility of offshore 
breakwater systems in The Netherlands compared to the present strategy of beach 
nourishments. This paper highlights the results of this feasibility study. 

INTRODUCTION 

Protection of eroding sandy beaches can be done in many ways, each with its 
individual advantages and disadvantages. One of the things learned from the past is 
that dynamic coastal systems preferably should be kept dynamic. Including rigid 
structures in such environments often generate more problems than they solve. A 
demonstration of the new approach is the increase in application of beach 
nourishments as a shore erosion control measure. 
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A disadvantage of this method is the certainty that, at sites with structural erosion, 
the nourishment will be eroded in due course and will have to be repeated. Apart 
from expensive, to outsiders this gives the impression that money is thrown into the 
water. In order to reduce the number of maintenance nourishments (increase the 
timespan between two nourishments) one could therefore decide to protect the 
beaches with structures of some kind. 

One of the successful methods, in certain cases, to achieve such protection is the 
application of offshore breakwaters. By interfering in the near shore sediment 
transport processes, offshore breakwaters influence the development of the coastline. 
It has been shown in numerous projects that offshore breakwaters have beneficial 
effects on beaches and can be used in combination with nourishments or even when 
nourishments are not applied. 

For the Dutch coast where offshore breakwaters are not (yet) applied, but with a 
number of sites where beach nourishments are repetitively executed, it has been 
investigated whether application of offshore breakwaters will result in technically and 
economically feasible alternatives to singular beach nourishments. 

THE DUTCH COAST 

Although The Netherlands is well known 
to many people for its dikes and the 
Deltaworks, most people do not know that 
the majority of the Dutch coastline does 
not consist of dikes. Of the approximately 
350 km of coastline (Figure 1), 254 km 
(72%) consists of dunes, 38 km (11%) of 
beach flats, 34 km (10%) of seadikes and 
27 km (7%) of seawalls, boulevards and 
the like. This makes it clear that the major 
part of the Dutch coastal protection effort 
is put into the protection and maintenance 
of dunes and beaches. DUNES OR BEACH FLATS 

SEAWALLS OR HARBOURS 

DIKES AND DELTA WORKS 

— SECONDARY SEA DEFENCES 

• - BORDERS 

BEACH NOURISHMENT 

Fortunately the shape of and the conditions 
along the Dutch coast are such that only at 
a limited number of sites structural erosion 
takes place. With the increase in pumping 
capacity of dredgers since the 1950's and Figure 1 
the    success    of   the    strategy,    beach 
nourishments have been applied in increasing numbers (Figure 1, Roelse 1990). The 
total volume of sand applied in nourishments has increased significantly over the 
years. Starting with some 1.5 million nrVyear in the 1950's the volume increased to 

The Dutch coast 
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about 3 million mVyear in the 1970's and 1980's. Currently this figure has increased 
even further to about 5-7 million mVyear. The total budget currently made available 
by the Dutch government for beach nourishments is Dfl. 60 million per year (Hillen 
1993). 

In view of this budget it is not surprising that questions have been raised whether the 
applied beach nourishment strategy has not become too expensive and whether 
cheaper methods (or reduction methods) would not result in a reduction of total 
maintenance cost. 

SHORE PROTECTION METHODS 

With the majority of the Dutch coast consisting of sand, it is not surprising that 
beach erosion problems are not new to the Dutch coastalmanagement organizations. 
In fact, at most of the locations along the Dutch coast where structural beach erosion 
takes place, shore protection measures have already been taken. In most cases these 
consist of groynes and at some places also dunefoot protection is applied. Some of 
these groyne systems have been set-up more than a century ago (the construction of 
the oldest systems has been initiated more than 200 years ago) and because of this, 
a lot of applied experience has been gained. Experience has shown that the effects 
of groyne systems along the Dutch coast are small (Verhagen 1990). Only at sites 
where tidal gullies run near the coast or for sites where a strong predominant oblique 
wave direction is present, groyne systems have some effect. For sites with a large 
variation in wave direction and hence a small nett littoral drift, the groyne systems 
hardly show a beneficial effect. 

In view of this, new groyne systems were not proposed to reduce erosion of executed 
beach nourishments. Instead, because of experience gained abroad, offshore 
breakwaters were proposed as a seemingly attractive alternative for coastal protection 
of the Dutch coast. Questions to be answered in order to decide whether offshore 
breakwaters would be technically and economically feasible are: 

Technically: does an offshore breakwater system help to reduce repetitive 
nourishments and how much is the reduction? 

Economically: Will the cost for shore protection (including construction and 
maintenance of the offshore breakwater, remaining beach 
nourishment cost etc.) be less than the current practice of 
beach nourishments only? 

The answer to these questions depends on many things and not the least on site 
conditions. With the numerous locations in The Netherlands where nourishments 
have been and are executed, it was decided not to relate the research to one site, but 
to three sites, each of which with its own specific site conditions. 



A COMPARISON 3211 

SITE SELECTION 

After evaluation of potential sites, the three sites selected for further analyses were: 

CALLANTSOOG: The beach and dunes near Callantsoog (Figure 1) are subject 
to structural erosion in the order of 1 to 2 m per year. The beach and dunes are 
relatively narrow and safety against flooding is the main argument for execution of 
regular beach nourishments (1976/ '77, '79/80, '86 and '91). The shore is protected 
with groynes, but is not intersected by breakwaters, rivers or others. 

SCHEVENINGEN: The regularly (1969, '75, '85, '91) nourished beach at 
Scheveningen (Figure 1) is backed by a vertical seawall and is located just north of 
Scheveningen harbour. The shore is protected by groynes (constructed before 
construction of the harbour) and the coastline is intercepted by two short breakwaters 
(Figure 2). The vertical seawall prevents the construction of a mass sand storage in 
the form of dunes and consequently beach acts as the only sand buffer. Quick erosion 
of this beach during extreme events, the lee side effect of the harbour moles and the 
lack of natural regeneration are the major arguments why regularly beach 
nourishments have to be executed. 

DOMBURG: The coastline at Domburg (Figure 1) is subject to structural erosion 
in the order of 4 m per year. Typical of the site is the presence of a vast system of 
sand banks in the nearshore area, albeit that a tidal channel runs between this 
sandbank system and the coast. A system of pile rows is aimed at keeping the tidal 
current away from the shore. For northwesterly storms the coastline is very sensitive 
to erosion. Any loss of sand in the tidal gully is a permanent loss. As a result the 
coast near Domburg has been nourished in 1986, '89, '90 and '92. 

OFFSHORE BREAKWATERS IN DUTCH COASTAL WATERS 

What distinguishes the site conditions in Dutch waters from many of the other 
locations in the world where offshore breakwaters are applied, are two main items. 
First the tidal motion. The tidal range for the three sites varies between approx. 3.90 
m (Domburg) and 1.50 m (Callantsoog). Consequently under normal tidal conditions 
the influence of an offshore breakwater is influenced by the water level and tidal 
current. The second is the influence of storms. Because of the funnel shape of the 
North Sea, northwesterly storms can generate considerable increases in water level 
(storm surge). With the majority of the land area behind the dunes well below mean 
sea level (MSL), the design storm surge level (in combination with waves) for which 
the sea defences should maintain safety is in the order of +5.50 m above MSL (1 
in 10,000 years risk of flooding). 

In order to keep the offshore breakwater system economically feasible it is clear that 
the breakwaters should be kept small. Hence under extreme conditions as indicated 
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above, the breakwaters will be submerged and their influence consequently reduced. 
On the other hand, for low water level conditions it is likely that the offshore 
breakwater system will emerge above still water level. These conditions impose 
special requirements in the design of the offshore breakwater system. Combinations 
of different water levels and wave height and consequently different loading 
conditions (submerged, emerged yet overtopping) must be taken into account in the 
design of the breakwaters. 

Although for the cross sectional design of an offshore breakwater system numerous 
alternatives can be thought off, the combination of conditions indicated above 
imposes the requirement that a proper breakwater system must be designed for a 
wide range of different conditions (water levels, waves, currents). In addition, it is 
required that the costs for breakwater construction and maintenance are kept small. 
This led to the conclusion that a rubble mound breakwater type was to be preferred. 
Design rules would be available for all different loading combinations, construction 
and maintenance cost assessment would be easy and general experience with this type 
of breakwater is good. 

INCIDENT WAVES Hs.r Tf 

BREAKWATER 
_    LENGTH _ 

v INITIAL SHORELINE 

STII I WATPP I FVR 

CREST „„_m 
WIDTH   CREST 

Hs,ffc     „    •~*   HEIGHT 

I jlL J lL 
SCHEVENINGEN, SYSTEM I 

Figure 2        Offshore breakwaters at Scheveningen 

PLAN VIEW AND CROSS SECTION OF OFFSHORE BREAKWATERS 

Although a lot has been published on the application of offshore breakwaters (Dally 
and Pope 1986, Rosati 1990) and the physics by which offshore breakwaters function 
becomes more and more understood, accurate and straight forward design 
methodologies are not available. 
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The initial lay-out design of the offshore breakwater systems therefore has been 
based on rules from practice (Rosati 1990) relating dimensions as breakwater length, 
gap width, distance offshore etc. (figure 2). In this initial design stage it has been 
adopted as design requirement that tombolo formation (such large accretion of the 
beach that the accreted sand reaches the lee slope of the offshore breakwater - figure 
2) should not develop. This requirement is invoked by the expectation that tombolo 
formation will result in blocking of longshore sediment transport and consequently 
causing large lee side erosion. 

The combined effect of water level and wave height imposes special requirements on 
the cross sectional design of the rubble mound breakwaters. Especially the height of 
the crest relative to still water level and the width of the crest influence the 
overtopping (and thus the wave attack on beach and dune) as well as the wave loads 
on the breakwater itself. 

Cross sectional design, offshore distance, breakwater length and gap width finally 
will determine the total volume of the breakwater construction materials. To keep the 
cost of the breakwater systems small, it was chosen to locate the breakwaters as near 
to the coast as possible (minimum depth) but far enough to prevent tombolo 
formation. For the Scheveningen site this resulted in the breakwater scheme of 
Figure 2. For the Domburg and Callantsoog site the proposed breakwater schemes 
were more or less similar. 

The cross sectional design was chosen to be trapezoidal with side slopes of 1 in 1.5. 
This will result in a minimum rubble mound breakwater which will remain stable 
with a reasonable rock size as armouring. The height of the breakwater is dominant 
for the overtopping and the weight of the armour to be used. The higher the 
breakwater, the less the transmission and overtopping but the heavier the armour unit 
to be applied and visa versa. Eventually for Scheveningen it was decided to put the 
crest level of the offshore breakwater system at approximately +1.25 m MSL, just 
above mean high water of spring tides. Under these conditions the impact of the 
breakwaters on wave transmission is maximised, but this will reduce with increasing 
water levels. At extreme high water levels the breakwaters will be submerged and 
be subject to reduced wave forces despite the higher waves associated with the storm 
surges and deeper water. Finally under normal daily wind and wave conditions the 
breakwater system will be visible, not unimportant for the increasing pleasure craft 
navigation along the Dutch coast. 

QUALITATIVE DESCRIPTION OF THE IMPACT OF OFFSHORE 
BREAKWATERS ON THE DUTCH COAST 

Before trying to estimate the magnitude of the effects of offshore breakwaters on the 
Dutch coast, it is first of all important to identify the processes involved. By 
understanding the processes involved, mathematical approximation of these processes 
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may be used to indicate the magnitude of the impact of offshore breakwaters. As 
implicitly indicated in the previous, a differentiation should be made between normal 
conditions (without storm surges) and extreme events (including storm surges). The 
influence of offshore breakwaters under these two conditions will be quite different. 

BLOCKED ONSHORE 
SEDIMENT TRANSPORT 

REFRACTION 

REDUCED EROSION 
OR EVEN SEDIMENTATION 

Figure 3 Offshore breakwaters: physical processes under normal conditions 

Normal Conditions 

Under normal conditions the morphological processes at the coast under influence of 
waves and tidal currents result in predominant longshore sediment transport. The 
application of offshore breakwaters is under these conditions aimed at reducing the 
longshore sediment transport behind the breakwaters, by shielding the coast from 
predominant wave attack. Assuming that this can be accomplished, the result will be 
a reduced erosion behind the breakwaters or even sedimentation (Figure 3). 

The offshore breakwater system will have a limited length and consequently will end 
somewhere. In the Dutch case, with a net longshore sediment transport in northerly 
direction, a reduction in sediment transport behind the offshore breakwaters is likely 
to result in erosion on the northside of a breakwater system (lee side erosion). This 
lee side erosion is an important phenomena which counter effects the positive effect 
of beach accretion behind offshore breakwaters. In the overall (economic) evaluation 
this lee side erosion and consequent additional beach nourishments should be taken 
into account. 

Although longshore sediment transport will be dominant under normal conditions, the 
cross shore transport will also be influenced by offshore breakwaters. An important 
aspect in this cross shore transport under normal and fair weather conditions is the 
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transport of sediment towards the coast. Being primarily a bedload transport offshore 
breakwaters will block the onshore transport and prevent the natural rehabilitation of 
eroded beaches. 

DEPTH CONTOUR 

INn~IAL SHORELINE 

STORM PROFILES: WITHOUT BREAKWATERS     —   —   — W|TH BREAKWATERS 

Figure 4        Offshore breakwaters: physical processes under extreme conditions 

Extreme Conditions 

Under extreme conditions, the breakwaters may be submerged and wave conditions 
will be severe (Figure 4). Without offshore breakwaters under such conditions 
erosion of beaches and dunes can be expected. However, even though the offshore 
breakwaters are submerged, the crest level is still so high that the breakwaters will 
influence the wave conditions. Reduced wave conditions will result in reduced 
erosion of beach and dunes. Depending on the distance of the offshore breakwaters 
relative to the coastline, the resulting cross sectional storm profile of dune and beach 
may reach as far as the breakwaters. The breakwaters then could perform a 
containment function. 

As indicated previously, a disadvantage of offshore breakwaters is that they not only 
prevent natural rehabilitation of the beach (and the dunes) from the seaward side of 
the breakwaters towards the coast, but also due to the reduced wave conditions 
behind the breakwaters from the landward side. 

QUANTITATIVE   DESCRIPTION   OF   THE   IMPACT   OF   OFFSHORE 
BREAKWATERS ON THE DUTCH COAST 

A quantitative assessment of the influence of all these processes on the coastline 
clearly will be difficult let alone inaccurate. This difficulty finds its origin in the 
complexity of the hydraulics and the coastal morphology processes. The current and 



3216 COASTAL ENGINEERING 1994 

wave field between the breakwaters will have a strong two-dimensional effect. 
Generated bed shear stresses, radiation stresses etc. also will vary significantly in a 
horizontal plane. Gradients will not only occur parallel to the coast, but also 
perpendicular to the coast. Currently available coastline models are often one line 
models in which the complex water/sediment/structure interaction has to be included 
in a simple way. Usually only the sheltering of wave action is included in the model 
(Delft Hydraulics 1992, Hanson 1989). Changes of tidal current conditions are 
usually not included. In view of this it was concluded that the available one-line 
models are still limited in predicting shoreline changes with sufficient detail and 
reliability to support the design of offshore breakwater systems. Especially in 
feasibility studies where eventually costs will have to be implemented, a proper 
assessment of remaining nourishments volumes may be the key element of the 
outcome of the study. 

A quantitative assessment of the influence of offshore breakwaters under extreme 
conditions may be made, assuming that under extreme conditions primarily cross 
sectional profile changes occur. With the breakwaters under water, the wave height 
still will be reduced and a reduction in cross sectional erosion may be expected. The 
effects of offshore breakwater on erosion profile development has been studied using 
two cross sectional erosion models (RWS-DWW 1992). The results of this study 
indicated that by applying offshore breakwaters, under extreme conditions a reduction 
in cross sectional erosion is achieved up to a maximum of 30%. 

In view of the previous it appears to be impossible to conclude whether offshore 
breakwaters in The Netherlands would be economically feasible, not knowing the 
beneficial and negative effects of these breakwaters on the protected and adjacent 
coastline. One way to overcome this is to make the economic evaluation based on an 
assumed beneficial effect. 

CROSS SECTIONAL DESIGN OF OFFSHORE BREAKWATERS 

As indicated previously, the offshore breakwaters have been designed as rubble 
mound breakwaters. The influence of water level and wave conditions have been 
taken into account in the design of the breakwaters, as well as the effect of wave 
breaking on the wave height and the wave height distribution. 

A requirement in the breakwater design is the flexibility of the breakwaters. Further 
the breakwaters should not be sensitive to damage (maintenance) nor for excessive 
damage (collapse). To fulfil these requirements, the breakwaters have been designed 
out of one grade of (main) armour, without filter layers and core. Only a 
filterlayer/bottom protection is provided (Figure 5). The advantage of such design is 
that even with large damage, filterlayers and core can not be eroded since these are 
not applied. The porosity of the structure is high, which allows the application of 
relatively small main armour units. Major damage most likely will manifest itself in 
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the form of lowering of the crest. This will reduce the effect of the breakwaters on 
the wave conditions and thus on the coast. However, because of the single grade of 
main armour it would be relatively easy to increase the height again. Similarly 
because of the single grade main armour, extension or shortening the offshore 
breakwaters would be relatively simple. 
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HWS: +1,16 M NAP 

+ 1.25 M NAP  c mm^  IW.U.W                                                            1S    ^....:.. 
:::::::::::::::::::::1V 
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I      M50 = 2000 KG 
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Figure 5        Scheveningen: typical offshore breakwater cross section 

In the design of the breakwaters, the combination of design conditions required the 
breakwaters to be designed as overtopping breakwater and as submerged (reef) 
breakwaters. Applying appropriate design rules (CUR/CIRIA 1991) the cross 
sectional design for the Scheveningen site is presented in Figure 5. Similar designs 
were developed for the Domburg and Callantsoog site. Based on this type of cross 
section a cost estimate for the construction of the breakwater system was established. 

ECONOMIC EVALUATION 

In the economic evaluation of the feasibility of offshore breakwaters in The 
Netherlands three main items have to be taken into account: 

1. What are the present costs for coastline maintenance, i.e. without offshore 
breakwaters? 

2. What are the future costs for coastline maintenance, i.e. with offshore 
breakwaters? 

3. What are the costs for the construction of the breakwaters? 

The evaluation will be illustrated for the Scheveningen location. For the other 
locations a similar approach has been followed. 
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Present costs for coastline maintenance. 

The size of maintenance beach nourishments as executed in the past years 
approximates 70,000 m3/yr. Adopting a unit rate of Dfl 10.00 per m3, the yearly cost 
for beach nourishments for the situation without offshore breakwaters would be Dfl 
700,000. With the length of the nourished beach being in the order of 2000 m, the 
yearly costs amount Dfl. 350.00 per linear meter of coast. These costs refer to the 
nourishments only. (The total yearly maintenance costs of the coastline are much 
higher, taking into account the costs for maintenance of the groynes, the seawall, the 
dunes etc. For these costs a total of Dfl 150.00 per linear meter should be added.) 

Future cost for coastline maintenance. 

The future cost for coastline maintenance depends on the effectiveness of the offshore 
breakwaters to reduce the costs for beach nourishments. Most optimistically would 
be a situation that the offshore breakwaters just counter effect the erosion (no 
remaining nourishments). Most pessimistically would be a situation that still 
additional nourishments would be required, varying from 0% (no additional 
nourishments) to more then 100% (more than currently required). The latter situation 
would develop, if behind the breakwaters sedimentation would take place and in the 
lee side of the breakwater system the nett sediment transport is generated again. With 
the nourishment cost at Dfl 350.00 per linear meter of coast per year, the future cost 
for nourishment may range between Dfl 0.00 and more than Dfl 350.00 depending 
the effectiveness of the offshore breakwater system. 

Cost for breakwater construction 

The capital costs for the breakwater cross section presented in Figure 5 is estimated 
at Dfl 15,000.00 per linear meter of breakwater. The cost per linear meter of coast 
is a function of the breakwater length and the gap width between the breakwaters. 
For the Scheveningen site a gap width - breakwater length ratio of 250/240 (system 
I) and 60/120 (system II) has been used. In the first case the capital costs are approx. 
Dfl 7,350.00 per linear meter of coast and in the second case approx. Dfl. 10,000.00 
per linear meter of coast. 

Comparison 

The final comparison is based on a nett present value calculation for the shore 
protection with and without offshore breakwaters. In this calculation, the effect of 
the offshore breakwater on the coast is expressed in percentage of remaining 
nourishment (0% = no more nourishments, 100% = unchanged nourishment 
volume). The interest rate has been taken at 5% and the calculation period at 30 
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years. At the end of the calculation period, the breakwater rest value is assessed at 
40% of the initial construction cost. Maintenance for the breakwater is 2% per year. 
The results for Scheveningen are presented in Figure 6. This figure indicates that 
both offshore breakwaters schemes proposed for Scheveningen are more expensive 
than beach nourishments only, given the adopted unit rates for breakwater 
construction material, sand etc. 
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systems 

Scheveningen: break even 
NPV 

Using the same nett present value approach, Figure 7 indicates what the cost for 
offshore breakwaters per linear meter of coast may be, assuming the magnitude of 
the remaining beach nourishments, to reach a break even point with beach 
nourishments only. The figure indicates that if the effect of the offshore breakwater 
scheme is small (large remaining nourishments) the breakwater construction cost 
should be small. If the effect is large (small remaining nourishments) the breakwater 
construction costs may be higher. 

Given these break even construction cost and the construction cost per linear meter 
of breakwater (based on Figure 5), the gap width/breakwater length ratio can be 
determined to reach the break even point for an assumed effect of the offshore 
breakwaters on the nourishment (Figure 8). This figure indicates that a reduction of 
the maintenance nourishment to 50% of the present nourishments should be achieved 
with a gap width/breakwater length ratio of approximately 4. With the large gaps 
thus resulting between the breakwaters it is assessed that this can not be achieved. 
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Alternatively, knowing the break even costs for the offshore breakwater scheme, the 
average unit rate for the breakwater construction material has been determined. Using 
the cross sectional profile of Figure 5 and a gap width/breakwater length of 1 the 
average rates are indicated in Figure 9. It should be noted that the average cost for 
the breakwater according Figure 5 is approximately Dfl 187.00 per m3. The results 
indicate that if the effect of the offshore breakwater is large, the breakwaters can be 
constructed of a more expensive material (rock). When the assumed effect of the 
breakwaters is small, the breakwaters should be constructed of a cheap material 
(sand). However in the last situation, the offshore breakwaters are not breakwaters 
any more but offshore sandbanks. Under these situation the morphological processes 
will be quite different compared to statically stable offshore breakwaters. 

EVALUATION 

Often Coastal Zone Management organizations resent the application of repetitive 
beach nourishment as shore protection methodology. This aversion initially is 
generated by the idea that over the years, regular beach nourishments will cost a 
large amount of money. For this reason one tends to take protective measures to 
reduces the losses or even completely stop the erosion of the coast. 

The qualitative evaluation of offshore breakwater schemes executed in this study 
indicates that for ongoing sandy coasts the erosion at the down drift side of the 
offshore breakwater scheme forms an important aspect and an argument to expect 



A COMPARISON 3221 

that even after construction of offshore breakwaters, maintenance nourishments will 
still be required to counter measure this. 

In cases where offshore breakwaters are applied and large storm set-up occur, 
erosion of beach and dunes still can be expected, although the magnitude of the 
erosion will be reduced. Hence in cases where single storms may have a large 
impact, offshore breakwaters will have a mitigating influence on the effect of each 
single event. 

The quantitative assessment of the effect of offshore breakwater schemes on the 
coastline, especially for a hydro-morphological system including currents and waves, 
still appears to be complex. One-line coastline models available to the Consultant 
insufficiently represented this complex hydro-morphological system to supply reliable 
results to support the outcome of this study. 
In that respect initial results of 2-dimensional modelling of offshore breakwater 
schemes show promising results. It is expected that in the future this will allow for 
more physically correct modelling and be the basis for a reliable assessment of the 
quantitative effect of breakwaters on the coast. 

Because of the latter limitation, the economical feasibility study of the application of 
offshore breakwater in Dutch coastal waters has been based on an assumed beneficial 
effect. Rubble mound offshore breakwater do not show to be economically feasible 
with the unit rates for sand and breakwater construction materials as applicable in 
The Netherlands. Offshore breakwaters may become economically attractive when 
the construction cost is reduced. This may be achieved by alternative breakwater 
designs, but this has not been executed in this study. 

Finally, one could argue whether other arguments can be raised to construct offshore 
breakwaters despite the higher cost. Assuming some beneficial effect of the offshore 
breakwater scheme, the average interval between consecutive maintenance 
nourishments will increase, giving to the public the impression that "less money is 
thrown into the water". Secondly, taking into account that the beneficial effect of on 
offshore breakwater scheme is partly counter affected by erosion at the down drift 
side of the breakwater scheme, offshore breakwater may be used to "shift" the 
problem. This can be applied to shift the nourishment activity to less frequently used 
beaches. 
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Abstract 

DELFT HYDRAULICS' morphological model system is applied to the case of Keta 
Lagoon, Ghana; the results are compared with a physical model test carried out 
by DELFT HYDRAULICS in 1982. 

1. Introduction 

Predictions of morphological evolution in a coastal area are of importance in 
many engineering applications. Such predictions have often been made by 
carrying out physical model tests, which are usually very expensive and time- 
consuming, and which may suffer from scale effects. Nowadays, mathematical 
models offer a relatively cheap and efficient way for morphological predictions. 
However, validation of such models requires much attention. 

The objective of this study is to test the coastal area model developed at DELFT 
HYDRAULICS against the measurements from physical model tests and to produce 
results for comparison with other models. 

The study is part of the "G8 Coastal Morphodynamics" research programme, 
which is funded partly by the Commission of the European Communities in the 
framework of the Marine Science and Technology Programme (MAST), under 
contract no. MAS2-CT92-0027. For more background information see De Vriend 
et al. 1992). Details of the present study are described in Walstra (1994). 

2. Morphological model system 

The morphological model system to be tested here is a subset of DELFT HYD- 
RAULICS' system DELFT3D, which has recently been developed in order to allow a 
flexible integration of the models for currents, waves, sediment transport, bottom 
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changes, water quality and ecology. The morphological system contains the first 
four models and a control model. This control model allows the user to prescribe 
any combination of processes and arranges the time-progress of each model and 
possible iterations between models. The models relevant to morphological 
simulations are outlined below: 

Waves 
Stationary multi-directional (short-crested) wave model HISWA (Holthuijsen et 
al., 1989). 

Hydrodynamics 
2D or 3D flow model TRISULA based on the shallow water equations, including 
effects of tides, wind, density currents, waves, spiral motion and turbulence 
models up to k- e ; for morphodynamic computations, a quasi-3D option to 
account for wave-driven cross-shore currents is available. 

Sediment transport 
New model TRANSP, including a sub-model TRSTOT, bed-load and suspended 
load transport according to several formulae, and TRSSUS, a quasi-three-dimen- 
sional advection-diffusion solver for suspended sediment, including temporal and 
spatial lag effects. 

Bottom change 
New model BOTTOM, which contains several explicit schemes of Lax-Wendroff 
type for updating the bathymetry based on the sediment transport field. Options 
for fixed or automatic time-stepping, fixed layers, various boundary conditions. 

The first combination used in this study is similar to that used in the earlier 
MaST intercomparisons, viz. 2DH currents, multi-directional wave propagation 
and Bijker transport model. 

The flow diagram for the combination of models applied in this study is given in 
Figure 1. Starting from an initial bathymetry, a number of wave computations 
covering a tidal cycle are carried out, followed by a run of the flow model which 
includes tidal and wave forcing. The wave and current computations can be 
iterated to account for full wave-current interaction. Sediment transport computa- 
tions are carried out for a number of steps within the tide. The transports are 
averaged over the tidal cycle and the bathymetry is updated based on the residual 
tranport pattern. A very important branch in this scheme is denoted B. Here, the 
discharge pattern is kept constant and (small) bottom changes are assumed to 
affect the current velocity only locally: at a constnt discharge rate, the current 
velocity increases if the depth decreases. This is a reasonable assumption as long 
as the bottom changes are small and leads to an enormous reduction in computa- 
tional cost. Typically, 20-40 so-called continuity correction steps can be taken in 
between full hydrodynamic runs (branch A). 
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Figure 1. Flow diagram of morphological model system. 

3. Test case 

The town of Keta is situated in the south-east of Ghana, near the delta of the 
Volta River, and was built on a narrow sand ridge between the Gulf of Guinee 
and the Keta Lagoon. In past years Keta Town has suffered much from erosion, 
which attacked the heart of the town and destroyed a great number of houses. 

Beside the great threat from the sea the main problem for the inhabitants of Keta 
is the lack of land at a sufficiently high level to enable them to construct their 
houses safe from the lagoon floods. The Keta Lagoon, with an area of 300 square 
kilometres, collects the run-off from a large catchment area. From the lagoon the 
excess water may find its way to the sea through a long winding channel towards 
the mouth of the Volta River. Most of it however evaporates during the dry 
season. In very wet years, the lagoon water level becomes so high that houses 
and crops on the lagoon side of the sand ridge are inundated. In the years 1963 
and 1968 the situation was considered dangerous and a small cut was made in the 
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sand ridge. In both cases the excess water was discharged successfully into the 
sea, forming however, a tidal inlet of considerable capacity by scouring due to 
high lagoon levels (see Fig. 2). Consequently, traffic to and from Keta was 
interrupted. 

Figure 2. Situation at Keta (with 1968/1969 breach) 

4. Physical model study 

A physical (movable-bed) model study was carried out at DELFT HYDRAULICS in 
1982 (Delft Hydraulics Laboratory, 1982). The aim of this physical model study 
was to investigate the possible stabilization of the lagoon outfall and to determine 
the most favourable layout of the outfall structure. The model has been calibrated 
by reproducing the conditions which occurred in 1963 and 1969. 

In the model, a dyke was built separating the lagoon from the sea. At the sea- 
side, a uniform beach profile was applied. The bottom of the lagoon was horizon- 
tal. The sea and the lagoon were connected by a straight channel. 

At the sea boundary, irregular waves were generated by means of a paddle-type 
wave generator at an angle of 15° to the coastline. In addition to the waves, two 
phases of steady current were generated with a water circulating system, repre- 
senting an ebb and a flood respectively. 
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In the tests, measurements were made of the initial and final bed topography. 
A summary of the parameters used in the physical model is given below. 

Physical model descrip- 
tion 

Model scales horizontal 36 
vertical 28 

Model size 30 m by 30 m 

Bathymetry beach profile:           1:15, depth 0 m to 0.125 m 
1:45, depth .125 m to .28 m 

inlet channel:            depth 0.19 m, width 2.4 m, 
1:4 slopes 

lagoon:                     flat, depth 0.07 m 

Waves irregular wave height Hs=0.07 m, Tp = 1.5 s, 15° 
to coastline 

Currents ebb/flood, cycle time 2 hr 30 min. 
additional littoral drift (magnitude unknown) 

Sediment D50=0.21 mm, D35=0.19 mm 

Test duration 75 hr 

Measurements bottom topography with intervals 1 m by 0.25 m 
no wave measurements 
no current measurements 

Programs Two sets of tests with different tidal discharges 
through the channel. Test case used here TO-3 

5. Set-up of the numerical model 

Since it is difficult to exactly reconstruct the physical model in the numerical 
model, a different approach was chosen: given the same prototype data that were 
used to schematise the physical model, a new schematisation was made for the 
numerical model. Prototype scale was used for the numerical model. It covers an 
area of 1500 m longshore by 1100 m cross-shore. A rectangular grid was used, 
initially with a uniform grid size of 15 m by 15 m and approximately 6500 active 
points. The first computations showed that the resolution at the channel entrance 
was rather poor with this grid, and consequently a variable grid size was applied, 
with cell widths ranging from 30 m in the lagoon and deep water to 5 m near the 
entrance. The bathymetry was obtained by scaling the physical model back to 
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prototype scale. Prototype scale significant wave height is 1.96 m, peak period is 
8 s. 

A tidal movement was assumed at the sea boundary, which is perpendicular to the 
coastline with a tidal range of 0.98 m. The tidal movement was described with 
the water level variation at the sea boundary. For simplicity, a sinusoidal vari- 
ation was assumed with a period of 12 hr 30 min. The tidal data are primarily 
based on the field observations (mean tide). In the physical model, the tidal 
movement was schematized into an ebb and a flood phase each lasting for 1 hr. 
Inside the lagoon, the water level variations are very small (0.03 to 0.06 m) 
according to the field observations. Thus at the lagoon boundary (western, 
northern and eastern sides), the water level is assumed to be constant, i.e. at 
Mean Sea Level. Both lateral boundaries are prescribed as current boundaries. 
The current is the computed longshore current on a uniform beach, with a 
varying water level. All boundary conditions 

The bed material chosen for the model has a uniform size distribution at all 
locations in the model. The characteristics of the material are: D50 = 0.54 mm 
(with fall velocity of 0.0785 m/s), D35 = 0.30 mm. A uniform roughness height 
of 0.1 m is assumed; the enhancement of bottom friction by waves is modelled 
using the Bijker approach. 

Other characteristics are: g=9.81 m/s2, density of sea water 1030 kg/m3, 
turbulent viscosity 2 m2/s and no Coriolis force. 

6. Results 

Figure 2 shows the initial bathymetry. The beach has a bed slope of 2% and 
connects the sea side area with an area of uniform water depth of 8 meter. The 
channel has a width of approximately 130 meters, the length of the channel is 250 
meter and its depth is 5.4 meters below MSL. The sand ridge has a maximum 
height of 3.60 m above MSL. 

Per hydrodynamic run, three wave computations were carried out to represent the 
tidal variation (LW, MSL and HW). after which the current model was run for 
1.5 tidal cycle. Here, the wave forces were obtained by linear interpolation. 
Comparison with results for more wave runs per tide showed no significant 
differences. 
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Figure 3. Initial bathymetry in numerical model. 
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Figure 4. Wave height patterns near the entrance, High Water and Low Water. 
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In Figure 4, the initial Hrms wave height patterns for high water (HW) and low 
water (LW) are shown. The main effect of the water level variation is a horizon- 
tal shifting of the pattern. The effect of the current on the wave height pattern 
was investigated in trial runs and found to be significant. However, in order to 
reduce the complexity of the morphodynamic problem, this aspect was not taken 
into account further. 

100        200        300        400 

scale 1 cm =5 m/s 

1000       1100      1200      1300      1400      1500 

Figure 5. Current pattern at LW. 

From trial runs without tidal variation it was clear that the wave-induced set-up 
forces a nett discharge into the lagoon. Though this may happen initially, in 
reality the lagoon will fill up until an equilibrium is reached. Through iteration 
the correct water level increase in the lagoon was found to be 0.091 m; with this 
mean level inside, the nett discharge through the channel was very close to zero. 
The boundary conditions in the lagoon were adjusted accordingly. 

In Figures 5, 6 and 7 the current pattern is shown at LW, MSL and HW respect- 
ively. In all three cases the wave-driven longshore current is evident. During LW 
there is a strong ebb current which is forced sideways by the longshore current. 
The MSL phase shows mainly the longshore current and local effects of the 
channel. During flood, the longshore current accelerates towards the channel on 
the upstream side, whereas it is suppressed on the downstream side. 
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Figure 6. Current pattern at MSL. 
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Figure 7. Current pattern at HW. 
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The above results were obtained for the original coarse grid and showed a rather 
poor resolution at the entrance of the channel. For further computations, a much 
finer grid was applied, as is shown in Figure 8 for the velocity at MSL. 

100   200   300   400   500   600   700   800   900   1000  1100  1200  1300  1400  1500 

scale 1 cm = 5 m/s 

Figure 8. Current pattern at MSL, locally refined grid. 

Sediment transport computations were carried out at 15 min. intervals; the 
sediment transports were averaged over a tidal cycle. 

Morphodynamic computations were made using the tide-averaged transport 
patterns, since the morphological time scale of interest was much larger than the 
tidal period. However, for numerical reasons, a morphological time step in the 
order of 0.5-1.0 hour was used in the run presented here. The time step was 
computed automatically based on a Courant number criterion. Twenty steps using 
continuity correction were taken before each full hydrodynamic update. Results 
indicate that the number of intermediate steps may be increased further, since no 
shocks are evident in the time-evolution of the bottom. 
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Figure 9. Tide-averaged sediment transport on updated bathymetry after 5 tides. 
Detail near entrance. 
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Figure 10. Computed bathymetry after 5 tides. 
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t-0 Initial profile 

t- 60.25 hours 

Figure 11. Development of longshore profile at Y = 420 m 

In Figure 10, the computed bathymetry after 5 tides is shown. Clearly, the 
channel moves sideways due to the longshore current. The upstream part of the 
channel is accreting, whereas the downstream part erodes. This is further 
illustrated by Figure 11, which shows the evolution of the longshore profile at Y 
= 420 m. 

In Figure 12, the computed bed level changes are shown. For comparison, the 
bed level changes obtained in the physical model test are shown in Figure 13. In 
view of many uncertainties related to the actual conditions in the physical model 
and in view of scale effects, a quantitative comparison is not possible. However, 
a qualitative assessment can be made. 

The accretion on the upstream (left-hand) part of the channel is reproduced in the 
numerical model. Also, the erosion on the downstream (right-hand) side and the 
deposition due to the ebb current are represented in the model. 

The morphological development in the physical model has progressed much 
further than that in the numerical model. The time span modelled in the physical 
model is meant to represent approx. half a year, whereas the numerical model has 
not progressed beyond some days. The reasons for this will be discussed in the 
next Section. 
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Figure 12. Computed bed level changes after 5 tides. 
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Figure 13. Bed level changes measured in physical model. 
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7. Discussion 

The results presented so far are encouraging in the sense that important aspects of 
a complex morphodynamic system can be represented in a computer model. 
Problems of informatics and numerical stability have been dealt with to the point 
where we can again focus on the physical aspects. 

An important phenomenon which has to be represented is the erosion of the dry 
beach. The model has to be able to deal with this in order to be able to describe 
the actual migration of the inlet. To achieve this, an "avalanching" mechanism 
must be included in some way. Here a problem to be solved is the fact that the 
very steep slopes that occur in reality cannot be modelled even in a very fine grid 
such as was applied here. A more general "slope term" may be the solution. 
Experiments using such a slope term have not yet yielded the desired effect in 
this case. 

Another important aspect is wave-current interaction. Up till now, we have only 
applied the wave effect on the current in these computations; the current refrac- 
tion effect is important in this case and will be further investigated. 

The effect of waves on the current profile (undertow) and on the bed load 
transport (wave asymmetry effects) is significant, since a considerable part of the 
erosion in the physical model is due to cross-shore transport. A quasi-3D 
approach has been implemented and is currently under investigation. 

Once a workable mechanism for eroding the dry beach has been established, the 
problems of running the model over longer time-scales will be reduced, and 
making predictions on a time-scale of interest to engineers will be quite feasible. 
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CHAPTER 233 

Cost-benefit analysis of Shore Protection Investments 

Luis Felipe Vila Ruiz(1) 

Fernando Bernaldo de Quiros(2> 

Subject 2:  Coastal processes: Shore protection 

0.- Abstract 

The paper describes the methodology established in Spain to assess 
shore protection investments. The method consists of two phases: a pre-assessment 
based on physical and economic indicators and an assessment in which the 
financial, economic and social appraisals are estimated using cost-benefit analysis 
techniques. 

The paper also contains the preparatory works to create a data-base 
necessary to establish a demand-modelling. 

1.- Introduction 

The Spanish coastline is 7,883 km long, and stretches along 10 of 
the country's 17 Autonomous Communities. 4,990 km correspond to the Peninsula 
and 2,893 km to the Balearic and Canary archipelagos and to Ceuta and Melilla. 

The 478 coastal towns have a permanent population of 14 million 
inhabitants, approximately 35% of the population of Spain, in a 36,252 km2 area, 
7.2% of the total area. This means that in the coastal towns, population density is 
5 times greater than the national average. 

(1) Asesor del Director General de Costas. Ministerio de Obras Publicas, 
Transportes y Medio Ambiente. P° Castellana, 67 - 28046 Madrid (Espana) 

(2) Presidente de TEMA GRUPO CONSULTOR,S.A. Avda. de America, 
n° 37, la planta - 28002 Madrid (Espana). 

3237 



3238 COASTAL ENGINEERING 1994 

It is estimated that international tourism will bring 60,000,000 
visitors and about 40,000,000 tourists to Spain in 1994. The majority of this 
tourism (over 80%) is conventional sun and beach tourism. If national tourism is 
added to this conventional international tourism, the conclusion is, that in the peak 
period, population density in the coastal areas is 1,000 inhabit/km2, about 12.5 
times the national average. 

Tourist production in Spain comprises between 8% and 9% of the 
GNP. 

Various reasons, among them town-planning pressure from fixed 
population settlements and the need to provide the coastal area with sufficient 
tourist capacity, have meant that between 1960 and 1980 the Spanish coast has 
rapidly deteriorated. 

This deterioration and greater awareness of the population to 
environmental issues has created a desire to change the existing situation, by 
establishing a shore protection policy and regeneration of the already deteriorated 
shore, so that current and future generations will benefit, (sustainable development) 
and so that the quality of the environment is improved. 

This desire for a change has been reflected in various actions. 

- More and more shore investments, which have gone up from 225 
million pesetas in 1979 to 19,766 million pesetas in 1993. (FIGURE 1) 

- The enactment of a new Coast Law in 1988, which in the 
explanatory preamble stated: "Apart from a clash of interests on many occasions 
for land and sea public property, the overriding idea of this law is twofold: To 
guarantee its public character and conserve its natural characteristics by reconciling 
development demands with protection requirements." 

- Preparation of an analysis, planning and appraisal method on sh- 
ore investments from 1987. 

- Writing of a 1993-1997 Coast plan. 

The basic aim of the present document, is to describe the studies 
which the National Coast Office has conducted in recent years to rationalise 
planning and shore investment appraisal, so that, as mentioned earlier, sustainable 
development is maintained and shore protection and cost-effectiveness of 
investments is ensured. 
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Figure 1. Investment evolution at the coast 

2.- Description of the Cost-Benefit Analysis Method of Shore Protection and 
Utilisation 

There were various reasons for establishing a method for appraising 
shore investments, in line with other public sector investments. 

• A sharp rise in shore investments from 1983. 

• Achievement of a rational and uniform method for comparing and 
selecting shore investments, since the financing of these investments compete with 
others also within the realms of the Budget. 

• Correct sizing of the investments to be undertaken and determina- 
tion of their order of priority, according to the benefit expected. 

• Promotion of natural resources development in the shore environ- 
ment, deteriorated in some areas, as a major factor in the economic development 
of the adjoining areas. 
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• Protection of the coastal environment and its regeneration in 
deteriorated areas. 

This method has been developed in various studies, some theoretical, 
and others practical, with the compilation of basic information. The main studies 
are summarised below. 

2.1.- The Manual on investment appraisal 

In 1987, the first study was prepared "Study on the appraisal of the 
social and economic effect of investments". This study, theoretical in nature, began 
with a bibliographical search and it showed that there were hardly any records on 
this type of work. Using the scant references found and the basic principles of 
optimal resource allocation, the fundamental guidelines were drawn up for a shore 
appraisal investment methodology. 

In 1989, and taking as the starting point the results from the 
previous study, a "Manual on shore investment appraisal" was written. 

In this Manual three types of appraisals were established: 

- Financial appraisal: It quantifies the effects of shore investments 
on public sector revenue and expenditure, as promoting the area of public land and 
sea property. 

The most relevant items of cost and revenue are considered to be: 

• On the cost side, are land cost, investment cost and variations in 
conservation and operating costs between situations "with and 
without" investment. 

• On the revenue side, are the variations which occur with the 
collection of taxes for economic activity between the two afore- 
mentioned situations, as well as the variation in revenue from the 
Administration's operating of public services. 

In order to calculate revenue and expenditure variations, it is 
necessary to estimate the number of users of coastal facilities, using mathematical 
models to forecast demand, and average expenditure per user on the various 
facilities. 

In the financial appraisal, costs and revenue are assessed at market 
prices. Comparison of revenue and cost flows, for the time interval under analysis, 
means that traditional cost-effective investment appraisal indicators can be 
established, using the updating technique: updated net benefit, cost-benefit ratio, 
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internal rate of return, etc. 

- Economic appraisal: Generally, in this appraisal the viewpoint 
adopted is that of the community. Therefore, the main effects under consideration 
are: 

• As benefits, variation of user and business surpluses between the 
situations "with and without". The main components of user surplus are the 
variations in the level of satisfaction as a result of the variation in quality and 
capacity of the beach (or the coast, in general) installations and facilities, variation 
in security and possible improvement in accessibility. 

The business surplus is calculated for all the agents concerned and, 
in particular, for building Companies in the investment execution phase, and for 
service-lending Companies and owners of property or premises revalued by the 
investment, in the operating phase. 

Cost components are basically the same as the financial appraisal 
components, although it has to be borne in mind that in the economic appraisal 
resource prices must be assessed in terms of opportunity cost, or in terms of the 
highest value than at the moment of analysis which could result from alternative 
use of these resources. This requires the corresponding adjustments of market 
prices and, in particular, removal of taxes which are only transfers between 
economic agents. 

As for the financial appraisal, the habitual cost-effective indicators 
can be obtained in the economic appraisal. 

- Social appraisal: This appraisal aims to measure what each 
investment project contributes to the general social aims. The most important of 
these aims are the following: 

• Generation of employment, both in the investment execution 
phase and the operating phase. 

• Redistribution of income. This effect can be considered as giving 
a greater weight to the benefits perceived or the costs borne by the lowest income 
groups, establishing weighting coefficients for different income levels. 

• Protection and environmental improvement. The following can 
be considered: 

..    quantifying possible harmful effects of investment by the 
cost of the measures essential for avoiding them, 
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.. estimating the cost of other alternative and essential actions 
for achieving the same beneficial effects on the environment 
which, in this instance, stem from the shore investments 
under analysis, or 

.. giving a monetary reference value to the property to be 
protected or improved (for example, monetary value 
attributable to a hectare of dunes or marshes). 

2.2.- Database of beach supply and demand 

The systematic application of an investment appraisal process on 
shore protection and utilisation requires, as has already been stated, other 
information such us: 

and 
- calculation of the demand for coastal installations and facilities 

- estimation of user unit expenditure. 

This information is absolutely essential for investment in beaches. 

For this reason, when the Method and Manual on shore investment 
appraisal had been prepared, a Plan for recording data and surveys was establis- 
hed, with the intention of achieving a time series which would facilitate the 
aforementioned estimates for different situations. 

This campaign for recording data has been developed during 1990, 
1992, 1993 and 1994 and a computing device has been designed for the inclusion 
and processing of annual data in order to have a sufficiently reliable chronological 
sequence. 

The information collected every year is basically threefold: 

- Number of beach users. Counts are done on a sample of beaches 
on working days, Saturdays and holidays, chosen randomly during the summer 
months (normally July, August and September). 

- Characteristics and user behaviour patterns. Surveys are 
conducted, during the summer months, to a sample of users, who are asked for 
details on: nationality, length of stay, type of accommodation, length of time and 
means of transport from the summer abode to the beach, frequency of beach use, 
rating of beach quality, income group, amount spent on the main items (accommo- 
dation, beach services, transport, etc). 

- Data on beach supply. These data refer to: 
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• Natural characteristics of the beach and its surroundings: beach 
plan, length, width, area, slope, sand type, quality of the water, 
rainfall, average temperature, wind system, sunshine hours, etc. 

• Beach installations: Showers, changing rooms, WCs, sunbeds, 
parasols, promenade, car parks, etc. 

• Town facilities: Town plan, hotel and other accommodation 
capacity, restaurants, bars, scenic view and surroundings, 
entertainment and recreation facilities, etc. 

2.3.- Modelling of user demand 

The models which have been used to explain the current demand for 
beach use and, mainly, to estimate future users for various beach characteristics 
and facilities include three types of variables: 

- Variables representing beach characteristics. 
- Variables measuring potential users. 
- Friction variables, linked to the cost and the time it takes to get 

from the summer abode to the beach. 

a) As regards the variables representing beach characteristics, on the 
one hand, ratings have been included on the beaches from the surveys to users and 
on the other hand, general beach characteristics have been included. The latter 
could possibly affect rating: length, width, promenade length, sand quality, number 
of showers, WCs, parasols, changing rooms, etc. 

To avoid constantly having to conduct surveys to users on beach 
rating, for every possible investment study, and since it is impossible to conduct 
surveys on hypothetical future situations of the beach in question, preparation of 
a mathematical model beforehand has been considered instrumental for rating the 
beach. The dependent variable has been taken as the rating given by users to the 
beaches under study and independent variables as the general beach characteristics 
mentioned above. 

After various trials and errors, the adjusted model corresponded to 
the formula: 

R = e1'4973 x Wid0-•92* x Prom0-•*99 x Nat0-30*3 x JTC0-008848 

where: 
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R = beach rating 
Wid = average width of the beach, in metres 
Prom = quotient of the length of the promenade by the length of the beach 
Nat = sand nature and quality (1, 2 or 3) 
WC = no. of WCs per km of beach, with a correlation coefficient r = 0.82 

b) Consideration of variables representing potential users has meant 
it has been advisable to conduct two model demand groups: 

- for permanent resident demand, the representative variable has 
been taken as the population of adjoining towns, 

- for tourist demand, the variable of hotel and other accommoda- 
tion beds on offer multiplied by the occupation rate has been considered. 

c) Inclusion of variables representing the cost of accessibility to the 
beach, as a dissuasive factor forces the models to be adjusted in line with the 
resident population, or the variable of hotel and other accommodation beds 
multiplied by the occupation rate, according to distance intervals, giving each 
interval an average value. 

Bearing in mind these considerations, the adjusted models 
correspond to the formulae: 

- For resident users: 

U = 0,9385 x P0-753'1 x /?1-19506 x j?0'51139 

For habitual non-resident tourists: 

U = 1,5018 x if25030 x tf3'82106 x D 

In these formulae, 

U =   no. of users on an average day of the season considered. 
P  =   resident population, in the distance interval of D average 

value. 
D =   average value of each distance interval considered,  in 

metres. 
R =   beach rating, according to the model mentioned in section 

a). 
Pt =   hotel and other accommodation places multiplied by the 

occupation rate. 
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The correlation coefficients are low in both cases, r = 0.64 for 
residents and r = 0.58 for tourists. Better results can be obtained by breaking 
down the models into: months, beach type, working days, Saturdays or holidays, 
etc. However, not enough data on the chronological sequence available meant these 
breakdowns could not be done in 1992 when these models were adjusted. 
Currently, we have the 1993 data and, shortly, we shall be having the 1994 data, 
then it will be possible to readjust and break down the models. 

In addition to this readjustment, the models need to be made more 
sophisticated, so that it is possible to determine where new users have come from 
for the additional demand in response to improved beach characteristics and 
services. User type distinction is as follows: 

- "Generated" users, that is to say, who previously did not use any 
other beach. 

- "Captivated" users from another overcrowded national beach. 
- "Captivated"users from a non-overcrowded national beach. 
- "Captivated" users from other foreign beaches. 

In fact, this distinction is vital, for financial, economic and social 
appraisals. It can be done, either by breaking down the models further into 
generated or captivated user type, or by developing a global model for analysing 
user deviation among the group of competing beaches. This is a line of research 
to pursue, coupled with extension of the supply and demand Database chronologi- 
cal sequence. 

2.4.- The determination of planning indicators 

Application of the appraisal method established in this Manual, on 
the one hand, is aimed mainly at beach investments and, on the other hand, 
requires a technical project of the actions to be conducted and a relatively laborious 
appraisal process, especially while there is no database for a sufficient number of 
years. 

All this implies costs and analysis time which would be unjustified 
if, in the end, the investment were not considered to be financially, economically 
or socially profitable. This risk will tend to be even greater where the most 
obvious cost effectiveness investments have already been made. 

Therefore, a study is currently being developed for designing a set 
of indicators with the following aims: 

•   to have a rapid appraisal tool in keeping with the Manual, 
although less polished, 



3246 COASTAL ENGINEERING 1994 

• to compare "grosso modo" alternative actions, 
• to establish acceptable investment ceilings for various types of 

actions, 
• to establish criteria and prepare indicators for measuring 

variation in user "satisfaction", as a result of various actions on 
the coast, 

• to include measures of the effects on protection and improvement 
of the environment, 

• to establish indicators not only for beach actions but for the rest 
of the shore. 

With this in mind, a preliminary list of types of actions has been 
prepared for: beach regeneration, building of promenades, building of paths for 
coastal areas difficult to get to, protection of wall enclosures, protection and 
regeneration of dunes, building of seawalks, protection of cliffs, installation of 
recreation areas, preparation of areas for shallow or underwater fishing, water 
sports facilities, etc. 

For each of these actions, the basic and ancillary aims pursued will 
be established and depending on these aims, the indicators for measuring their level 
of achievement will be prepared. 

Since the study is still in the execution phase, it is not possible, for 
the time being, to advance any results. However, the intention is to establish a 
double entry matrix for action and aim typology, and the indicators to be calculated 
are defined in each intersected box in order to measure physical or monetary 
contribution of each type of action to each specific aim. Considerable effort is 
being given to defining the aims precisely so that it is possible to quantify the level 
of achievement. 

For monetary indicators, average unit values will be established for 
each type of action and effect which can be assessed in monetary terms. 

It is thought that the preliminary appraisal process should be 
completed by applying a multicriteria appraisal method in order to achieve an 
operating synthesis. 

2.5.- Theoretical scheme of the shore action planning process 

Bearing in mind the studies conducted, experience obtained and the 
works in progress, a theoretical scheme of the shore action investment planning 
process could be the one represented in the following chart. (FIGURE 2) 
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Timing 

Plan appraisal 

Figure 2 

This chart illustrates that, beginning with political criteria and aims 
and knowledge of the shore, a relatively extensive inventory of possible shore 
actions can be established. 

A pre-appraisal process is applied to this inventory, based on the 
establishment of indicators, and definitions of actions from a previous study. As 
a result of this pre-appraisal, a set of actions, probably viable from a technical and 
economical point of view, are selected and these are thoroughly analysed and 
appraised and the other remaining actions are discarded. 



3248 COASTAL ENGINEERING 1994 

In the final appraisal phase, those actions selected in the first 
instance are defined more precisely by preparing the corresponding preliminary 
project and, the appraisal is made using the information in this preliminary project 
and the appraisal method in the Manual on shore investments is followed. The 
corresponding building projects are drawn up for the actions selected in the second 
phase and the execution of these projects are scheduled depending on their order 
of priority. 

3.- Some actions implemented and Cost-Efective values obtained 

Below are some examples of actions which have been implemented 
or are in progress, and the basic features of these actions and the cost-effective 
values obtained. 

-   Regeneration of the Pedralejo beach (Malaga) 
Located in a modest district in the east of Malaga, with houses close 

to the sea. The beach has been regenerated with two free-standing breakwaters, 
two breakwaters in a Y shape and a breakwater with a flap to the west, and sand 
has been brought in. The already existing small fishing houses have been 
considerably revalued. 

Investment: 489 million pesetas (M pt), at market prices 
Financial appraisal: Updated net profit UNP = 71 M pt. 
Cost-Benefit Ratio     C/B = 1.15   Internal Rate of Return IRR = 7.37% 
Economic appraisal:  UNP = 1,322 Mpt   C/B = 3.7     IRR = 42.7% 
Social appraisal:    UNP = 1,496 Mpt   C/B = 4.06       IRR = 50.30% 

- Regeneration of the Maresme: PremM del Mar-Mongat 
(Barcelona^ 

The beach has virtually disappeared with the building of the Port of 
Arenys del Mar. Regeneration of the beach, about 7 km long, has consisted of 
building a breakwater and bringing in about two million m3 of sand. 

Investment:  972 millon pesetas (M pt), at market prices 
Financial appraisal:  Updated net profit UNP = 238 M pt. 
Cost-Benefit Ratio      C/B = 1.25 Internal rate of return IRR = 8.63% 
Economic appraisal:   UNP = 2,314 Mpt C/B = 3.38 IRR = 29.01% 
Social appraisal: UNP = 2,678 Mpt C/B = 3.75 IRR = 33.45% 
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-   Regeneration of Magalluf beach (Baleares) 
Located at the western end of the bay of Palma de Mallorca, with an 

impressive hotel infrastructure, which causes massive overcrowding on this narrow 
stretch of beach. 

136,000 m3 of sand were brought in to a cove between two projections 
and naturally protected from the force of the waves by an existing island. 

Investment:   176 millon pesetas (Mpt), at market prices 
Financial appraisal:  Updated net profit UNP = 3656 Mpt. 
Cost-Benefit Ratio     C/B = 21.78 Internal Rate of Return IRR = 122.02% 
Economic appraisal:   UNP = 8,442 Mpt C/B = 48.97 IRR = 248.1% 
Social appraisal: UNP = 7,991 Mpt C/B = 46.41 IRR = 241.7% 

-   Regeneration of La Laja beach (Las Palmas de Gran Canada) 
The aim of this regeneration is to provide Las Palmas with a beach for 

decongestion of Las Canteras beach. This has consisted of building two dikes, 
tipping 400,000 m3 of sand, remodelling a promenade for cars and building a 
complex with cafeteria and public conveniences. 

Investment:   835 millon pesetas (Mpt), at market prices 
Financial appraisal:  Updated net profit UNP = -848 Mpt. 
Cost-Benefit Ratio     C/B = -0.02 Internal rate of return IRR = -11.04% 
Economic appraisal:   UNP = -272 Mpt   C/B = 0.67 IRR = 1.53% 
Social appraisal: UNP = 37.2 Mpt   C/B = 1,04 IRR = 6.59% 

-   Regeneration of the Gross beach in San Sebastian (Guipuzcoa) 
The aim is to provide the Gross district in San Sebastian with a stable 

beach, even at high tide, in order to reduce overcrowding on La Concha and 
Ondarreta beaches. Actions have consisted of prolonging the channelling of the 
River Urumea, the tipping 1,100,000 m3 of sand and building a promenade and 
beach services. The regenerated length is about 900 m. 

Investment: 2,773 millon pesetas (Mpt), at market prices 
Financial appraisal:  Updated net profit UNP = 684 Mpt. 
Cost-Benefit Ratio C/B = 1.25       Internal rate of return IRR = 9.03% 
Economic appraisal:   UNP = 4,833Mpt   C/B = 2.74 IRR = 27.45% 
Social appraisal: UNP = 4,833Mpt   C/B = 2.74 IRR = 27.45% 
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-   Regeneration of the stretch of the shore Peniscola-Benicarl6 
This has consisted of extending the current 1,800 m of beach next to the 

town of Pefiiscola towards the north, as far as Benicarlo. It is about 6 km long and 
about 70 m wide. Planned actions are: reinforcement of the coastline, building a 
promenade, detour of the road towards the interior and tipping of sand. 

Investment:  3,391 millon pesetas (Mpt), at market prices 
Financial appraisal:  Updated net profit UNP = 4,572 
Cost-Benefit Ratio     C/B = 2.35   Internal Rate of Return IRR = 17.46% 
Economic appraisal:   UNP = 13,399       C/B = 4.95 IRR = 37.85% 
Social appraisal: UNP = 16,160       C/B = 5.77 IRR = 43.59% 
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of Wadden Sea areas 
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Abstract 

Climate changes could lead to remarkable changes of 
boundary conditions with respect to the interactions 
between hydrodynamics and morphology. This would impact 
especially coastal areas with movable beds like the 
Wadden Sea of the Southern North Sea. Therefore 
applicable tools for a prediction of morphodynamical 
development due to changing conditions are demanded. The 
German-Dutch research project "Morphological development 
of the Wadden Sea. region with special emphasis of the 
impact of an increasing relative sea level rise - WADE" 
deals with the described problem by developing suitable 
conceptual morphodynamic models. An essential part of 
these models is parametrization. Empirical investigations 
were carried out for different tidal basins of the German 
Wadden Sea leading to parameters which describe and 
quantify the interactions between hydrological impacts 
and morphological responses. The gained results had been 
applied to a case study based on an empirical model. 

Introduction 

The German Wadden Sea consists of barrier islands, 
tidal basins and salt marshes which is important with 
respect to several ecological and economical aspects. 
Viewing the ecology, it is a consistent system of highly 
specialized flora and fauna. Beyond the actual 
geographical extension it is a remarkable resting- and 

1Research engineer, Dipl.-Ing. 
2Director, Dr.-Ing. 
Coastal Research Station (CRS) of the Lower Saxonian 
Central State Board for Ecology, An der Miihle 5, D-26548 
Norderney/Germany 
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breeding-ground for migrating birds. Economically it 
represents a main component of the coastal defence system 
by which the islands and the low lying parts of the 
marshland are protected. The Wadden Sea is also used for 
fishery and recreational means. 

The goal of the investigations is to answer the 
critical question how tidal basins (tidal flat areas) 
will be influenced by changing hydrological and 
morphological boundary conditions and whether they will 
be able to keep pace with an accelerated relative sea 
level rise. 

Therefore, a converted version of the model by 
Van Dongeren & de Vriend (1994) has been applied to 
predict the longterm behaviour of tidal basins. This 
empirical conceptual morphodynamical model needs 
parametrizations of the hydrographical and the 
morphological boundary conditions and their physical 
interactions. The paper deals with these parametrizations 
(tidal basins in total and as hierarchically systems of 
subareas) by empirical functions which are based on 
statistical analyses. 

Investigation area 

The investigations have been carried out for two 
study areas along the German coast of the North Sea: The 
"East Frisian Wadden Sea"  and the "Bay of Dithmarschen". 

The East Frisian Wadden Sea extends about 80 km from 
the west (Osterems)   to the east (Harle)   see Fig. 1. 

North Sea 

tidal basin 
subsystem 

intake area boundary 

Germany 
(Lower Saxony) 

Fig. 1 East Frisian Wadden Sea with islands, tidal 
inlets, basins and subsystem-areas (1990) 
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It covers an area of about 800 km2 between the 
mainland and its barrier islands. The East Frisian Wadden 
Sea contains 6 tidal inlets with the connected tidal 
basins. Each basin (intertidal catchment area) is divided 
into several "hierarchical subsystems", limited by the 
area boundaries. 

The Bay of 
Dithmarschen is 
located in front of 
"Schleswig-Holstein" 
It is an open single 
tidal basin (Fig. 
2). In 1972 and 1978 
parts of the bay had 
been reclaimed: by 
the enclosure in 
1972 about 11.5 km2 

in the southern part 
and in 1978 about 
21.5 km2 in the nor- 
thern part. Before 
1972 the area covers 
about 200 km2; it 
has been divided 
into "subsystems" - 
see Fig. 2. 

Germany 
(Schleswig-Holstein) 

5 km 

Fig. 2 Bay of Dithmarschen with 
hierarchical subsystems (1969) 

Both investigation areas are characterized by 
semidiurnal tides propagating east- respectively north- 
wards along the coast. According to Hayes (1975) the 
areas can be classified as tide-dominated and high- 
mesotidal (the medium tidal range for the East Frisian- 
area is about 2.50 m; that for the Dithmarschen-bay is 
about 3.3 0 m) . The significant mean wave hights 
(offshore) induced by the predominand wind out of the 
western sector are in the range of 1.0 m. Fresh water run 
off or discharges by sluices are negligible. 

Data sets 

The basis-data for the investigations of the East 
Frisian Wadden Sea are the three topography surveys from 
1960, 1975 and 1990. The calculations for the Bay of 
Dithmarschen are based on 9 surveys carried out between 
1942 and 1990. The density of data is very high and 
detailed. 

The investigations have been executed by using a 
Geographic Information System (GIS, Arclnfo by ESRI•) 
(Liebig, 1993). The topographical data of the study areas 
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were implemented by digitizing maps. All parameters have 
been calculated with this database as geometrical 
quantities. 

Parametrization 

Within the scope of these investigations the para- 
metrizations for the tidal basins and the subsystems were 
restricted to areas, volumes and a characteristic height 
describing the geometrical structure inside a tidal 
basin. In a further step it is desirable to include a 
parameter which describe the impact of the wave climate. 

The extension of the areas for parametrization have 
been fixed by the intersecting lines between the actual 
topography and horizontal reference levels. The reference 
levels have been defined as horizontal planes. Exemplary 
calculations showed, that the error between horizontal 
and inclined planes are less than 1%. The reference 
levels are the mean high water (MHW) , mean low water 
(MLW) and the German ordnance-datum (NN) which 
approximately corresponds with the MSL for the German 
Bight. The mean values have been calculated over the last 
five years before the survey. Missing data have been 
completed by using correlations between adjacent gauges. 

With respect to the hierarchy of the subsystem 
structure the investigated functions were also checked 
for small areas. In general the scattering increases with 
decreasing size of the area. When subsystems are located 
close to the coastline, than the characteristics (tide- 
or wave-dominated) can be affected by tides or waves. The 
characteristics of subsystems may be influenced by 
anthropogenic changes of the boundaries, especially by 
land reclamation means - see Bay of Dithmarschen. 

The spatial dimension (6 & 1 tidal inlets) allows 
complementary investigations to verify different 
relationships. 

The "basic parameters" (O'Brien, 1931) are: 

At   basin area 
Ac   cross sectional area 
VT  mean tidal prism. 

Additional geometric parameters describing the 
morphological structure of the Wadden Sea areas are 
(Renger, 1976) : 

A±   intertidal area (MLW - MHW) 
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and (Dieckmann, 1985; Wieland et al., 1987): 

1±        characteristic level of the intertidal area 
Vi   intertidal sediment volume. 

The last three parameters have been proven as valid 
to balance the morphological dynamics or the changing 
sediment volumes inside a tidal basin. 

The validity of the functions for areas smaller than 
Ab MHW = 10 km2 is questionable as a result of local 
influences. Moreover the nonlinear functions needs a 
threshold value to estimate physical suggestive results. 
Also in this context the threshold value should be 
greater than Ab MHW = 10

7m2 and VT = I0
7m3 respectively. 

General aspects and relations based on the parameter 
basin area Ab 

Amongst the basin area Ab the mean tidal prism VT is 
the main parameter which influences the shape and 
structure of the tidal inlet or the morphology 
respectively. Figure 3 displays the comparison between 
those data sets for tidal basins along the North Sea 
coast and the US-coast. 

Results of investigations based on historic data 
which go back to the seventeens century are published by 
Niemeyer (1993) . 

500 

250 

+   ^~~ 

•    East Frisia 1912 

A    East Frisia 1930 
(Walther, 1971) 

* East Frisia 1990 

• Zoutkamperlaag 1987 
(Biegel, 1991) 

o    German Bight             — 
(Renger, 1976) 

"tv US coast 
(O'Brien, 1931) ^^' 

250 

AbMHW      10  m 

Fig. 3 Basin area Ab versus tidal prism VT - Comparison 
of data for the North Sea- and the US-Coast 

Consistent data based on GIS-proceeding have been 
elaborated for a period of about 30 years for the East 
Frisian Wadden Sea and 50 years for the Bay of Dith- 
marschen. Figure 4a shows the data for the East Frisian 
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Wadden Sea with linear regression functions. It shows a 
tendency of increasing tidal prisms with time. This is 
possibly a result of changing tide levels (Fig. 6). 

The quality of the results gained by statistical 
investigations are clearly explained by the data set of 
1975: The scatter plot of Ab versus VT in logarithmic 
scale displays a good fitting of the linear function 
(Fig. 5) . The comparision of observed versus predicted 
values showed a satisfactory accordance not only for the 
tidal basins, but also for the small subareas. 
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Fig. 4 Basin area Ab versus tidal prism VT - East Fri- 
sian Wadden Sea (a) and Bay of Dithmarschen (b) 

1000 

Fig. 5 Basin area Ab versus mean tidal prism VT 
Frisian Wadden Sea (logarithmic scale) 

1000 

East 

The comparability of tidal basins of the East 
Frisian Wadden Sea has been investigated. The result is 
a concentrated bunch of functions that have no orderly 
sequence in regard to the location along the coast 
(Fig. 4a). 

However, the fitted regression functions of the 
coefficients show a slight increase along the coast from 
west to east (Fig. 6). 



PARAMETRIZATION 3257 

Similar results are yielded by the investigations 
for the Bay of Dithmarschen (Fig. 4b). The coefficients 
are slightly higher than those of the East Frisian Wadden 
Sea. The mean value comes to 1.855 for the period between 
1942 and 1969. On account of the reclamation in 1972, it 
would be expected that the function of 1973 would shift. 
But the decreasing MHW (0.05 m) and MLW (0.03 m) 
compensates this effect. The counterrotating effect 
occured in 1976 as a result of the increasing tidal level 
and tidal prism. 
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Fig. 6 Coefficient "a" of  VT = a*Ab MHW, MHW, MLW and 
MTR for locations of the East Frisian Wadden Sea 

The data of the second reclamation in 1978 display 
a consistent outcome. The mean value comes to 2.095 for 
the period between 1982 and 1990. A weak tendency of a 
decreasing tidal prism and basin area is noticeable. The 
difference between the coefficients of 1973 (a = 1.862) 
and 1990 (a = 2.091) corresponds with an increasing tidal 
prism of about 12 %. The comparison between the East 
Frisian Wadden Sea and the Bay of Dithmarschen yield a 
greater tidal prism (3 to 9 %) relatively to the basin 
area for the Bay of Dithmarschen. 

The second parameter which is used in modelling is 
the intertidal area A±. The intertidal area is defined as 
the vertical projection of the topography within the 
limits defined by the MHW and MLW (Renger, 1976) . The 
investigation of the relationships Ab versus A^ led to 
nonlinear functions. In contrast to the previous 
findings, the data do not show a continuous shifting 
(Fig. 7a) . Because of the slight differences of the 
results for the distinguished time-periods, it is 
reasonable to calculate a mean function for the whole 
period; the result is: 

Ai MLW 13.172  A, b MHW 
0.837 
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Fig. 7 Basin area Ab MHW versus intertidal area A±  MLW - 
East Frisian Wadden Sea (a), Bay of Dithmarschen (b) 

The data of the Bay of Dithmarschen display a 
similar image (the data are divided into two groups). 
There is no significant deviation due to the first 
reclamation in 1972. As a result of the second 
reclamation in 1978 there is a distinct shifting visible. 
The data from 1979 to 1990 tend to a backwards directed 
development due to a decreasing basin area Ab and an 
increasing intertidal area Ai. This led to the 
expectation that the mean function of the period 1942 to 
1969 describes an equilibrium state (Fig. 7b): 

A. i  MLW =   3.372  A, b MHW 
0.923 

Furthermore the relation of the intertidal area 
versus the basin area indicates a greater share of the 
intertidal area for the Bay of Dithmarschen than for the 
East Frisian Wadden Sea. The amount of this difference 
depends on the size of the basin area; for Ab = 100 km2 

the difference of Ai is 25 %. 

The intertidal volume Vir describing the sediment 
volume, is defined as the volume between MHW and MLW 
according to Wieland et al. (1987) . This is the range 
which is mainly influenced by the tidal prism. The 
investigation shows two groups of data. One includes the 
data of the years 1960 and 1975. The regression functions 
are nearly coincident. The other one is the function of 
1990, which is substantially different (Fig. 8a) . The 
intertidal volume V^ decreased significantly compared to 
1960 and 1975 as a result of a raise of MHW and MLW in 
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combination with changes of the topography (erosion). The 
function which decribes the equilibrium state can be 
calculated with the data of 1960 and 1975. This leads to: 

vi MLW = 32.99 Ab MHW 
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Fig. 8  Basin area Ab MHW versus intertidal volume V^ - 
East Frisian Wadden Sea (a), Bay of Dithmarschen (b) 

The evaluation for the Bay of Dithmarschen shows 
three different relationships (Fig. 8b) . The relations 
shown in the upper part enclose the years 1942, 1969 and 
1973 . The survey of 1973 had been carried out one year 
after the first enclosure. The middle part shows the 
functions of 1956 and 1976. The contradictory 
developments of both groups are mainly affected by 
changing water levels and are not the consequences of 
erosion or sedimentary effects. In the bottom-group of 
relationships, the scattering is very small; the tendency 
of decreasing intertidal volume results also in the 
growth of the MLW. The general tendency of decreasing 
tidal volumes relativ to the basin areas results in the 
enclosure of the high lying supratidal areas in front of 
the coast. Based on 1942 and 1969 the equilibrium 
function is: 

0. 886 

For investigations based on the relationship between 
basin area Ab versus cross sectional area Ac it is 
important, that the lowest scattering was found by using 
Ac related to the reference level NN (area between NN and 
the contour line). Ac was determined at the location with 
the  strongest  constriction of the  streamlines.  The 
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analysis led to linear functions (Fig. 9a). Based on all 
three data sets together, the mean function of the East 
Frisian Wadden Sea has been found as: 

Ac NN = 0.000165 Ab MHW. 

The data of the Bay of Dithmarschen display the 
distinguished "influenced" and "noninfluenced areas" as 
a result of the enclosure works (Fig. 9b) . The 
equilibrium function was calculated with the data of the 
last survey before enclosure (1969): 

Ac m  =   0.000123  Ab MHW. 
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MHW versus cross sectional 
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Bay of Dithmarschen (b) 

In order to describe the development of the height 
of intertidal areas or the volumes respectively, the 
characteristic level 1^ (Dieckmann, 1985) has been 
investigated. Herewith it is possible to verify the 
progress of erosion or sedimentation for stages of 
dynamic equilibrium. The parameter 1^ is defined as the 
level where the intertidal area A^ is half exposed and 
half submerged. This led to a characteristic level 
between MHW and MLW. The scatter plot of 1^ versus Ab MHW 
shows an asymptotic behaviour with increasing Ab MHW (Fig. 
10 and 11) . The graphs contain the empirical function 
which represent the lower and upper limit of 1^. 
Deviations of 1-^ indicate a nonequilibrium stage of the 
subsystem or the impact of local influences by the 
different boundary conditions that lead to variations 
between the subsystem and its total tidal basin. 
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Relations based on the parameter mean tidal prism VT 

The mean tidal prism VT has been defined as the 
volume between MHW and MLW. The analysis of the 
relationship between VT and A^ led to the same behaviour 
as explained before (Fig. 12a and b). Remarkable is the 
overlapping bunches of functions for both investigation 
areas. This is possibly a result of the parameter VT 
which implizitely includes the tidal range as one of the 
main boundary condition for the classification of tidal 
inlets (Hayes, 1975). The derivation of an equilibrium 
relationship are based on the years 1960 and 1975 for the 
East Frisian Wadden Sea and on 1942 and 1969 for the Bay 
of Dithmarschen. The relations are: 

A. i  MLW 15.50  VT°-805      (East  Frisian Wadden  Sea) 

Ai i  MLW 9.199 VT
0-841     (Bay of  Dithmarschen) 
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Furthermore the relation tidal prism VT versus 
intertidal volume V^ indicates the same grouping of 
influenced and noninfluenced surveys (Fig. 13a and b). 
The equilibrium functions are: 

vi MLW = 36.83 VT°-
7S1  (East Frisian Wadden Sea) 

vi MLW = 28.97 VT
0-812  (Bay of Dithmarschen). 
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Fig. 13 Mean tidal prism VT versus intertidal area Vi MLW 
- East Frisian Wadden Sea (a), Bay of Dithmarschen (b) 

It appears that the overall aspect about the amount 
of the intertidal volume relativ to the size of basin 
area and tidal prism is greater for the Bay of 
Dithmarschen than for the tidal basin of the East Frisian 
Wadden Sea. The small differences during 1979 up to 1990 
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seems to tend to a new relationship as a result of 
changing geometrical boundary conditions. 

Example of application 

The described functions (parameters) were applied in 
a conceptual morphodynamic model for large scale 
morphological changes of hierarchically structured 
channel-basin-systems in tide-dominated coastal areas. 
This model is based on Van Dongeren & de Vriend (1994). 
The model reproduces erosion and sedimentation due to 
changes of tidal parameters by moving sand volumes within 
a hierarchically system composed of channels and 
connected subareas (Goldenbogen, 1994) . It has been 
applied for the Bay of Dithmarschen by using some of the 
above presented parametrizations (Schroeder, 1994) : 

Ai 3.372   A, •b MHW 
0.923 

Ac NN  =   0.000123   Ab MHW 

li   =   0.05   +   0.5   /    (   1   +    (   3   *   10"8 A, •b MHW )2). 

The simulation cover a period of 20 years. Figure 14 
shows the results at the location southern of Biisum (see 
Fig. 2). Two superimposed effects have been calculated: 
a rise of the relative sea level (0.005 m/a) and the 
enclosures in 1972 and 1978. 
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On account of the small amount of the assumed 
relative sea level rise this influence does not become 
noticeable. The enclosures is reproduced by the model in 
a realistic manner. With the exception of the cross 
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sectional area Ac, which has been simulated by a 
continued process, all the other parameters show a 
discontinually pattern as impact of the enclosure 
(immediately reduction of predominant highly situated 
areas in front of the coastline). A new equilibrium stage 
requires an increase of the intertidal area A^ over time, 
as it, for example, has been after the first enclosure of 
the Bay of Dithmarschen in 1972. 

The model does not consider influences of changing 
wave climate or the geometric shape of the basin. This 
require further adaptations of the equilibrium functions. 

Conclusions 

The results of investigations for two different 
tide-dominated Wadden Sea areas of the Southern North Sea 
(open bay and bays sheltered by barrier islands) 
demonstrate, that a reliable parametrization of the 
interactions between hydrological impacts and 
morphologically responses is possible. This result is 
proven as well for tidal basins as for distinguished 
subareas of different size and location. However, the 
validity of functions for tidal areas smaller than Ab MHW 
= 10 km2 is questionable. The proven empirical functions 
had been applied to a conceptional morphodynamic model. 
The results showed that empirical morphodynamical 
modelling is a suitable tool to reproduce transitional 
morphological stages leading from a former to a new 
equilibrium fixed by changed boundary conditions. The 
method can lead to a profound forecasting of the 
development of Wadden Sea areas in medium time scales, 
needed for decisions on engineering and ecological 
purposes. 
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CHAPTER 235 

MUD TRANSPORT AND MUDDY BOTTOM 
DEFORMATION BY WAVES 

Daoxian SHEN* Masahiko ISOBEt and Akira WATANABE^ 

ABSTRACT 
The present study focuses on numerical simulation of wave height decay and 

muddy bottom deformation under wave action. Experiments have been per- 
formed to determine the vertical distribution of the water content ratio of mud. 
Using the experimental results, a simulation model has been set up to estimate 
change in the water content ratio in the mud bed. Also, a simple one-dimensional 
numerical model has been developed to predict the muddy bottom deformation 
under waves as well as the wave height decay. Wave flume experiments have been 
carried out and the changes in the bottom topography and wave height have been 
compared with the calculations. 

KEYWORDS: Change in water content ratio, Wave height decay, Mud transport, 
Muddy bottom deformation. 

1     Introduction 
Along muddy coasts fine grained, cohesive sediment is consistently present in 
the nearshore waters and around the shoreline. These muddy bed sediments 
may have a significant effect on the hydrodynamic processes. Prediction of mud 
transport and resultant bathymetric change due to waves are essential in order to 
take effective countermeasures against erosion and siltation and to plan rational 
new works in coastal regions. Although many studies on mud transport under 
waves and on wave dissipation due to mud motion have been conducted (Gade, 
1958; Dalrymple and Liu, 1978; Mei and Liu, 1987; Shibayama, 1993), only few 
attempts have been reported so far on the prediction of topography change on 
soft mud beaches. 

The establishment of topographical change models for muddy beaches seems 
to be difficult for three reasons. First, the transport of fine-grained cohesive sed- 
iment is quite different from that of coarse-grained sediment. The cohesiveness 
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of soft mud makes its motion under the action of waves and currents more com- 
plicated than that of non-cohesive sediment. Second, the vertical structure of 
the concentration depends on both wave conditions and mud properties. Third, 
it is difficult to formulate a relationship for the local transport rate under the 
waves. It may be stated that our knowledge of mud transport processes has not 
yet reached a level where we can deal with these problems effectively. 

On the other hand, the interaction between propagating ocean waves and a 
stable seabed or consolidated soil has received an extensive attention in the field 
of offshore and foundation engineering (Yamamoto, 1978; Zen and Yamazaki, 
1991). However, their interest is either in the wave-induced liquefaction in a 
porous seabed or on the problem of unfavorable pore pressure, which could make 
the seabed or an offshore structure unstable. 

The present study focuses on the numerical simulation of wave height decay and 
muddy bottom deformation under wave action. First, the vertical distribution of 
the water content ratio of mud was investigated experimentally, and numerical 
simulations on the change in the water content ratio in the mud layer were made. 
Then, a simple one-dimensional numerical model was developed to predict the 
muddy bottom deformation under waves as well as the wave height decay. Wave 
flume experiments were carried out and the measured changes in the bottom 
topography and wave height were compared with the calculations. 

2    Vertical distribution of water content ratio 
in mud layer 

2.1 Experiments 
The water content ratio of soft mud strongly affects its rheological properties 

and the vertical distribution of the water content ratio is significant for estimating 
mud motion. In order to clarify the effects of wave action on the change in the 
water content ratio in mud layers, two groups of experiments have been performed 
using commercial kaolinite; one for static water loading and the other for regular 
wave loading. 

In the first group of experiments, a plastic square tank with a side length of 
45cm and a plastic circular bucket with a radius of 38cm were used. The depths 
of the newly mixed mud in the tank and the bucket were set to about 14.4cm and 
12.1cm, respectively, above which water was poured to 30cm and 26cm depth in 
order to allow comparison with the other group of experiments. 

During the experiments the vertical distribution of the water content ratio of 
the soft mud was measured for about 220 hours and the results from one test is 
shown in Fig. 1. Meanwhile, the settlement of the mud layers in the containers 
were also observed, and the results were displayed in Fig. 3. 

Figure 1 indicates that the change in the water content ratio by mud consoli- 
dation is large near the fixed bed and small in the surface layer. 

The other group of experiments on the effects of wave action were performed 
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Table 1: Experimental conditions on change in water content ratio 

Run 
Mud depth 

(cm) 
Period 

(s) 

Water content 

(%) 

Wave height 
(cm) 

WE92E 16.4*(8,8.4) 1.02 (182, 120) 5.52 
WE93A 16.0 1.02 175 5.20 
WE93C 12.0 1.02 175 6.00 

* two-layered bottom with a 8.0cm newly mixed upper layer and a 8.4cm consolidating 
lower layer 

%    3 /p'  
•i'-*-s&tZ   (d2=1-4.-4cm.-;h2=30c-m)- 

oo-setl • (d 1=12v 1cm;• vh 1=26cm) 

200 300 

time   (hr) 

400 500 600 

Figure 3: Settlement of mud layer in still water 

in a large wave flume shown in Fig. 8, and the experimental conditions are 
summarized in Table 1. The water content ratio was measured at a few sections 
in the flume together with the distribution of the wave height and one typical 
example of the change in water content ratio is plotted in Fig. 2. This figure 
shows that the water content ratio in the surface layer increases with time due 
to the mud loosening whereas it decreases near the bottom because of the mud 
densification. 

From the two groups of the experimental results, it can be seen that the change 
in the water content ratio of soft mud is caused by both wave action and self- 
weight. However, the roles of these two mechanisms are quite different. Gravity 
and static water only consolidate soft mud to consolidate whereas wave force can 
cause both "liquefaction" in the surface layer and densification in the lower layer 
of mud. Moreover, the densification produced by waves is much faster than that 
by static water and gravity. In addition, the position of the demarcation point 
of liquefaction and consolidation at a fixed section changes with the state of the 
mud consolidation. 

The change in the water content ratio depends on both wave and mud layer 
properties. The influence of wave height on the change in the water content 
ratio has also been investigated experimentally, and the results are shown in 
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Figure 4: Influence of wave height on the change in water content ratio 

Fig. 4. Figure 4b plots the distribution of the water content ratio measured in 
the on-offshore direction, and Fig. 4a depicts the corresponding wave height at 
the beginning of the experiment. The figure implies that a larger wave height 
produces a larger change in water content ratio. 

2.2 Simulation of the change in water content ratio 
The above experimental results suggest that wave action affects soft mud both 

through densification in the lower layer and liquefaction in the surface layer. En- 
lightened by the experimental investigation we first consider the two processes of 
mud consolidation and liquefaction separately, and then combine their effects on 
the change in the water content ratio linearly. We assume that mud densifica- 
tion which results in the decrease of the water content ratio is induced only by 
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the mud self-weight and the positive dynamic pressure or compressive stress, and 
reversely, that mud liquefaction which leads to the increase of the water content 
ratio is produced only by the negative dynamic pressure or tensile stress. Thus, 
the process of liquefaction is treated as the complete reversal of consolidation. 

To describe the densification of the mud layer, the one-dimensional consolida- 
tion equation in soil dynamics is applied, and for general case written by, 

de     de 

~di~Yz /w§H a) 
where the parameters g(e) and /(e) depend upon the wave properties as well 
as the mud characteristics. As a first step, those parameters are estimated us- 
ing the following formulas which are based on limited experimental results, trial 
computations, and dimensional analysis, 

9c = 
kc{e)   dprr 

p(l + e)  de 
l + ac 

fc = 
Pm~ P d Jfcc(e) 

de 
1 + 

Hw \
TO fcc(e) - fc;(e) 

^hd)      fcc(e) + fc,(e) 

Me) - k{e) 
fcc(e) + k,(e) 

(2) 

(3) 
p     de (_ 1 + e 

In the above equations e denotes the void ratio, kc and fcj indicate the permeability 
in the conditions of compressibility and dilatation of mud, pm and p are the 
densities of the mud and the sea water, pm is the amplitude of the pore pressure, 
d the mud depth, Hw the wave height, L the wavelength, and h the water depth. 
The variables ac,mi, and m2 are constants. 

Following Been and Sills (1981), the governing equation can be solved with the 
appropriate boundary and initial conditions. 

Next, we consider the loosening of mud under waves which is tentatively called 
"liquefaction" in the present study. Because the process of liquefaction is regarded 
as the reversal of consolidation, all of the assumptions and equations mentioned 
above can be applied to calculate liquefaction. The parameters </(e) and /(e) are 
expressed as follows, 

9i 
k,(e)    dpm 

p(l + e)  de 

f - ' Ji - - 

a, 
Hw\

mt kc(e) - kt(e) 

ShdJ      kc(e) + k,{e) 

d kc(e)    fcc(e) - fc)(e) 
1 + e   kc(e) + k,(e) 

(4) 

(5) p     de 

where ai,ms and m,\ are constants. 
Finally, the vertical distribution of the water content ratio under waves and 

gravity can be estimated by combining linearly the effect of consolidation and 
liquefaction. The depth of the liquefied mud layer is also determined through 
this combination. 

As an example, Fig. 5 compares the calculated and measured vertical distribu- 
tion of the water content ratio of mud under waves, and the values of the main 
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Table 2: Computational parameter values for the experiment 
kc{e)/[pf{l + e)}    k(e)/[pf(l + e)] 

4.0 x 10-11 3.0 x 10~u 
9c 

7.2 x 10~9    1.9 x 10- 
9i dpm/de 

18.0 

-0 

-0. 

?• -0, 

1-0. 

\ -o. 

-0 

-0 

-0, 

h: water depth 

d: mud depth 

o-o 185.6hr(Exp.) 

*-••* 85. 4hr (Exp.) 

A-A 38.6hr (Exp.) 

o--o 16. 5hr (Exp.) 

o o 0. OOhr (Exp.) 

— 185.6hr (Cal.) 

— 85. 4hr (Cal.) 

  38. 6hr (Cal.) 

— 16. 5hr (Cal.) 

110 130 150 170 190 210 

Water content ratio  (%) (T=1.02s,   hw=4.52cm) 

Figure 5: Comparison of the calculated and measured distribution of the water 
content ratio(WE93A.10) 

parameters used in the computation are listed in Table 2. These values were 
determined by numerical experimentation. As can be seen from the figure, the 
calculated and measured shape of the vertical distribution agree well, but the 
magnitudes in the surface layer and near the fixed bed differ. This difference may 
partially be due to the neglect the nonlinear terms in the consolidation equations, 
and partially because of other model simplifications. 

In summary, the simple model is applicable for predicting the vertical distri- 
bution of the water content ratio in the mud layer under wave action, keeping in 
mind the range of values employed in the experiment. 

3    Muddy bottom deformation due to waves 

3.1 Development of a topographical change model 
Following the general structure of numerical models of sandy topography evo- 

lution, a one-dimensional numerical model of muddy bottom deformation is de- 
veloped with a model structure as shown in Fig. 6. This model consists of three 
submodels for calculating 1) the vertical distribution of the water content ratio 
in the mud layer, 2) the wave deformation and mud motion, and 3) the mud 
transport rate and bathymetric change. 
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Calculate wave 

Distribution        of 
wave height 

Input topography & 
initial conditions 

Mud motion Eq. 

Mass transport Vel. 

Mud transport rate 

Topography change 

Consolidation Eq. 

Distribution of water 
content ratio 

Rheology Equation 

Figure 6: Structure of the numerical model of bottom change 

First, let us discuss the calculation of the wave field. The mild-slope equation 
with the energy dissipation term is adopted to calculate the wave field, 

V-{ccgV<j>) + (a2^ + iafD)<t>^Q (6) 

where <f>(x,y) is the velocity potential on the mean free surface assumed to be 

*/ ,N       ,/      ,coshk(z + k)     •, 
(7) 

and c and cg denote the wave velocity and the group velocity, respectively, a is 
the angular frequency, and k the wave number. The energy dissipation coefficient 
fo varies both with the spatial coordinate and time and is defined as 

f   - tD 

fD"E (8) 

where E is the wave energy intensity, and ep denotes the rate of energy dissipation 
per unit area estimated from the mud motion as, 

(•v = / Jo 

d   du , 
rYzdz (9) 

where r is the shear stress in the mud layer and u the local velocity. The symbol 
denotes the average over one wave period and d the fluidized mud depth. 

For the two-dimensional case with a constant water depth the equation (6) 
becomes 

dx- 
+ k <t> = 0 (10) 
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Figure 7: Definition sketch and coordinate system (Dissipation Area 0 < x < X[) 

where 

k*   1 + 
icfD 

(11) 

One case of wave propagation over a muddy bed in a wave flume is discussed 
here. As shown in Fig. 7, the wave field is divided into three regions. The 
damping region occupies (D) 0 < x < x\ and the flow domain extends to infinity 
(x —•> ±co). Wave breaking is assumed not to appear in the regions studied. In 
regions (I) and (R), there are no energy dissipation, fu = 0, and the solutions to 
Eq. (10) is 

lqHw{eikx + KRe'ikx) a;<0 (12) VI = — 
2a 

igHu 
2(7 

•KTe{l X > X) (13) 

where \KR\ and \KT\ represent the reflection and transmission coefficients, respec- 
tively. The damping region (D) is furthermore divided into n subregions because 
the dissipation coefficient varies with both the spatial coordinate and time, and 
the velocity potential in the j—th subregion is 

igHw 
2a 

(Bje"°w + Ffi 1 -~1   ^*** ^^        1 (14) 

where Bj and Fj are unknown constants to be determined and _;' = 1,2, ...,n. 
By using the continuity conditions for (j> and its normal derivative, the unknown 

variables can be determined numerically from the following system of equations, 

i>D, 

PDH 
at 

dx dx 
at     x • 

(15) 

(16) 

where j = 0,1, 2, ...,n 
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For the simplest case n = 1, Liu etal. (1986) obtained an analytical solution 
for the equations given by 

2 (l - l) 
F=Tr ^ U   -  '     77 vl (17) 

(I + l)  exp(~2ikXl) - (I - l) 

1 + * 
2? = ,  ^    *' (18) 

2 (l + f) - (l + *) 
KR = -* hJ-^ kJ- (19) 

1 + | 

2 - F (l - 1) 
KT = 

v _   hJ exp{i{k - k)x,} + Fexp{-i{k + k)xi} (20) 

Next, we turn to the simulation of the mud motion. The interaction between 
the waves and a muddy bottom is very complicated mainly because of the complex 
characteristics of mud, especially its rheological properties. We have derived an 
empirical rheological equation based on another set of experiments (Shen et al., 
1993a), and it reads 

T = Ge — TQ tanh(aoe) + ^7 + To tanh(aM7) (21) 

where T is the shear stress, e the shear strain, 7 the shear rate, and G, TQ, ota, H, 
To and aM are constants, of which G and y, represent the elasticity and viscosity, 
respectively. Most of the constant parameters can be determined by rheological 
experiments and expressed as functions of the water content ratio. 

It has been recognized that the interaction between the waves and the muddy 
bed will result in bottom deformation which produces a mild slope at the mud 
surface. The local mild slope strongly affects the mud motion in turn. Including 
the effect of the mild surface slope, the one-dimensional linearized equation of 
mud motion is modified as 

du dp     dr . . 
p~m=-J-x 

+ Tz-
{p°-p)9Sme (22) 

where pm, ps and p denote the densities of the mud at any elevation, the mud at 
the surface layer and the water, respectively, 0 represents the surface slope angle 
of the mud layer, u is the velocity of mud particles, p the dynamic pressure which 
is calculated from the solution of the mild-slope equation, and T the shear stress 
evaluated by the proposed rheological relationship (21). 

Numerical calculations have been carried out to solve the empirical rheological 
equation of soft mud, the mild-slope equation with the wave energy dissipation 
term, and the modified equation of mud motion. 
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Figure 8: Experimental set-up 

After obtaining the wave height change and the local velocity of the mud par- 
ticles, the mass transport velocity can readily be estimated from the following 
formula used by Huynh et ah (1991) 

du 
UL = UE + ^ [udt + ~ [wdt = UB + Us 

ox J oz J 
(23) 

where UE represents the Eulerian average velocity and Us the Stokes drift. For 
the one-dimensional case, they are evaluated by 

Us = (- 
ldu 

¥• 

cdt 

,d2UE 

u7.— 

ID- 

J- dt 

-PmU* 

(24) 

(25) 

where fi' denotes the equivalent viscosity of mud. 
Furthermore, the change in the local bottom elevation is computed by solving 

the conservation equation for sediment modified by Watanabe et al. (1984), 

dzb d .   ,dzb (26) 

where zb denotes the change in the local elevation of the mud surface, em is a pos- 
itive constant which is determined empirically, and qx is the sediment transport 
rate per unit width estimated by 

,d 

qx(x) = /   ULdz 
Jo 

(27) 
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Figure 9: Change in the local elevation of the mud layer 

3.2 Experiments and comparisons with calculations 
Laboratory experiments were performed in a wave flume 21m long and 0.8m 

wide (Fig. 8) to verify the developed one-dimensional numerical model. The 
completely mixed commercial kaolinite (water content ratio: 174%) was placed in 
the middle of the flume. The depths of the mud and water layer were set to 12cm 
and 30cm, respectively. During the experiment for a few hours, measurements 
were made on the distribution of the wave height along the direction of wave 
propagation, the water content ratio of the mud layer, the concentration of the 
suspended mud, and the change in the local bottom elevations. 

The measurements of the change in the local bottom elevation were not easily 
performed because (i) the suspension of the mud layer makes the water layer 
translucent or opaque and (ii) the mud layer is too soft to resist loading. There- 
fore, some instruments which works very well in sand are invalid for mud. Based 
on trial and error, a set of height gauge reequipped and a set of elevation meter 
newly made were used simultaneously to measure the change in the local elevation 
of the mud bottom and to correct the measured values. 

As an example, Fig. 9 shows the experimental results in terms of the measured 
elevation change. From these results, some understanding of and conclusions on 
the topography change can be obtained as summarized in the following: 

a.) The eroded volume is a little larger than the deposited volume for a short 
time interval, and the difference increases with the loading time due to both the 
mud suspension and the settlement of the mud layer. 

b) The peak of the deposited area moves slowly with the loading time in the 
direction of wave propagation. An erosion trough was always produced in the 
offshore direction. In addition, the mud surface slopes have a tendency to become 
smaller and smaller with the loading time. 

c) The wave has a larger damping ratio for the newly mixed soft mud, and the 
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Table 3: Computational conditions and main parameter values 

Run 
Mud depth 

(cm) 
Period 

00 
Water content 

(%) 
Wave height 

(cm) 
WE93B 12.0 1.02 175.4 4.95 

Pm 
(kg/m3) 

P> 
(kg/m3) 

To 

(N/m2) (Ns/m2) 
G 

(N/m2) 
1300 1270 7.0 4.8 55 

damping ratio will decrease with the loading time due to mud consolidation. It 
seems reasonable to conclude that only a fluidized mud layer plays a role in the 
wave dissipation. If the mud is completely consolidated, it may not absorb wave 
energy. In fact, this conclusion has also been arrived at through other experiments 
not discussed here. 

Next, we attempt to apply the one-dimensional model for a simple case of 
mud motion in the flume. Some additional simplifications and assumptions are 
added here on the basis of the experimental results. Because the change in the 
water content ratio of the mud layer is very small for a relatively short time 
interval, as a first step, we neglect this change. Moreover, we suppose that mud 
consolidation for a relatively short time interval has so little effect on the rheology 
relationships that the influence can be ignored. The settlement of the mud layer 
and the transport of suspended mud are also omitted. In addition, the vertical 
two-dimensional mud motion near the starting point of the flume (x = 0) is 
simplified as one-dimensional by a so-called equivalent transforming of the local 
velocity of mud particles (Shen, 1993b). 

Figure 10 compares the calculated and measured bottom change in the flume. 
The computational conditions and the main parameter values are listed in Table 3. 
It is seen that the calculated results of the bottom change have a similar tendency 
to the measured. However, at the right-hand side of the flume (downstream), the 
experimental results show that the mud motion stops at a certain position whereas 
the calculations can not simulate this phenomenon. 

This discrepancy can be explained as follows. In the present one-dimensional 
model, an empirical rheology equation is utilized that implies mud will move 
under waves no matter how small the wave height is. In fact, the cohesive mud 
has a yield value that must be exceeded before the mud has a possibility to 
start moving. In addition, the simplifications and assumptions introduced in the 
present model have an effect on the prediction accuracy. 

Figure 11 shows a comparison of the measured and calculated wave height 
distribution at the initial stage of an experiment, indicating a good agreement 
between them. 
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Figure 10:  Comparison of measured and calculated bottom topography change 
in the flume 

4     Conclusions 

The present study focuses on investigating the vertical distributions of the water 
content ratio in a mud layer and numerical simulation of muddy bottom defor- 
mation and wave height decay. 

The results of the first two groups of experiments have revealed that the change 
of the water content ratio is caused by both the wave action and the gravity of 
mud. However, the effects of wave action and gravity are quite different. The 
gravity only causes soft mud to consolidate, whereas the wave action can induce 
both the loosening in the surface layer and the consolidation in the lower layer 
of the mud. Numerical estimation of the change of the water content ratio in the 
muddy bed by the proposed simulation model has shown a similar tendency in 
the in the calculations as for the measurements. 

A simple one-dimensional numerical model has been developed to predict the 
muddy bottom deformation under waves as well as the wave height decay. In 
conclusion, the one-dimensional model has been verified by the flume experiments 
to be applicable to predict the experimental phenomena, although its applicability 
is dependent on the accuracy of the rheological equation of mud. 
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CHAPTER 236 

WAVE-INDUCED SEDIMENT RESUSPENSION AND MIXING IN 
SHALLOW WATERS 

Y. Peter Sheng1, M. ASCE, Xinjian Chen2, and Eduardo A. Yassuda2 

ABSTRACT 

A field and modeling study on the resuspension and vertical mixing of 
sediments in Tampa Bay, a large shallow estuary, and Lake Okeechobee, a large 
shallow lake in Florida, U.S.A. has been studied. The study was aimed to obtain a 
quantitative understanding of the fundamental processes controlling resuspension and 
vertical mixing of sediments in the water column and to develop models for 
simulating resuspension and mixing of sediments in shallow waters. For the field 
study, field data (including wind, wave, currents, suspended sediments and water 
quality parameters) were collected from Tampa Bay and Lake Okeechobee during 
several episodic events. These data were then used for the development of a one- 
dimensional water column model of hydrodynamics, sediment dynamics and water 
quality dynamics. Results of the study indicate that during episodic events, bottom 
stresses induced by the wind waves are very effective in causing significant 
resuspension of sediments and nutrients from the bottom of shallow estuaries and 
lakes. Vertical turbulent mixing due to wind-driven and tidal currents, however, are 
more effective in distributing suspended sediments through the water column. 

INTRODUCTION 

A field and modeling study on the resuspension and vertical mixing of 
sediments has been conducted in a large shallow estuary (Tampa Bay in Figure 1) 
and a large shallow lake (Lake Okeechobee in Figure 2) in Florida. The primary 
objectives of the study are: (i)to quantify the fundamental processes controlling 
resuspension and vertical mixing of sediments in the water column, (ii)to compare the 

Professor,2 Graduate Student, Coastal & Oceanographic Eng. Dept, 
University of Florida, Gainesville, Florida 32611-6590, U.S.A. 

3281 
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processes controlling resuspension and vertical mixing of sediments in the shallow 
estuary to those in the shallow lake, (iii)to develop models for simulating 
resuspension and mixing of sediments in shallow waters, and (iv)to quantify the 
effects of sediment resuspension and vertical mixing on contaminant transport in 
shallow waters. 

To accomplish the objectives of the study, field experiments and numerical 
simulations were conducted. Because of scaling problems in laboratory simulation 
of field processes, only limited laboratory experiments were conducted. 

FIELD EXPERIMENTS 

Field studies were conducted in Tampa Bay (Sheng et al., 1993a) and Lake 
Okeechobee (Sheng et al, 1993b) during episodic events in 1992 and 1993. For 
example, a no-name storm passed the Tampa Bay area in February 1992. A front 
passed Lake Okeechobee in January 1993. A "Storm of the Century" passed Tampa 
Bay in March 1993. To obtain data during the storms, instrument platforms (Figure 
3) were deployed in the water bodies prior to the storms. For example, platforms 
were deployed at Site A and Site B (Figure 1) in Tampa Bay during 1993, while 
platform was deployed at Site A in Tampa Bay during 1992. Platform was deployed 
in Lake Okeechobee at Site L002 during 1993. 

On each platform, instruments were mounted to measure wind (anemometer), 
wave (underwater pressure gauge), current (2-3 Marsh McBirney EM current meters), 
water level (vented pressure gauge), salinity and temperature (2-3 SeaBird CTD 
sensors), and suspended sediment concentration (2-3 OBS sensors). In addition, 
various instruments were mounted to measure such water quality data including 
dissolved oxygen concentration, pH, and concentration of various nitrogen and 
phosphorus species. With the exception of instruments for measuring nutrient 
concentrations, most instruments can be connected to a data logger to collect 
continuous data with 2-Hz sampling frequency over several (e.g., 5-7) days using 
battery power. 15-minute averaged data are also recorded. However, since the 
storms usually last less than 1-2 days, it is extremely difficult for the instruments to 
"capture" the storms. The instrument platforms usually have to be deployed in the 
water body 1-2 weeks prior to the arrival of a forecasted storm, activated 1-2 days 
before the storm, and retrieved a few days after the storm. The collection of nutrient 
data is particularly difficult since it requires immediate filtering of water samples at 
the data site. 

The field data were used to provide information on the dominant forcing 
mechanisms for sediment resuspension/erosion and vertical mixing. In particular, 
statistical analysis was performed to determine the dominant frequencies and 
correlations of various physical parameters. In addition to the data analyses, 
numerical models were used to assist the interpretation of field data and to quantify 
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the various processes. 

NUMERICAL MODELING 

Three-dimensional numerical models of sediment transport have been 
developed by Sheng (1986) and Sheng et al. (1991). In this study, since the focus 
is on the fundamental processes in the vertical water and sediment columns, a vertical 
one-dimensional numerical model was used. Basically, the vertical 1-D model 
developed by Sheng and Villaret (1989) and Sheng et al. (1989) was significantly 
modified to simulate the current, turbulence, and sediment dynamics in the water 
column. Basically, the one-dimensional model includes a hydrodynamic component 
and a sediment component. The hydrodynamic component of the 1-D model 
computes the horizontal velocities forced by wind, wave, and pressure gradients 
(associated with tidal circulation and baroclinic circulation). In order to simulate the 
vertical turbulent mixing throughout the water column, we developed a procedure 
which determines the horizontal pressure gradients (associated with tidal, wind-driven 
and density-driven circulations) in the water column by assimilating the measured 15- 
minute averaged currents into 1-D model simulation which uses a relatively large 
time step (e.g., 15 minutes). These slowly varying pressure gradients are then 
combined with the fast-varying wave-induced pressure gradients to drive the water 
column in the 1-D model simulation which uses a very small time step (about 1/100 
of the wind wave period). These model simulations produce accurate vertical 
turbulent mixing and bottom shear stress under combined current-wave motion 
without resorting to ad-hoc wave-averaging procedure. 

The sediment component of the 1-D model includes the following processes: 
vertical turbulent mixing, gravitational settling, resuspension/erosion, deposition and 
a fluid mud layer at the bottom. One important feature of the present 1-D model is 
that simultaneous deposition and resuspension/erosion are allowed, while the critical 
stress for deposition is generally several times larger than the critical stress for 
erosion. The resuspension/erosion rate of sediments is modeled as a linear function 
of the excess bottom shear stress (Sheng et al., 1989), while the deposition rate is 
computed by combining the deposition velocity formula of Sheng (1986) with the 
deposition probability of Krone (1993). 

The 1-D models were used to simulate the measured suspended sediment data 
and to determine the resuspension/erosion rate during the storm events. The 1-D 
models were also used to test various hypotheses concerning dominant processes for 
sediment resuspension/erosion and mixing. A sensitivity study was also conducted 
to examine the effects of various model parameters on model results. 
Resuspension/erosion rates determined by the 1-D models were used in a three- 
dimensional model of sediment transport to simulate the long-term sediment transport 
in the estuary and the lake. 
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RESULTS 

Using the field data measured at 2 Hz sampling frequency, analysis was 
performed to determine the dominant forcing for sediment resuspension. For both the 
estuary and the lake, wind wave was found to be the dominant mechanism for 
sediment resuspension. In both the tidal estuary and the lake, currents played little 
role in causing sediment resuspension, but are primarily responsible for the vertical 
mixing of sediments. 

For example, Figure 4 shows the wind speed and direction in Tampa Bay 
during a storm event (Julian day 30 to 40) in 1992. Figure 5 shows the measured 
horizontal North-South velocities and suspended sediment concentration at two 
vertical levels at Station A in Tampa Bay during Julian day 35.6 to 36.6, 1992. 
Because of the strong wind from the south on Julian day 36, significant wave-induced 
bottom stress caused resuspension of sediments. As shown in Figure 5, suspended 
sediment concentration increased from 10 mg/1 to more than 40 mg/1 in less than 2 
hours. The simulated horizontal velocities and suspended sediment concentration at 
Station A as shown in Figure 6 compare very well with the measured data. 

The sediments in the vicinity of Station A in Tampa Bay are composed 
primarily of silt with a small amount of clay. The resuspension of sediments led to 
release of ammonium adsorbed on the sediments into the water column. The one- 
dimensional model was used to simulate the currents, suspended sediment 
concentration, and ammonium concentration in the water column during the episodic 
event. Model results also suggest that fully turbulent boundary layer only exists 
during part of a tidal cycle. Thus, the presence of viscous sublayer should be 
incorporated into the model for accurate estimation of bottom stress and vertical 
mixing. 

Three-dimensional flow fields in Tampa Bay have been simulated using a 
three-dimensional curvilinear-grid hydrodynamics model CH3D (Sheng 1989), which 
is capable of resolving the complex shoreline and navigation channel in Tampa Bay. 
As shown in Figure 7, the vertically-averaged currents in Tampa Bay during a typical 
flood tide are generally less than 50 cm/sec. During storm conditions, however, 
currents could be stronger and contribute to resuspension of sediments. 

The resuspension event in Lake Okeechobee showed different behavior since 
the bottom sediments are consisted primarily of cohesive mud particles and floes. 
Wind wave is also the driving force for resuspension of sediments. However, 
suspended sediment concentration can reach 100-2000 mg/1, depending on the 
location in water column. Near the bottom, there exists a very thin "lutocline" where 
sharp suspended sediment concentration gradient is found. The thickness of the 
lutocline varies significantly with time, as a result of variations in hydrodynamic 
forcing. As an example, results of a three-day simulation and field data at the 
Center-Lake Station C are shown in Figure 8.   Erosion/resuspension and deposition 
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of fine sediments were described by relationships similar to those used in the Tampa 
Bay model. Flocculation apparently had a more significant effect on the gravitational 
settling of sediments in Lake Okeechobee than in Tampa Bay. Resuspension of 
sediments led to the subsequent release of phosphorus into the water column (Sheng 
1993). 

DISCUSSIONS 

The study demonstrated the significance of wind wave in causing resuspension 
of sediments and contaminants in shallow estuaries and lakes. The effect of wave 
groups on sediment resuspension was found to be insignificant. Wind-driven currents 
and tidal currents are generally insufficient to cause sediment resuspension, but are 
more effective in causing vertical mixing of suspended sediments. The process-based 
one-dimensional models were able to successfully simulate the mean flow, turbulent 
mixing, and suspended sediment dynamics in Tampa Bay and Lake Okeechobee. 
Model simulations showed that flocculation and lutocline dynamics are important 
processes in Lake Okeechobee but not in Tampa Bay. 
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Figure 4. Stick Diagram of Wind Speed and Direction in Tamapa Bay During 
Julian Day 30 to 40, 1992. 
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Figure 8. Wind Stress, Measured Suspended Sediment Concentration at 3 
Depths, Simulated Suspended Concentrationat 3 Depths, and Simulated 
Lutocline Thickness at Station C in Lake Okeechobee During a 3-Day 
Event in Spring 1989. 



CHAPTER 237 

A NUMERICAL MODEL FOR BEACH DEFORMATION AROUND RIVER MOUTH 
DUE TO WAVES AND CURRENTS 

by 

Tomoya Shibayama*  and Akiko Yamada** 

Abstract 

A numerical model Is proposed for beach deformation under wave and 
current   in   river   mouth   area. The   model   includes   three   major 
driving forces for sediment transport which are wave, wave-induced 
current and river discharge. Interaction of wave and current is 
also included. Laboratory experiments are performed to be compared 
with numerical results. Wave field, current field and beach 
deformation are compared between laboratory and numerical results 
and good agreements are obtained. 

1.  Introduction 

In asian coastal region, we have many problems for the 
maintenance of waterway which connects big river port with open 
ocean. The examples are Chao Phraya river in Thailand or Mekong 
river in Vietnam. In the present paper, sedimentation and beach 
processes will be considered in river mouth area in order to 
minimize maintenance costs for these large rivers. A new numerical 
model is proposed for the simulation of beach processes in this area 
under waves, wave induced current and river discharges. Laboratory 
experiments are also performed to understand the physical mechanism 
of sediment transport and the results are used to examine the 
numerical model. 

*  Associate  Professor,  Dept.   of  Civil  Eng.,   Yokohama  National 
University, Hodogaya-ku, Yokohama 240 Japan 
**     Engineer, Penta-Ocean Construction Co.,  Ltd. 
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2.  Numerical Model 

A numerical model is developed to predict bottom topography 
changes around river mouth. The model is composed of three sub- 
models which are wave model, current model and beach deformation 
model. The wave field is calculated by using mild slope equation 
with including wave-current interaction effect (Ohnaka and Watanabe, 
1990). The breaking point is determined by the comparison of wave 
phase velocity and water particle velocity. Near-bottom velocity 
variations and the distribution of radiation stress are evaluated by 
using the calculated wave field. The current field associated with 
sand movement is calculated including wave induced current 
calculated from distribution of radiation stress, and river 
discharge. The river current is introduced into the model as 
boundary conditions which are given as water level and depth- 
averaged current velocity at river area. Since we included wave- 
current interaction, it is necessary to calculate by iteration 
process in order to get converged solutions for wave calculation and 
current calculation. 

Bed load transport rate is calculated from bottom shear stress 
caused by wave orbital motion, wave induced nearshore current and 
river current. The bottom friction factor is calculated from wave- 
current friction factor of Tanaka and Shuto (1980). Sand transport 
formula of Watanabe et al., (1986) is used to calculate bed load. 
Suspended sand discharge from the river and suspended sand due to 
wave breaking are also included in the model. The suspended sand 
flux from river is calculated from the following formula which is 
derived from Brown type formula. 

«=AT^  (1) 

where 

-^=10^4)      (2) u* d        \ sgd 

and a* : bottom shear velocity, A : porosity, s : sand specific 
gravity in water and d '• sand diameter. The value A is a empirical 
constant and set  to  be5xi0~4for  the present calculations. 

The suspended sand is produced in river mouth and wave breaking 
area. The suspended sand concentration in wave breaking are is 
given according to the result of Nielsen (1986). The suspended sand 
is transported by river current and wave-induced current and deposit 
to  the bottom with sediment fall velocity (Numano  et  al.,  1989). 
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Case 

Table 1: Laboratory Conditions 
Wave Deep Water Flow Velocity 

Period Wave Height in R ver Mouth 

(s) (cm) (cm/s) 

1. 34 3.41 20. 0 

1. 39 6. 09 20. 0 

1. 38 2. 75 
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(c nr / s) 
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222 
421 
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-> 
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River 
230 
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•3. 0 T 
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(unit: cm) 

Figure 1:  Laboratory Set-up 
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The calculated results of wave field, current field and bottom 
topography changes will be compared with laboratory results in 
order to examine  the accuracy of numerical model. 

3. Laboratory Experiment 

Laboratory experiments are performed in a wave basin designed 
to facilitate the understanding of the mechanism of sand movement as 
well as the behavior of wave and current field around river mouth. 
Well-sorted sand (median diameter 0.15 mm) are laid in the wave 
basin to make an 2.5 times 2.3 meter test bed with the initial slope 
of 1/20. A river mouth with water discharge was installed at upper 
end of the test bed. Figure 1 shows the laboratory set up. The 
distribution of wave height and the variation of near-bottom 
velocities in the test section are measured in details by using 
capacitant wave gages or an ultra-sonic velocity meter respectively 
for three conditions of monochromatic waves and river discharges. 

The laboratory conditions are listed in Table 1. These 
conditions corresponds to the following situations: (l)effect of 
river discharge and effect of wave to sand transport are almost 
equivalent (case 1), (2)wave effect is greater than river discharge 
effect (case 2) and (3)river discharge effect is greater than wave 
effect (case 3). The changes of bottom topography during each 
experimental run are measured. In these three cases, bar or terrace 
are formed in front of river mouth and this may cause interruption 
of waterway. 

4. Comparison of numerical results and laboratory results 

Figure 2 shows distributions of nearshore current for case 3. 
In the figure, calculated and measured velocities are shown. Here, 
the calculated values are depth-averaged values and the measured 
values are in the vicinity of bottom. The measured values may 
include the effect of undertow. As a result of interaction process, 
the calculated current field becomes asymmetric in terms of river 
mouth and this agrees with laboratory phenomena. 

Figure 3 shows the comparison of wave field. The top figures 
show the two dimensional distributions of calculated wave fields by 
the numerical model. The bottom figures show the corresponding two- 
dimensional distributions of measured wave fields in the laboratory 
experiment. The middle figures show comparison of calculated and 
measured values in on-offshore distribution in front of river mouth. 
There are under-estimations of wave height in wave breaking area and 
over-estimations in the surf zone.    This means the physical process 
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of interaction between wave and current in wave breaking area is not 
fully included in the numerical model. 

Figure 4 is the comparison between calculated beach topography 
in the numerical model and measured topography in the laboratory 
experiment. The measured area in the wave basin is limited because 
of limited area of movable sand bed area. In case 3, terrace 
formation in front of river mouth is well estimated by the numerical 
model. In cases 1 and 2, bar formation in offshore area is clearly 
observed in laboratory but is not so clear in numerical model. 

Figure 5 shows cross-sectional change of beach topography in 
front of river mouth. In case 3, we can observe the formation and 
offshore directed movement of terrace. In the calculation, the 
terrace gradually developed in front of river mouth. 

From these figures, we can judge that the present numerical 
model, which includes wave-current interaction, bed load and 
suspended load due to wave breaking and river discharge, is useful 
to predict laboratory results of beach changes in the vicinity of 
river mouth ares. 

5. Conclusion 

A numerical model is developed for prediction of beach profile 
change in river mouth area. The model is compared with laboratory 
results. From the comparison, we can conclude that the model is not 
satisfactory but promising for the future development. The possible 
modifications are (l)more precise evaluation of wave field, 
(2)including the effect of vertical distribution of current field 
and (3)more precise evaluation of diffusion and dispersion process 
of suspended sand. 

REFERENCES 

Nielsen P. (1986):Suspended sediment concentrations under waves, 
Coastal Eng., Vol.10,  pp.  23  -31. 

Numano, Y., S. Sato and T. Shibayama (1989): A simulation model of 
beach deformation including the effect of dispersion of suspended 
sand and undertow, Proc. of Coastal Eng., JSCE, Vol. 36, pp. 394 - 
398  (in Japanese). 



3304 COASTAL ENGINEERING 1994 

Ohnaka, S. and A. Watanabe(1990): Modeling of wave-current 
interaction and beach changes, Proc. of 22nd Coastal Eng. Conf., 
ASCE,  pp.2443  -  2456. 

Tanaka, H. and N. Shuto (1981): Friction coefficient for a wave- 
current coexistent field, Coastal Eng. in Japan, JSCE, Vol. 21, 105 
128. 

Watanabe, A., K. Maruyama, T. Shimizu and T. Sakakiyama (1986): 
Numerical prediction model of three dimensional beach deformation 
around a structure,  Coastal Eng.  in Japan,  Vol.  29,  pp.  179 -194. 



CHAPTER 238 

Development of a Numerical Simulation Method 
for Predicting the Settling Behavior and Deposition Configuration 

of Soil Dumped into Waters 

Kazuki Oda1 and Takaaki Shigematsu * 

Abstract 
A numerical simulation method, which combines the Marker And 

Cell method and the Discrete Element Method, for analyzing the set- 

tling behavior and deposition configuration of the particles dumped 

into waters is described. Some calculated results are compared with 
the experimental ones, and what the settling behavior of the particles 

and the deposition configuration on the water bottom depend on is 

discussed. 

Introduction 

In recent years in Japan, large-scale man-made islands such as offshore ports 

and airports in coastal areas have been increasing in number. They are con- 

structed in general by reclamation with a large volume of soil dumped from a 

split-hull barge. Hence, from the view point of both the construction manage- 

ment and environmental conservation, it has become very important to predict 
accurately the settling behavior and deposition configuration of soil. While there 

are a few studies ( Oda, 1989 ; Matsumi, 1992) which treated these problems, 

their studies can not predict them accurately because in which the interaction of 

an ambient fluid motion and a particle motion is not taken into consideration in 
theoretical analyses. 

In the present study, a new numerical simulation method for predicting more 

accurately the settling behavior and deposition configuration of soil particles 

^ept. of Civil Engrg. Osaka City Univ. 3-3-138, Sugimoto, Sumiyoshi-ku, Osaka, 558 

3305 



3306 COASTAL ENGINEERING 1994 

dumped into waters is developed, and what the settling behavior and deposi- 
tion configuration depend on is discussed. 

2. Simulation Method 

The developed numerical simulation method consists of two phases; one is for 

analyzing the motion of each particle and the other is for analyzing the ambient 

fluid motion. In this paper the two dimensional calculation procedure will be 

presented( Oda, 1991 ). 

2.1      Calculation of Particle Behavior 

The motion of each particle is calculated by using the Discrete Element 

Method (the DEM) (Cundall, 1974) which is considered to be useful in analyzing 

the dynamic behavior of granular assembly. 
The momentum and rotational momentum equations of particle i are written 

(m{ + m'Jiipi = J^[Fx]ij + fx (1) 
3 

(tin + mJOtip,- = £[F,]y + /, (2) 
3 

(Ii + I'i)^ = ZlMh (3) 
i 

where m; and m\ are the mass and added mass of particle i respectively, /,• and // 
are the inertia and added inertia moment, up{, wpi are the horizontal and vertical 

velocity component of the particle, u>p,- is the rotational angular velocity of the 

particle, [Fx]ij and [Fz]ij are the horizontal and vertical component of the force 

exerted between the particles i and j by their contact, [M]ij is the rotational 
moment resulted from the contact with the particles i and j, fx and fz are the 
fluid forces, "•" represents the derivative by time, and J2j represents the sum with 

respect to every particle which contacts with particle i. 

The forces [i7^],^, [Fz]ij and moment [M]ij are calculated by 

[Fx]ij = -[fn]ij sin otij + [fs]ij cos ay (4) 

[Fz]ij = -[fn]ij cos atj - [fs]ij sinatj + V{pvg (5) 

[M]ii = -|[/J« (6) 

where pp is the particle density, V; is the particle volume, g is the acceleration 
due to the gravity, d4 is the diameter of particles i, ay- is the angle between x 

axis and the segment of line which connects the center of particles i and _/'. [fn] 

and [/s] are the normal and tangential forces caused from their contact between 
the particles i and j, which are represented 
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[fn]ij = KnSn + r)n6n/AtDEM (7) 

[/.]« = K.6. + Vsts/AtDEM (8) 

where K is the spring constant, »? is the damping coefficient, 6 is the relative 

displacement between the particles i and j during the time interval AioEM, and 
the subscripts n and s represent the normal and tangential direction. 

With the assumption that taking only the drag forces as fluid forces into 

consideration, the fluid forces acting on the particle i are written 

fx = —zCDAipj(up - U/)\A
M

P - u})
2 + (w„ - wf)

2 (9) 

fz = —^CDAiP]{wp - wj)sj(up - v.;)2 + (wp - ws)
2 - pfgVi (10) 

24 
CD = — + CD0,        Coo = 2.0 (11) 

tie 

dJ(uf - UJ)
2
 + (wp - wfy 

He =   (,1/J 

where pj is the fluid density, A{ is the cross sectional area, v is the coefficient of 

kinematic viscosity. 
The interaction between particles and fluids is taken into account by calcu- 

lating the drag force by using the relative particle velocity to the fluid given by 

Eq.(ll). 
The each particle acceleration at given time is calculated by solving Eqs.(l)~(3) 

explicitly, subsequently the velocity and location of each particle are determined. 

2.2      Calculation of fluid motion 

No calculation method will be presently available to analyze the ambient fluid 
motion caused by settling of a particle cloud. Edge and Dysart(1972) developed 

a model with the assumption that dumped material may behave as a dense liquid 
moving in waters. In the present method, an ambient fluid motion driven by a 

particle motion is analyzed by means of the MAC method under the assumption 
that the differences of the density of liquid-solid fluid which contains the particles 
may cause the motion of fluid. 

The equation of continuity and momentum are respectively 

du, dur  ,      du} 1 dp        d2uf        d
2u, ,    s 

•» + u'st+ "'"& = -7,-k + ^ + <'-§* (14) 
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dwf        dwt dw, 1 dp     o    ,     d2wf        d
2wf 

dt        J dx dz pfdz     pf ox2 dz1 

where p is the density of liquid-solid fluid which is evaluated as the mean den- 
sity of liquid and particles, of which locations are determined by the DEM at 

some given time, in each numerical cell and e is the coefficient of kinematic eddy 

viscosity which is calculated as follows 

e = 4 + 0.26«o + 32 x l(T3i>£ (16) 

where v0 is the fluid velocity component.This equation comes from the experi- 

mental observation by the ocean and meteorological agency in Nagasaki. 

3. Calculation Condition 

Some vertically two dimensional numerical simulations are performed in order 

to obtain the settling and dispersion behavior of particles dumped into waters 

from the water surface. The bottom of a container for dumping of particles is fixed 

on the water surface. After particles are arranged with short distances between 
other particles in the container, only the motion of each particle is calculated by 

using only the DEM until every particle stops to become stable in the condition 
of keeping the container bottom closed. Then the container bottom is opened, 

the motion of the particles and fluid are calculated. 
According to making reference Kiyama (1983) 10-6 sec is used for AtDEM. 

The value of the constants in the mathematical models are summarized in Table. 1. 
The calculation domain is taken between -50cm and +50cm in the horizontal 

direction for the MAC method and the cell size is taken constant: Ax = 2.5cm. 

The movements of particles and ambient flows are analyzed for the different water 

depths from 10cm to 100cm . The number of interior cells in the vertical direction 

is constant 40. The time step used in calculation is At MAC — 10~5 sec. 

4. Calculated Results 

4.1 Comparison with the experimental results 

Fig.l shows the calculated results of the settling and dispersion behavior of 

the particles with d=0.3 cm diameter, of which the volume is 20 cm3/cm, and the 

Table 1. Values of the Constants in the Mathematical Model 
Spring Constant /V/>Pff = 4.23 x 104 (cm) 

K,/ppg = 1.05 x 104 (cm) 
Dumping Coefficient Vn/prg = 2.47 (cm- s) 

t),/pPg = 1.24 (cm- s) 
Friction Coefficient tan/*=30 
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Fig. 1.      Calculated results 
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cluster 

movements of the ambient fluid flow at the specific time after dumping under the 

condition of water depth h=30 cm and instantaneous opening of the container 

bottom of which width &o is 5cm. From Fig.l, it may be seen that the particles 

are settling as a cluster rather than individuality. These calculated results show 

a similar tendency to the experimental ones by Murota et al.(1988). 

Fig. 2 shows the comparison of the calculated results with the experimental 

ones on the settling velocity of the particle cluster. The settling velocity Wp is 

normalized by Wo = \/(Pp/pf — 1)W- Similarly the comparison of the calculated 

results with the experimental ones on the dispersion width B of the cluster in 

settling is shown in Fig.3. From Figs.2 and 3, it would be said that the present 

method can predict reasonably well the settling and dispersion behavior of par- 

ticles. 

4.2 Deposition configurations and water depth 

The distributions of the relative number of particles passing through per unit 
width of the horizontal plane at z/h =0.2, 0.4, 0.6, 0.8 and 1.0 in the case of h=10, 

30, 50 and 100 cm are shown in Fig.4. It should be noted that the distribution of 
relative number at z/h=1.0 displays the deposition configuration of particles at 

rest on the water bottom. It is found in Fig.4(b) that for A=30cm the distribution 

has two peaks at z/h=0A and the distance between two peaks becomes wider as 

the particles settling deeper. The deposition configuration on the bottom seems 

to be a mountain with two peaks. It can be seen in Fig.4 (c) that with settling of 
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particles two peaks are separated farther, those heights become smaller and the 

final deposition configuration becomes flatter. For /s=100cm, the distribution 

seems to be almost uniform at z/h=0.6 and subsequently the width and the height 

of the distribution become much wider and lower. These tendencies coincide with 

Mutoh's experimental results (1974). 
Based on the experimental observation, he presumed that an increase in the 

horizontal fluid velocity near the bottom with the water depth induced an increase 
in the horizontal velocity of the particles near the bottom. But from the present 

calculated results it would be considered that the deposition configuration of the 
particles significantly depends on the dispersion behavior of the particles in the 

process of settling. 

4.3 Settling behavior of particles and opening angular velocity of the 
container 

Fig.5 shows the calculated results of the variation of space positions of particles 
and fluid velocity field at the moment of the contact of their lowest part with 

the water bottom with the opening angular velocity of the container bottom for 

h=3Qcm. From the calculated result for u> = 30 deg./s, each particle seems to be 

settling individually with characteristic of a single particle. But the particles for 

w=60 deg./s would be settling as a cluster as shown in Fig.5(b). The cluster of 

the particles for a;=90 deg./s becomes larger than one for u>=60deg./s. 

The same calculations for /«=10 and 50 cm were performed. Based on those 

results for fe=10cm, we could not see any longer the cluster of particles in settling 
even in the case of u>=90 deg./s. But for A=50cm the clusters could be seen 
in every case of u>=30, 60, 90 deg./s and became larger with an increase of the 
opening angular velocity of the container bottom. It is found, therefore, that 

the settling behavior of particles gets to depend more and more on the opening 

angular velocity of the container with in increase of the water depth. 

4.4 Deposition configuration and opening angular velocity of the con- 
tainer 

The deposition configurations under the condition of the particle volume 
Vb=20 cm'/cm, particle diameter d=0.3 cm, the container width 60=5cm, u;=30, 
60, 90 deg./s, and h= 10, 30, 50 cm are calculated. From the calculated results 

as shown in Fig.6, it is found that the opening angular velocity of the container 

bottom does not effect on the deposition configurations in the case of h=\Q and 

30 cm, but that for /»=50cm the deposition width and height become wider and 

lower with an increase of the opening angular velocity. When the particles are 

dumped into waters with some opening angular velocity of the container bottom, 
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50cm/s 

(c) w= 90 deg./s 

Fig. 5.      Calculated results 

the particles settle as a cluster on condition that the water depth and opening 

angular velocity are larger and the particle cluster grows larger with an increase of 
the water depth as described in section 4.3. Hence, it would be thought that the 

growth of the cluster of particles in settling effects on the deposition configuration. 

4.5 Effect of the container width and the volume of dumped particles 
on dispersion width 

The calculated results concerning the effect of the container width on a 

dispersion configuration when the volume of dumped particles is constant V0= 

20cm3/cm and the water depth is h=30 cm, are shown in Fig.7. The dispersion 
widths of particles in settling for b0=2.5 and 5.0 cm are almost the same and the 

deposition widths in both cases are also almost the same. But the dispersion and 

deposition widths for 60—10 cm are different from those for other cases. 

Fig.8 shows the calculated results concerning the effect of the dumped volume 

Vo on the dispersion width under the condition that the container width is 
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Fig. 7.     Variation of dispersion 

width with container width 

100 

Fig. 8. Variation of dispersion 

width with the volume of particles 

constant &o=5.0cm and the water depth is /j=30 cm. The dispersion width in 
settling and the deposition width on the water bottom become wider with an 

increase of the volume of dumped particles. Moreover what is evident comparing 

Fig.7 with Fig.8 is that the deposition width depends on the volume of dumped 

particles much more than the container width under the present calculation con- 
dition. 

5.      Conclusions 

A calculation method for analyzing simultaneously the settling and dispersion 
behavior of particles and ambient fluid motion simultaneously was developed. It 

was founded that the calculated results of those behavior by the present method 

were reasonably good agreement with the experimental ones. Moreover the de- 

position configurations were calculated under the condition of the various water 

depths, container width, volume of dumped particles, and opening angular veloc- 
ity of the container. The obtained results are summarized as follows : 

(1) The dispersion width of the settling particles and deposition width on the 

water bottom become wider with an increase of the volume of dumped 
particles. 

(2) The deposition width depends on the volume of dumped particles rather 
than the container width. 
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(3) The deposition configuration depends on the water depth and it is influenced 

by the dispersion behavior of settling particles. 

(4) The increase of the opening angular velocity makes the deposition width 

wider in deeper water but it has few effect on the deposition configuration 

in shallower water. 
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CHAPTER 239 

Plane Design of "SPAC"; 
Countermeasure against Seabed Scour 

due to Submerged Discharge and Large Waves 

Takao Shimizu1, Masaaki Ikeno1, Hisayoshi Ujiie2 and 
Kazuaki Yamauchi3 

Abstract 

Discussion is carried out on stability of submerged 
outlet structures of thermal power plants sited on sandy 
ocean beaches. The authors conceived the new scouring 
protection "SPAC" constructed by riprapping of the seabed 
just in front of the outlet. In this study, the authors 
investigated the plane design of the SPAC by means of 
1/25 scale physical model. First of all, properties of 
seabed scour due to submerged discharge and monochromatic 
or multi-directional waves were examined. Secondly, the 
spreading process of the SPAC was investigated , and the 
necessary width of the SPAC was evaluated based on width 
of discharged current, and on the drift of discharged 
current effected by longshore current due to oblique 
incidence of waves. Finally, the physical model was 
verified by comparison with field data. 

Introduction 

In front of an outlet of a power plant sited on a 
sandy open beach, seabed scour due to submerged discharge 
and large waves causes instability of coastal structures 
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such as discharge outlets. 

Shimizu et al.(1991) proposed a new countermeasure 
called "SPAC"(Spreading Armor Coat). The SPAC is 
constructed by replacing seabed sand in front of an 
outlet with riprap rocks.  During the seabed scouring due 
to current and waves, riprap rocks spread on the slope of 
the scoured hole forming an armor coat as shown in Poto 
1. The SPAC thus protects the base of the outlet 
structure. 

The process of cross sectional design of the SPAC 
shown in Fig.l is as follows,(Shimizu et al.,1993). 

[submerged outlet| 

6 

ti\sPAcg0T 

riprap rocks tw 
seabedM 

Photograph 1. SPAC; Spreading Armor Coat 

current     transient region 

/     spreading region 
R concrete panels or 

outlet structure 

of SPAC 

O riprap 
ffi riprap before spreading 
® riprap after spreading 
• sneck before spreading 
° sneck after spreading riprap diameter 

Figure 1. Cross Section of SPAC 
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1) Riprap diameter d is determined by the following 
equation,(Hasegawa,1993) that gives riprap weight W that 
is stable against waves. 

W=rr Ub
6g-3Frc-

6(sr-l)-
3 (1) 

where j r and s r are respectively weight per unit volume 
and specific gravity of riprap rocks, Ub is bottom 
velocity, g is gravity accelaration. The value of the 
experimental constant Fr is equal to 1.42. 

2) Scour depth S is evaluated by the numerical 
simulation model,(Ushijima et al.,1992), not by a 
physical model experiment including scale effect. 

3) Length R of the spreading region of SPAC is given 
by the following equations assuming that SPAC spreads as 
a single layer armor coat. 

if S^0.55 A^D'd^ + D, 

R= (A2d2+25 X S d) as- X d (2) 

if   S >0.5c5 r'D'd-' + D, 

R=0.5<5D+ X dD''(S-D) (3) 

where D is the thickness of the SPAC, 6 =cota +cot/3 , X = 
coseca , a is the angle of repose of the scoured slope, /3 
is the dredged slope angle. The value of a  was equal to 
2 0 degree according to the experimental results. 

4) Snecks should be inserted under the front edge of 
the SPAC in order to prevent sands from being sucked out 
through the void of riprap rocks after spreading. For the 
size of sneck, 1/3 of riprap diameter is recomended. For 
the amount of snecks, 15% of the riprap rocks of the 
spreading region is recomended. 

In 1992, a SPAC works was carried out at Noshiro Power 
Station (Tohoku Electric Power Co.) facing the Japan Sea. 
In this study, the plane design of the SPAC is 
investigated to rationalize this countermeasure, by means 
of a 1/25 scale physical model simulating the sea 
condition in front of Noshiro Power Station. 

SCHEME OF PLANE DESIGN 

The process of plane design of the SPAC shown in Fig.2 
is as follows. 

1) Width B f of scour is evaluated from the width of 
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riprap rock after spreading 

spreading width of riprap rocks 

drift of discharged flow effected by longshore current 

Figure 2. Definition Sketch for Plane Design Parameters 
of SPAC 

the discharged current at the front edge of the SPAC. 

2) Width B s of the spreading region of the SPAC is 
evaluated from B f. 

3) Drift Bd of discharged current is evaluated from 
the velocity of longshore current due to oblique wave 
incidence. 

4) The required width B of the SPAC is evaluated from 
Bs and Bd. 

PHYSICAL MODEL EXPERIMENTS 

In the multi-directional wave basin shown in Fig.3, we 
made seabed model with a 0.3m water depth, a sea-wall 
model covered with model armor units, a submerged outlet 
model consisting of three assembled pipes, and a 
discharge channel model. 

Experimental cases and conditions are shown in Table 
1. In the cases Al,A2 and A3, we compared the process of 
seabed scour due to submerged discharge alone, discharged 
flow plus multi-directional waves, and discharged flow 
plus the highest one-tenth monochromatic waves. In the 
cases Bl and B2, we colored and numbered some of the 
riprap rocks in both cases, short SPAC(R+r is small) 
and long SPAC(R+r is large), and tracked the spreading 
process of the rocks. The riprap diameter was 3cm. In the 
cases Cl and C2, we investigated the drift of the 
discharged flow effected by the longshore current due to 
oblique wave incidence. Finally, in the cases Dl and D2, 
an attempt was made to verify this experimental result by 
field data. 
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Figure 3. Arrangement of Physical Model Experiment 

Table 1. Experimental Cases and Conditions 

Case Seabed Discharge Waves 

Al 

A2 

A3 

flat sand bed 3 pipes 
grain size is 0.2mm        <p =10.7cm 

velocity is lm/s 

ditto 

ditto 

ditto 

ditto 

multi-directional waves 
Hl/3=16.5cm 
Hl/10=21cm 

Tl/3=2.4s 

monochromatic waves 
H=21cm 
T=2.4s 

Bl flat sand bed 
protected by SPAC 

R+r=60cm 

ditto ditto 

B2 ditto except 
R+r=150cm 

ditto ditto 

Cl 1/50 slope solid bed ditto oblique incident 
monochromatic waves 

H=22.1cm 
T=2s 

offshore wave angle is 30° 

C2 ditto ditto ditto except 
H=28.4cm 

Dl model of Noshiro P.S. ditto except 
single pipe 

multi-directional waves 
Hl/3=16cm 

Tl/3=2s 

D2 ditto ditto ditto except 
no wave in first 80hr. 
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PROPERTY OF SCOUR DUE TO CURRENT AND WAVES 

Fig.4 shows the seabed scour due to submerged 
discharge and waves in the cases Al, A2 and A3. The 
scoured hole due to discharge alone is longer along the 
line of discharged flow, and the maximum scour depth 
appears farther from the outlet than in other cases. The 
scoured hole due to discharged flow plus multi- 
directional waves is shallower, but the maximum depth 
appears nearer to the outlet. The scoured hole due to 
discharged flow plus monochromatic waves is the deepest 
and this condition is the most severe with regard to the 
stability of the outlet structure.  We therefore adopted 
the last condition to the design of the SPAC. 

median diameter of 
sand particle is ZOO lim 

multi-directional waves 
J.      Hv, -27cm 

2)11 II ll|3 lmr X(m) 
discharge 

( 26.7 &/s , 1 m/s ) 
a) Scour due to discharge 

(Case-AI after 16hr.) 

•mi     XOn) 
discharge 

( 26.7 i/s  , 1 m/s   ) 

b) Scour due to discharge and 
multi-directional waves 

(Case-AZ after 16hr.) 

monochromatic waves 
I    H=Zlcm 

T=2.4s_ 
-5cm~ 

Ift+i     X(m) 
discharge 

( 26.7 i/s , 1 m/s  ) 

c) Scour due to discharge and 
monochromatic waves 
(Case-A3 after 16hr.) 

Figure 4. Seabed Scour due to Submerged Discharge and 
Waves 
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SPREADING WIDTH OF "SPAC" 

Fig.5 shows the seabed scour in front of the SPAC in 
the cases Bl and B2. The foot of the outlet structure was 
successfully protected in both cases. 

Fig.6 shows the spread profile of the SPAC in the 
cases Bl and B2. The spread profiles are well predicted 
by the previously mentioned equations (2) and (3), except 
that the predicted lengths of the spreading region of the 
SPAC are slightly longer than the experimental results. 

Fig.7 shows the velocity distribution and half-value 
width of velocity ofdischarged current flowing against 
waves propagation in the early stage of Case A3. If the 
width of discharged current is represented by half-value 
width, it also represents almost 1/8-value width of sand 
transport rate distribution, because the sand transport 
rate is approximately proportional to the cube of the 
flow velocity. So, it was decided that half-value width 
B f adequately represents the scour width. 

Fig 8 shows the relationship between half-value width 
of discharged current velocity and offshore distance from 
the outlet in the case A3. The half-value width of 
discharged current is almost linearly proportional to the 
distance from the outlet. 

Fig.9 shows the spread pattern of the SPAC for cases 
Bl and B2. The open circle at the end of the pin shaped 
mark shows the final position of spreading rock, and the 
other end shows the initial position of the rock. The 
closed circle shows unspresd rock. The riprap rocks 
spreaded toward the center of the scoured hole, that is, 
the toe of the spreading SPAC. The spreading area of 
riprap rocks is perfectly covered by a spreading slope of 
half-value width B f at the center part and a pair of fan 
shaped transient slopes at both ends. Width Bs of the 
spreading region of SPAC is the distance between both 
intersections of the fans and the initial front end of 
the SPAC. 
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DRIFT OF DISCHARGED CURRENT 

Fig.10 shows cross-shore distribution of longshore 
current velocity due to obliquely incident waves for 
cases Cl and C2, without discharge from the outlet. U on 
the vertical axis shows longshore current velocity 
normalized by analytical velocity U&0 at the breaking 
point, neglecting horizontal eddy viscosity. Closed 
triangles indicate longshore current velocity in front of 
reclaimed land in the experiment. Y' on the horizontal 
axis shows offshore distance from virtual shoreline under 
the condition of no reclaimed land. Smooth curves show 
velocity distribution of longshore current along a 
uniform slope beach after Kraus and Sasaki(1979). 
Longshore current velocity just in front of the seawall 
of the reclaimed land is nearly equal to or less than the 
velocity of longshore current along the beach. 

U is longshore current velocity normalized by analytical velocity 
Ub o at breaking point neglecting horizontal diffusion. 
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Figure 10. Longshore Current due to Oblique Incident 
Waves in front of Reclaimed Land 
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Fig.11 shows the drift of discharged current effected 
by longshore current for case C2. Vectors are flow 
velocity in the experiment. The curve from the outlet to 
the right is the trajectory of discharged current 
calculated by the following equation,(Katano et 
al.,1976). 

(B, 'Bp> 0.2 6 (u/V0) 
3 (Y, Bp) 

4 (4) 

where Bd is the drift of discharged current, Bp is the 
width of the outlet, u is the longshore current 
velocity, V0 is the discharged velocity, and Y is the 
offshore distance from the outlet. The drift of 
discharged flow was well traced by the above equation. 

monochromatic waves 
offshore wave 
angle: 30° 
height: 28.4cm 
period: 2s 

seabed slope: 1/50 

outlet 
water depth: 30cm 
velocity: 1 m/s 
diameter: 10.7cm 
number of pipes: 3 

vector: experiment 
curve: calculation 
after Katano et al.(1976) 

Figure 11. Drift of Discharged Flow Effected by 
Longshore Current 
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VERIFICATION by FIELD DATA 

Fig.12 shows the field data of waves and warmed water 
discharge observed at Noshiro Power Station from July 
1992 to May 1993. In this period, the unit No.l of the 
power plant was under trial running. We adopted a 4m 
height and 10s period significant wave, and 27.8m3/s 
discharge as the experimental condition for comparison 
with the field data. 

Fig.13 shows the comparison between field scour and 
simulated scour on 1/25 scale model in the cases Dl and 
D2. Maximum scour depth 125cm in the field was well 
simulated as 5cm scour depth in each case of the 1/25 
scale models. Scour width in the field was also well 
simulated in the case Dl. The on-offshore length of the 
scoured hole in the model was smaller than for the field 
scour. A model scour occurs nearer the outlet structure 
than for the field scour. 
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Figure 12. Field Data of Waves and Thermal Discharge 
Observed at Noshiro Power Station 
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CONCLUSIONS 

(1) The SPAC design is sufficiently safe for the 
condition of discharged flow and highest one-tenth 
monochromatic waves. 

(2) The width of the SPAC can be determined by both 
the spreading width of riprap rocks and the drift of 
discharged flow effected by a longshore current. 

(3) The spreading width of the riprap rocks can be 
determined by assuming a scouring width as the half-value 
width of the discharged current velocity distribution, 
and by turning the 2 0 degree slope around toes at both 
ridges. 

(4) The drift of the discharged flow effected by a 
longshore current is determined by using a formula based 
on a longshore current distribution caused by oblique 
incident waves, and by using a trajectory formula of jet 
injected into the current orthogonally. 

(5) It was verified by the field data that the design 
method of the SPAC based on the physical model was within 
the safety margins required for the stability of the 
outlet structure. 
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CHAPTER 240 

MODELLING AND ANALYSIS TECHNIQUES TO AID MINING 
OPERATIONS ON THE NAMIBIAN COASTLINE 

G G SMITH1, G P MOCKE1 and D H SWART2 

ABSTRACT 
The extraction of diamondiferous ore deposits along the coastal strip of southern 
Namibia has called for novel mining techniques. Quantitative analysis of coastal 
processes incorporating the prediction of short and long term shoreline response has 
proved particularly useful in optimizing such techniques. Further attention has been 
given to assessing the impact of mining operations on the nearshore ecosystem 
through comprehensive monitoring and modelling analyses. 

1 INTRODUCTION 
Diamond mining operations in the southern coastal region of Namibia involve 
temporary coastal protection and beach reclamation schemes as well as the projected 
discharge of mine overburden material into the nearshore zone. In the extreme south 
of Namibia, near the town of Oranjemund (Figure 1), NAMDEB construct sand 
seawalls to protect mining operations. These seawalls have been successfully used 
to reclaim precious mining terrain in a highly dynamic wave climate (Moller and 
Swart, 1988). The continuation of these reclamation efforts over an area where 
reduced quantities of seawall replenishment material is available has however called 
for optimization. In this regard the construction of massive groynes for enhancing 
shoreline progradation has been investigated. 

A proposed initiative incorporates the use of a dredger so as to mine the overburden 
of a coastal region. As a result of the dredging, some 26 million m3 of sediment will 
be discharged onto the neighbouring beach. The accretion resulting from this 
nourishment will effectively reclaim land and provide a protective beach which 
reduces water seepage during final mining operations.   Coastline modelling has 
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proved extremely useful in the planning and assessment of this mining initiative. 

Figure 1: Location map indicating the diamond mining region within Namibia 

Further north at Elizabeth Bay (Figure 1), NAMDEB mining operations involve the 
separation of undersized sediments from the diamondiferous ore. This fraction, 
comprising some 75% of the total excavated quantity of 20 million m3, is discharged 
onto the beach in the adjacent sheltered bay. Due to the proximity of lobster and 
other biological communities, the necessity for assessing the environmental impact 
of such operations beyond the confines of the bay was identified. A comprehensive 
ongoing monitoring program, incorporating environmental measurements and 
predictive coastline and circulation modelling, was initiated for this purpose before 
commencement of mining operations. 

2. ORANJEMUND 
2.1      Environmental Conditions 
The dynamic wave climate at Oranjemund, as derived from local Waverider buoy 
recordings has an average significant wave height of 2,2 m (average wave period is 
12 seconds). Storms occur frequently, with significant wave heights over 4 m 
occurring about 25 times (average duration ~ 11,8 hours) per year. The predominant 
wave direction ranges between 180° and 200°. 

The coastline is relatively straight, and lacking features such as headlands, is 
unprotected from wave attack. Vertical profile excursions of up to 4 m reflect the 
dynamic environment, where a sand grain size of approximately D50 = 500 urn 
occurs on the steep beach face. 
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Longshore sediment transport calculations as determined via a wave refraction study 
indicate a northward transport rate of 1,4 Mm3/yr. This rate was further verified via 
one-line modelling simulations (CSIR, 1979; CSIR, 1994a). 

2.2       Seawall Mining Operations 
Several attempts have previously been made to protect the coastal mining operation 
from wave action and to increase the mining area by mining closer to the waterline. 
One such attempt involved the placing of cobbles on the seaward face of a sand 
seawall, however the cobbles were removed and strewn across the beach. Various 
geofabric options such as covering the sand seawall with tarpaulins and protecting 
the seawall toe with cloth bags were also unsuccessful. In addition, short groynes 
were made from metal frames and filled in with boulders. However these structures 
did not penetrate sufficiently into the surf zone to interrupt the longshore sediment 
transport to cause accretion. Sheet piles were also used for a time, which allowed the 
mining of bedrock some 25 m closer to the sea. It was intended to re-use the piles 
as mining operations proceeded along the coast. However the percentage of 
sheetpiles which could be re-used was lower than predicted and the method was 
therefore found to be uneconomical. A further attempt involved the use of 
interlocking concrete blocks. These were interlocked laterally, but could slide 
downwards as sand was scoured from beneath them. This system was destroyed 
during the larger storms, however and took 8 to 10 days to re-establish. Since this 
system was also uneconomical, it was stopped. The most recent such initiative 
involved the use of flexible mattress, which failed principally due to toe scour. 

The most successful of the protective structures has simply been a massive sand 
seawall (Figure 2), which has been practical to construct from the sand overburden 
material, and which is stripped almost to bedrock at a depth of some 20 m in places. 
Constant sand nourishment to the eroding seaward face of the seawall, which is 
300 m to 800 m in length, ensures its structural integrity. At one stage of the mining 
operation, advantage was taken of the abundant sand overburden by advancing the 
seawall up to 300 m seaward. This ambitious scheme involved the placing of 
massive quantities of sediment on the seawall. 

An interesting aspect of the study is that although a total of 12.7 million m3 is used 
for the construction and maintenance of seawalls during the 5 year period, records 
show that at most 8 million m3 of this amount was obtained from the mine. Thus a 
deficit of some 4.7 million m3 exists. It is assumed that much of this material was 
rehandled, i.e. the material fed onto the wall is eroded and subsequently deposited 
to the north, where it is re-excavated and again fed to the wall. 
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W5J» -^     _ 3* 
Figure 2: Seawalls protecting the adjacent mining operations 

Constant erosion from the seawall of average length 600 m occurred as it advanced 
northwards. Thus the quicker mining operations advanced, the less the total amount 
of material needed for the seawall. This is borne out by the optimization curve shown 
in Figure 3 which is constructed from data obtained during the mining operation. A 
regression analysis yields the equation of the curve: 

V = 1450000R"0963 

where: V = Volume of material used per metre length of the wall (in m3). 
R = Rate of northwards advance of the wall (in m/year). 

As can be seen from the curve, a rate of advance of less than about 500 m/year is 
detrimental since it requires in considerable maintenance. High advance rates are, 
however, constrained by available resources and the necessity to maintain long 
seawall sections. 
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Figure 3: The relationship between rate of wall advance and sediment volume 
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Further support for mining operations has been provided through an early warning 
system for wave attack. With the dominant incident southerly wave conditions at the 
site a remote link to waveriders to the south provides up to 12 hours of advance 
warning of extreme events. 

2.3      Groyne "sand trap" 
A unique initiative to capitalize on the high longshore transport rate, which is 
enhanced by the above-mentioned nourishment, is to construct groynes and thereby 
facilitate land reclamation updrift. A site favourable for both mining reasons and for 
groyne construction (i.e. foundations on a rocky outcrop) was selected, and one- 
dimensional coastline model simulations formed the basis of a detailed feasibility 
study. 

Figure 4 shows the calibration of the one-line UNIBEST model for a 2 year period, 
over a 10 km coastline extent width. The relevant sediment sources are input to the 
model. This includes the beach nourishment as supplied to seawalls in the region, 
which varies between 60 000 m3 and 270 000 m3 at various locations along the coast. 
In addition, the point discharge of sediment from a processing plant is included (as 
indicated in the figure). This amounts to about 1.7 million m3 of material; however 
this is somewhat finer material than that discharged to the seawalls. 

As seen in Figure 4, the measured shoreline after 2 years is reasonably well 
predicted, taking into consideration that the measured beach cusps are not simulated 
by the model. In particular, the coastline accretion near the discharge point as well 
as a promininent coastline inflection point are well simulated. 
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Figure 4: Coastline calibration prior to groyne accretion predicitions 

On this basis the coastline evolution due to groyne lengths of 150 m, 200 m and 
300 m was assessed. For each case, two scenarios were considered. The first 
assumed a large sand seawall which is built so that it extends 40 m beyond the 
coastline.   This calls for considerable input of sediment to maintain wall integrity 
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with estimates from a modelling exercise indicating this to be from 540 000 nrVyear 
to 740 000 m3/year. The second scenario assumed a protective sand wall (termed 
a "beachwaU") constructed about 40 m above mean sea level. The anticipated 
maintenance quantity for this wall involves between 105 000 nrVyear and 
144 000 m3/year. 

Table 1 illustrates the accreted areas obtained for each of these scenarios. Between 
10% and 20% extra area is gained through the inclusion of seawalls. This is due to 
the land reclamation facilitated by the seawalls per se, as well as the extra sediment 
input which accretes at the groyne. The benefit of a longer groyne is obvious. As 
may be observed the accretion from a 300 m groyne is more than double that of the 
150 m structure for the beachwall case. 

Table 1: Accreted areas 

Groyne length Beachwall (m2) Seawall (in2) 

150 m 
200 m 
300 m 

151 400 
222 400 
363 100 

181 800 
248 700 
297 400 

A conceptual structural design of the groyne was carried out in parallel with this 
study. There was a number of unique constraints associated with the design; namely 
security limitations restricting the hire of plant, unsuitable armour rock material in 
the region and a groyne lifespan limited to about 6 years. Concrete armour and 
Caisson-type structures were found to be the most suitable under the above 
constraints. 

2.4      Dredge Discharge 
A proposed initiative is the removal of some 26 million m3 of sand overburden via 
dredging. This material extends to a depth of -26 m MSL globally and has a sand 
composition which is roughly similar to the beach sediment. It is intended to 
discharge this volume of material, after screening for diamond extraction, onto the 
beach, where the coast has already accreted by some 300 m due to sediment from 
discharge at an adjacent processing plant. Considering the prevailing dynamic wave 
climate and sediment composition, high offshore losses of sediment from the 
discharge can be expected. 

Primary objectives of the study are to assess shoreline changes for input to seepage 
rate calculations as well as to co-ordinate the discharge in order to maximise 
accretion of the coastline during the final stages of mining. The reason for this is to 
minimise seepage from the sea into the deep mining area which is totally dewatered 
at this final stage. In addition the mining region must be protected from wave attack 
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which could lead to flooding of the working area. 

The calibration of the one-dimensional coastline model is illustrated in Figure 5, in 
which historical coastlines were obtained from a topographical map, aerial 
photographs and a recent beach survey. The simulation is run from the initial 
shoreline of 1971. As can be seen, each of the measured shorelines is reasonably 
well predicted by the model. Of particular interest is the period between 1979 and 
1986, during which a decrease in the discharge rate led to the retreat of the coastline. 
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Calibration of the coastline model - dredge region 

Further verification of the model was conducted by modelling a 20 km stretch of 
coast (Figure 6). In this simulation all of the major sediment inputs to the system 
were included as they occurred over the 23.4 year period. As seen, the model is 
fairly well validated against the measured coastline. The exception is in region of 
+5000 m, where unusually large accretion occurred. 
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With the validaty of the model verified, various scenarios were explored. Figure 7 
illustrates the accretion resulting from an optimised strategy from 4 discharge points. 
As seen, the accretion fillet at the completion of the discharge is centered opposite 
the final region of dredging. With the intention being to mine the region 
subsequently; the predictions of 0.5 and 1.0 year later show that the accreted 
coastline is still centered around the appropriate region in spite of considerable 
erosion. 
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Figure 7: Coastline evolution in response to the optimised discharge strategy 

3. ELIZABETH BAY 
As schematized in Figure 8 some 75% of the mined ore deposit is discharged onto 
the beach within Elizabeth Bay. Although expected impacts on the sandy beach 
system within the bay have been deemed to be inconsequential, concerns have been 
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expressed regarding potential impacts on lobsters and other biological communities 
beyond the confines of the bay. The primary sediment input into the bay is at the 
eastern boundary, with a prominent sink the indicated aeolian dune corridor. The bay 
is relatively protected from incident waves, which are from a dominant southerly 
direction. 
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Figure 8: Schematisation of the sediment transport processes at Elizabeth Bay 

3.1 Monitoring Programme 
In anticipation of the commencement of mining operations at Elizabeth Bay in July 
1991 a comprehensive monitoring programme was initiated the previous year. Data 
emanating from regular monitoring is supplemented by recordings made during the 
course of an earlier impact assessment (CSIR, 1988) as well as two field 
measurement compaigns (CSIR, 1992). 

The principal components of the monitoring programme comprise aerial photography 
(including control sites), plant discharge (rates and granulometry), nearshore 
bathymetry, beach surveys, nearshore and beach observations (pro forma), wind 
recordings (two weather stations) and a bio-sampling transect. 

3.2 Data Analysis 

3.2.1    Morphological response 
Beach and nearshore bathymetric surveys recorded prior to mining operations 
constitute an effective baseline for assessing the impacts of discharge operations. 
The minimal changes apparent in these pre-mining surveys attest to a state of 
morphodynamic equilibrium within the bay. 
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For approximately the first 18 months of discharge operations an average monthly 
volume of the order 130 000 m3 of sediment was discharged to the beach. This 
discharge, which was somewhat higher than originally anticipated, was concentrated 
at the outlet DPI shown in Figure 9. Following a reduction in processing volumes, 
monthly rates have reduced to approximately 50% of the above figure since early 
1993. Discharge was further extended to the more easterly outlets shown in Figure 9. 

As further illustrated in the figure, shoreline response to the initial concentrated 
discharge is characterised by a local protrusion. A reduced and more distributed 
discharge thereafter, however, results in more even alongshore progradation. 
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Figure 9: Coastline evolution at Elizabeth Bay and principal discharge stations 

The measured cross-shore profile response at a location near the area of maximum 
discharge is depicted in Figure 10. Within the context of an an original impact 
assessment (CSIR, 1988) the SEAGAR2 cross-shore profile model was employed for 
determining equilibrium profile response due to the discharge. The significantly 
steeper measured profile reflects only limited alongshore and cross-shore 
redistribution of beach material. 

With an average D50 grain size in the range 0,25 mm - 0,4 mm the discharge fraction 
is somewhat coarser than the native material (D50 ~ 0,15 mm). In the medium term 
an equilibrium profile somewhat steeper than the native state will therefore result. 
As anticipated in the original impact assessment, this will have an initial negative 
impact on the intertidal biotic community. 
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Figure 10:       Cross-shore profiles measured at Elizabeth Bay 

The difference chart comparing the pre-mining February 1990 bathymetric survey 
to that of March 1994 illustrates how morphological changes have been confined to 
the nearshore area. Although the most significant variability occurs at the western 
end of the bay near the discharge point, some seawards movement of material is 
evident near the eastern extent of the survey area. As will be discussed in 3.2.2 this 
area is coincident with a flow convergence zone and associated rip-current. 

Feb    1990  Waterline 

50J 9 500 1000 

Figure 11:       Bathymetric difference chart (February 1990 - March 1994) 

3.2.2   Sediment budget 
Schematized in Figure 8 are the primary constituent components of the sediment 
budget at the study site. A theoretical analysis incorporating wave refraction 
modelling predicted an influx into the bay of the order 0,25 MmVyr. This longshore 
transport rate may be seen to be substantially less than further south at Oranjemund, 
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which is a far more exposed section of coast. It further reflects the influence of 
aeolian sediment pathways feeding the Namib desert, of which the study site 
constitutes a prominent component. Field and theoretical barchan dune movement 
studies have estimated an annual transport in the range 0,15 Mm3 to 0,3 Mm3. With 
a negligible flux of sediment around the prominent Elizabeth Point at the western 
boundary, it is likely that the influx into the bay and the aeolian sink are in 
approximate natural balance. 

A summation of volume charges computed from beach survey measurements 
accounts for roughly 70% of the total 3,1 Mm3 discharged to January 1994. The 30% 
discrepancy with the discharge quantity is primarily attributable to the restriction of 
volume calculations to the limiting depth of surveys, which is of the order of 1 m 
below MSL. Other factors are bulking errors and increased aeolian losses due to an 
enlarged deflation zone following beach progradation. A further factor, discussed 
below, is the offshore transport of suspended fines. With up to 8% of the discharge 
material having a diameter less than 0,1 mm it likely an appreciable proportion of the 
pumped discharge is lost in this manner. A reliable summation of these variable 
contributions appears to account for the discrepancy. 

Turbid plumes 

An ubiquitous feature of the study coastline is 
the apparition of turbid plumes. Aerial 
photographic and on site monitoring has 
highlighted an increase in extent and 
frequency of such plumes since the 
commencement of mining operations. Such 
plumes are, however, primarily manifested 
within the confines of the bay. During the 
course of two field exercises (CSIR,1992) 
under contrasting wind and wave conditions 
plume related parameters such as 
temperatures, salinities, currents and 
suspended matter characteristics were 
measured. In Figure 12 is schematized 
recordings of particle inorganic matter (PIM) 
concentrations over the study domain. 
Although elevated near the discharge area 
concentrations are considered to be within the 
range of naturally occurring turbidity (~ 
5 mg/0). 

Figure 12:       Particle inorganic matter distribution on 18 May 1992 
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3.3       Predictive Modelling 

3.3.1    Plume dynamics 
The two dimensional hydrodynamic TIDEFLOW model was used to simulate tidal 
and wind driven circulation in the study area. Such a model, which was calibrated 
against drogue measurements, was considered to be appropriate due to the vertically 
well mixed state of the bay as recorded during the dominant strong wind conditions. 
The computed hydrodynamic flow field was coupled with the PLUME dispersion 
model for the prediction of turbid plume response within the bay. Measured 
concentrations were used for validation of this model. In Figure 13(a) is shown the 
simulated plume response under the dominant southerly wind conditions. Although 
relatively high concentrations are evident in the vicinity of the discharge area, values 
beyond the bay confines are minimal. Somewhat higher values in the vicinity of the 
point are evident for the infrequent NE wind conditions (Figure 13(b)), however, 
values remain within the range of naturally occurring turbidity. Scenario modelling 
showed increased movement of turbid water beyond bay confines in the event of a 
prograded coastline, however, this was remedied by moving the discharge points 
further east. 
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Figure 13:       Modelled plume response after 48 hours for (a) a southerly and (b) 
north-easterly wind of 10 m/s 

3.3      Shoreline Response 
Shoreline response to projected discharge was modelled, with reference made to the 
sediment budget discussed in Section 3.2.2 for definition of appropriate boundary 
conditions. The dominant contributions in this regard are an equivalent sediment 
influx and sink of the order 0,25 Mm'/yr at the eastern boundary and aeolian corridor 
respectively. Reference was made to the measured and equilibrium profile 
characteristics for the definition of short and longterm effective depths for the model. 
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As illustrated in Figure 14, the model is reasonably well validated against measured 
shoreline changes to date. Projecting the model to variable discharge scenarios, 
Figure 15 shows the enagerated promontory developed by a concentrated discharge. 
A preliminary analysis of 2-D wave driven currents demonstrate the susceptibility 
to rip-current generation of such a prominent coastline feature. As is also shown in 
Figure 15, a distributed discharge strategy results in a more even progradation due 
to enhanced alongshore spreading of material. 

Such an evolution will mitigate against prominent rip-current features, which may 
enhance seawards movement of different sediment size fractions. 
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CONCLUSIONS 
The comprehensive monitoring and analysis of environmental data has provided a 
critical underpinning element to coastal mining operations in Namibia. Assessments 
of the morphological response to variable mining strategies, which have led to the 
optimization of mining techniques, have been greatly facilitated by predictive 
modelling methods. Such methods, validated against available monitoring data, 
have further proved vital in assessing the potential impacts of such operations on 
adjacent eco-systems. In this regard, a controlled discharge strategy is not expected 
to pose a threat to biological communities beyond the confines of the bay. 

REFERENCES 
CSIR (1979). Oranjemund Beach Study. CSIR Report C/SEA 7935, Stellenbosch, 

South Africa 
CSIR (1988).   Elizabeth Bay production facility.   Environmental Impact Study. 

CSIR Report EMAS-C 8887/2. Stellenbosch. 
CSIR (1990). Oranjemund Inshore Mining Project: Extension of Seawall North of 

No. 3 Plant. CSIR Report EMA-C 90137. 
CSIR (1992). The composition and dynamics of turbid seawater at Elizabeth Bay. 

CSIR Report EMAS-C 93004. 
CSIR (1993). Inshore Mining Project 1992 review report. CSIR Report EMAS-C 

93034. Stellenbosch. 
CSIR Elizabeth Bay Monitoring Project; 1993. Review.   CSIR Report EMAS-C 

94059. 
Moller, J. P. and Swart, D. H. (1988). Extreme erosion event on an artificial beach. 

Proc of the 21st Coastal Eng. Conf., ASCE, pp 1882-1896 
Swart, D. H. (1981). Effect of Richards Bay Harbour Development on the adjacent 

coastline. 25th Congress. PIANC. Edinburgh, Section II, Vol. 5, pp889-917. 



CHAPTER 241 

Engineering Approach to Coastal Flow Slides 

Theo P. Stoutjesdijk1, Maarten B. de Groot1, 
Jaap Lindenberg2 

Abstract 

Flow slides can play an important role in the stability of coastal fo- 
reshores and structures, in harbour design, in dredging activities and placing of 
hydraulic fill structures. In the south western part of the Netherlands the phe- 
nomenon is of major concern for the protection against flooding by means of 
dikes. More than 1100 slides have been registered since the year 1800. In the 
paper the practical experience and the knowledge obtained from experiments 
and fundamental research is briefly summarized. An engineering approach to 
coastal flow slides that combines the Dutch experience with flow slides with 
results of fundamental research of the past 10 years, is described. 

Introduction 

It is now 45 years ago that Koppejan et al [1948] first published on the 
subject of coastal flow slides in the Netherlands. The major concern at that 
time was that parts of the sandy foreshore in the Dutch province of Zeeland, 
sometimes including parts of the dike or the entire dike body, suddenly 
liquefied and disappeared into deeper water. Figure 1 is an example of such an 
event along the shore of the Eastern Scheldt basin. These events were called 
flow slides, as the loosely packed sand, apparently without reason, lost its 

'Delft Geotechnics, P.O.Box 69, 2600 AB Delft, The Netherlands 
2Ministry of Transport and Public Works, Department of Road and Hydraulic 
Engineering, P.O.Box 5044, 2600 GA Delft, The Netherlands 
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stability and moved like a highly concentrated sand-water mixture. The major 
slides involved a tremendous quantity of sand, leaving behind very gentle final 
slopes. 
POLDER DIKE 

-80m ^r?777777-~ 80m 160m 240m 

°=^^M%Xtt%%ffiffi^/7^^ ' ^FTER TOE"SLIDE 
 ••=  20m 

Figure 1 Example of an actual flow slide along the shore of the Eastern 
Scheldt basin (Leendert Abrahampolder) 

Flow slides can play an important role in the stability of coastal fo- 
reshores and structures, in harbour design, in dredging activities and placing of 
hydraulic fill structures. This paper deals with practical aspects of the pheno- 
menon of flow slides. In many situations the chance that a flow slide will occur 
is negligible, but at the same time there is a need for practical tools to judge 
this risk. An engineering approach to coastal flow slides is presented that 
combines the Dutch experience with flow slides with results of fundamental 
research of the past 10 years. 

Description of flow slides 

A flow slide can be described as an instability that occurs in a fairly 
gentle underwater slope consisting of loose sand, causing liquefied sand to flow 
out into an even more gentle slope. A flow slide may occur after a change in 
slope geometry, for example steepening and/or deepening of the channel as a 
result of scour. A rather small, but quick change in load may trigger the sudden 
liquefaction of a vast amount of sand, which subsequently flows down the 
slope (Kramer 1988). In many cases the triggering mechanism is not known. It 
is thought flow slides can be triggered by almost any small change in soil 
stresses, caused by for instance seepage due to tidal water level variation, 
vibrations, ship waves, and so on. Consequently, if the conditions in the subsoil 
required for liquefaction are present, it is of no great importance what exactly 
initiates a flow slide. 

Flow slides also occur in other parts of the world, for instance along the 
banks of the Mississippi river (Torrey, 1994), along the slopes of artificial sand 
islands in the Beaufort Sea (Sladen et alii 1985). The risk of flow slides is also 
present during dredging works in loose sand, unless special preventive 
measures are taken. 

If a loosely packed sand is loaded by applying a small shear stress the 
sand will tend to reduce in volume. If the pores between the grains are water 
saturated either water will have to flow out of the pores, or the water will have 
to be elastically compressed to effect this change in volume. If no water can 
flow out (undrained conditions) an excess pore pressure will be the result. 
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Excess pore pressure reduces the effective pressure, and with that, the shear 
strength of the soil. If the sand is present in an underwater slope this can result 
in slope failure. This slope failure may take the form of a small slip failure but 
if conditions are unfavourable enough this may develop into a full size flow 
slide. In our opinion, liquefaction often first starts near the toe of the slope. A 
sudden loss of stability at the toe leads to a retrogressive failure of the entire 
slope. 

Dutch experience 

Flow slides are encountered in many parts of the world. The Dutch 
experience is largely limited to the estuaries in the South Western part of the 
Netherlands, and in some cases in harbours or sand gain pits elsewhere. Since 
1800 records of flow slides and slip failures along the shores of the Province of 
Zeeland have been kept (Wilderom, 1979). Between 1881 and 1946 229 flow 
slides were registered, resulting in a total area lost of 660 acres and a displaced 
volume of 25 million m3 (Koppejan et al, 1948). The material displaced during 
one single slide can amount up to 5 million m3 and a recession of the shore 
line up to 400 m. On several occasions stretches of dike of several hundreds 
metres width were lost. Of a total of 1129 slides that have been registered be- 
tween 1800 and 1979 a number of 200 were sufficiently documented to make 
further analysis possible. This has lead to practical criteria for the occurrence of 
flow slides under Dutch circumstances. Among these conditions is the 
assumption that flow slides are mostly found in young holocene marine 
sediments. Local experience shows that older holocene deposits and pleistocene 
deposits are less susceptible to flow slides. This emperical rule may be subject 
to local conditions. In Zeeland the pleistocene deposits are often densely 
packed. The older holocene deposits can be deposited more slowly than the 
younger holocene deposits, resulting in a denser package of the material. In 
case of the older deposits also bonding effects may play a role. There may also 
be an influence of difference in stress history between the deposits. These 
factors can be different for other locations however. 

One of the most important geometrical factors is the initial slope along 
the channel. Figure 2 shows the average slope inclination before the occurrence 
of more than 100 field flow slides (squares) as a function of total slope height 
or channel depth. Much scatter is found and a useful tendency can not be dedu- 
ced from this graph. A reasonable explanation is that the scatter is primarily 
caused by differences in local circumstances among which different sand 
properties and different in-situ densities. Apart from that, the average slope 
angle is probably not the best measure for evaluating the flow slide 
susceptibility. It stands to reason that the inclination of the steepest part of the 
slope may be a better measure. 

In Figure 3 therefore, instead of the average slope, the inclination of the 
steepest part of the slope is shown, again as a function of slope height for the 
more than 100 locations where flow slides occurred in the past. The idea is that 
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steepening due to scour will be most dangerous in the steepest part of the slo- 
pe. The height of the steepest part varies between a few metres to about 30 m. 
Although a somewhat better result is found, the scatter remains rather domi- 
nant. Practical criteria for the initial slope inclination at which flow slides may 
take place, derived from the geometrical information gathered in Fig. 2 and 3, 
will be very uncertain if applied to a specific location and a large safety margin 
should be included. On the other hand the available data of flow slides in the 
field makes it possible to get a rough impression of the flow slide probability. 
Therefore the total number of slides within the period of the last 100 years 
combined with the total stretch of dikes and foreshore principally vulnerable for 
flow slides and the geometric data of the flow slide records are analysed 
thoroughly. Moreover the average chance that not only the foreshore is 
affected, but also dike failure takes place, in relation to the locally present 
foreshore length can be assessed too by using the available information 
concerning final slopes after occurrence of the slides. Although very useful in 
Dutch engineering practice, again this statistic result has to be treated very 
carefully if applied to a specific site where local geotechnical information is 
absent. 

Measures against flow slides 

In past centuries no measures against the effects of flow slides along the 
foreshore were taken. The occurence of dike falls was simply taken for granted. 
Secondary dikes were built behind the sea dike to keep the area of inundation 
limited. Since 1880, due to increased application of stone protection, in more 
and more stretches the recession of the shore line has been stopped. The num- 
ber of flow slides and slip failures has reduced accordingly. The effectivity of 
shore protection in regard to the prevention of flow slides is not due to a 
reduction of flow slide susceptibility of the sand. Instead, fixing the foreshore 
makes steeper slopes impossible. The observations that flow slide occurrence 
was stopped after slope fixation confirmed the theory that in addition to sand 
properties and actual slope steepness, also change in geometry (e.g. steepening 
of the slope) is an important conditional factor for the occurrence of flow 
slides. 

Another method, consisting of the application of groyns to arrive at a 
system of 'fixed points', was less succesfull. Although the objective of keeping 
the tidal channel away from the dike could be realized by this system, local 
scour caused slides near the tip of the groyns, causing the system to fail. 

The risk of flow slides can be reduced by densification. Experiments 
using different densification techniques have been carried out in the 
Netherlands. The succes of different techniques depends on material properties 
such as the amount of fines. Also, densification has to possible up to a certain 
depth to be effective. In the Netherlands, one example of large scale 
densification is known. The subsoil of the Storm Surge Barrier in the Eastern 
Scheldt was densified,  using  a specially developed densification  ship, the 
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Nautilus. With large vibratory needles, densification up to a depth of 30 metres 
could be realised. In most cases however, densification is not economically 
feasible. 

Experiments 

Flow slides are seldomly witnessed, and then of course only surface 
events can be seen. Witness reports of flow slides indicate that the proces can 
take several hours, during which at the surface sandmasses of one metre thick 
by several metres width slide down into the water. The retrogression speed is 
several metres per hour. There are also indications that under water the flow of 
sand and water is much quicker, in the order of metres per second. A fine 
opportunity to study flow slides were large scale tests on hydraulic fill in 1988 
(Bezuijen and Mastbergen, 1988). During the test series sand bodies were 
constructed with varying deposition rates in a test flume of 2,5 m height. 
Especially the tests with fine sand (D50 of 135 pm) showed that flow slides 
were of major influence on the final slope angle. Tests with a coarser sand (DJ0 

of 225 pm) showed considerably less flow slide susceptibility, resulting in 
steeper slope angles. Another remarkable result of these tests was the fact that 
slope height was very important. The sand body could develop to a height of 1 
to 1,5 m before a flow slide took place, after which the same cycle started 
again. Pore pressure measurements showed that liquefaction occurred very 
sudden: pore pressures rose from zero to values indicating almost complete 
liquefaction within 0,1 seconds. After that the actual slide and the dissipation of 
pore pressures could last approximately one minute. The sand body of course 
was of limited dimensions, which can implicate that with increasing dimensions 
also the time scale in which events take place will be larger. 

Other interesting large scale experiments were carried out between 1973 
and 1976 (Kroezen et al, 1982). During these tests a loosely packed and water 
saturated sand body of 2.5 m high, 3 m wide and 25 m long was forced to 
liquefy at the fairly steep slope at one end of the mass consisting of fine sand. 
After that a retrogressive failure mechanism could be witnessed that displaced 
with a horizontal speed of 0.5 to 1.5 m per second through the sand body. In 
some tests the retrogressive failure almost reached the other end of the facility 
at 25 m distance of the location where the mechanism was initiated. Very 
gentle final slopes were found (up to 1 to 25). During the passage of the failure 
front excess pore pressures almost equal to the initial effective stress in the 
sand were measured, indicating that full liquefaction had taken place. 

Research 

In 1981 fundamental research was started. By that time liquefaction 
could be understood in terms of critical density, as defined by the results of 
drained and undrained triaxial tests on soil samples (Lindenberg and Koning, 
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1981). Since then progress has been made in two aspects. First, it has been 
attempted succesfully to describe the constitutive behaviour of loosely packed 
sands, based on the results of drained triaxial tests. On the one hand there is 
contraction, caused by shear stress, which results in excess pore pressure if no 
drainage can take place. Excess pore pressure in its turn leads to 
decompression. These two volumetric aspects can be measured seperately in 
drained triaxial tests. If the behaviour of the soil is undrained, such as is the 
case in liquefaction problems, the tendency to contract and the tendency to 
increase in volume due to excess pore pressure have to compensate each other. 
Models that take these aspects in regard have proven to be succesfull in 
describing the response and failure of loosely packed sand in triaxial tests. 

In underwater slopes in nature, shear stress is related to the foreshore 
geometry. Slope height and slope angle have influence on in-situ stresses. A re- 
search programma was started in 1985 to study the influence of slope 
geometry. A mathematical model has been developed in which the effects of 
sand properties and geometry characteristics were combined. The in-situ 
stresses for a given geometry are given by analytical formulae, obtained by 
generalizing the results of Finite Element computations. 
These in-situ stresses are introduced in the liquefaction model together with the 
basic relevant constitutive behaviour of the sand as a function of sand density. 

The model itself verifies for 500 points in the sand mass the so called 
instability criterion during an incremental slope steepening under undrained 
conditions (Stoutjesdijk, 1993): 

dy = 1A . dxxy 

X = stability factor 
dy       = incremental change in shear strain 
dtjy     = incremental change in shear stress 

X is in fact the eigenvalue of a matrix system comprising the entire system of 
stress strain relations for the sand for given sand density. 
Instability occurs if X < 0. It means that an increase in shear strain can only be 
attended by a decrease in shear stress. Because slope steepening is generally 
accompanied by shear stress increase, the condition X < 0 in fact indicates that 
large shear deformation will take place. The instability condition has been assu- 
med identical to liquefaction. 

Because the stress state as well as the sand behaviour varies from point 
to point, and with slope angle and slope height, instability will start in one 
point in the sand mass for a certain slope angle. The corresponding slope is the 
critical slope inclination for the considered foreshore. As the slope steepening 
in the calculation proceeds, the unstable zone will grow. An extensive series of 
calculations has shown that the most critical zone in most cases is located next 
to or just below the toe of the slope. In Figure 4 the result of a calculation is 
shown. The figure shows several contourlines. Inside each area, defined by a 
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contourline, instability has occurred during the calculation for a certain slope 
angle. The most inner contourline gives the critical slope inclination, in this 
case 1 : 4.5 (tana = 0.222). The critical zone, as can be seen in Figure 4, is 
situated near the toe of the slope at some depth beneath the toe. 

In the liquefaction model only two slope shapes can be introduced and 
the sand properties refer to one sand density for the entire mass. For practical 
purposes the properties of the most susceptible layer will be introduced in the 
model. This sandlayer only has to be considered critical when the calculated 
unstable zone has reached the layer boundary. The corresponding slope 
inclination is the critical inclination for that most sensitive layer. In case a 
second layer could be susceptible too, the calculation has to repeated with the 
sand properties for that layer. In this way the stability of a foreshore can be 
assessed. 
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Figure 4 Example  of  a  calculation  result  with  the  model.   Note  the 
situation of the critical zone inside the inner contourline. 

Verification 

The research results have lead to a model for the prediction of flow 
slides. In the model slope height, slope angle and (material behaviour as a 
function of) relative density are the most important factors. The model has been 
verified on a number of flow slides, that have taken place in the past. Also the 
trend following from some 150 actual flow slides as shown in Fig. 2 and Fig. 3 
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can be compared with the results of model calculations. Average values for the 
input parameters have been used. Calculations were made for several slope 
heights and several relative densities. Relative density is defined here as Dr = 
(nmax - n)/(nmax - nmin), in which n, nmax and nmin are the in-situ density, 
the maximum density and the minimum density. Fig. 2 and 3 show that most 
actual slides can be represented by relative densities between 0 and 0.6. 
Another important trend is the influence of the slope height or channel depth. 
The calculation results in Fig. 2 and 3 indicate that a flow slide may occur at a 
much more gentle slope in case of deeper channels. This effect is the logical 
consequence of the basic stress strain relations for sand, found from triaxial 
tests in the laboratory and introduced in the model. 

Practical approach 

To make a prediction of the flow slide susceptibility for any particular 
situation with the flow slide model it is necessary to perform in-situ borings, 
in-situ density measurements, triaxial tests, calculations and analysis. For many 
practical applications this may either take too much time or may be too expen- 
sive. A set of calculations has been performed, based on Dutch sands and 
applicable to comparable situations only (similar material, tidal range 3 to 5 m). 
Unfavourable assumptions have been used to be on the safe side. The result is 
shown in Fig. 2 as the line marked "Dr=0, design values". In many cases infor- 
mation on local circumstances may lead to a less conservative result. 

It is possible to derive an impression concerning the type of material 
and the in-situ density from cone penetration tests (CPT's). Probably, because 
of the relatively static character of this test, the CPT yields a better impression 
of in-situ density than more dynamic tests such as the widely used Standard 
Penetration Test (SPT's). A second advantage of the CPT is that a continuous 
image of the subsoil is obtained. 

If the investigation is further pursued, then an extensive programme of 
field tests, laboratory tests and calculations has to be performed. Because of the 
size and the cost of these activities, it has to be considered whether or not the 
chance that the investigation will lead to limitation of preventive measures is 
present. The investagation consists of electrical density measurements, borings, 
sieve curve analysis, determination of maximum and minimum densities, 
triaxial testing and calculations with the flow slide model. This entire 
programme is necessary because the flow slide susceptibility of one particular 
situation can only be determined if detailed information on in-situ density and 
behaviour of the material of the site is available. 

Uncertainties are introduced with each step of the procedure. These 
uncertainties can be quantified by assuming that each relevant parameter has a 
stochastic character, which can be described with the expectancy value, a 
standard deviation and a statistical distribution. Uncertainties concerning the 
calculation models can be implemented too. As described before, the 
liquefaction calculation model yields the eigenvalue X. This X can be conceived 
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as a function of the stochastic variables so that A. may be used as the reliability 
function in a probabilistic analysis. The probability analysis yields two results: 

the probability of the occurrence of a flow slide 
the contribution to the uncertainty of each of the parameters to the total 
failure probability. 

The latter result enables the designer to decide whether additional investigations 
may help to increase the reliability of the assessment of potential flow slides. In 
this way, the design cycle of modelling and determining input parameters can 
be optimized. 
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CHAPTER 242 

EROSION OF LAYERED SAND-MUD BEDS IN UNIFORM FLOW 

Hilde Torfs' 

Abstract 

In a laboratory flume the formation and erosion of stratified sand-mud beds in 
uniform flow was studied. The experiments showed that depending on the initial 
conditions of suspended sediment concentration and mixture composition, consecutive 
inputs of a mud/sand suspension will lead to the formation of a layered sediment bed. 
Peaks in the measured density profiles show the different layers and indicate a possible 
segregation of the sand due to differential settling. During the erosion of the stratified 
bed, the sediments are eroded layer by layer. This results in a sequence of suspended 
load (fines) and bed load (sand) transport phases. 

Introduction 

The sediments in estuaries and coastal areas are generally a mixture of sand and 
mud. Due to tidal action the sediments are periodically suspended and afterwards, during 
slack water, deposited. This sequence of erosion and deposition results in many cases 
in a layered bed structure, because the sand fraction settles faster. In the Scheldt Estuary 
layers of a few millimetres up to two centimetres thick are found (Bastin 1974). Also 
for the Humber Estuary and the Severn Estuary sediment laminations are reported 
(Williamson 1991). Understanding the erosion of such sediment bottoms is important 
for the control of navigation channels, dredging activities and pollution as well as for 
the modelling of sediment transport in estuaries and coastal seas. 
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To study the fundamental aspects of the erosion of layered sand-mud beds, 
laboratory experiments in uniform flow were carried out. During these tests the whole 
erosion process was followed starting from the formation of the bed out of a suspension 
and looking at the layer thickness and the density profiles, over the incipient motion 
phase until the different modes of erosion of the stratified, mixed bed. 

Experimental Procedure 

The laboratory set up consists of a 9 m long flume with a rectangular cross 
section of 40 cm wide. The total length of the flume is divided into 4 different regions: 
a 4 m upstream inflow region with fixed bed, a 3 m long glass wall measuring section 
with the sediment bed, a sediment trap and a 1.5 m downstream outflow region with 
fixed bottom. A settling tank (1 m high) can be mounted on top of the flume, above the 
measuring section. 

The tank is filled with salt water (3 kg/m3). To simulate a tidal cycle, at regular 
time intervals - twice a day - a slurry of mud mixed with sand is pumped into the settling 
tank. The slurry density results in suspended sediment concentrations in the settling tank 
of a few grams per litre, too low for hindered settling to occur but about the order of 
magnitude of the near bed sediment concentration after a heavy erosion event. This 
filling procedure is repeated until, after deposition of all the layers, a bed thickness of 
± 8 cm is reached. For each layer the same amount of mass (same initial density and 
volume) is added. Exactly the same is done in a 0.1 m diameter perspex settling column 
of the same height. In the column the layer thickness can be read and density profiles 
can be measured using a gamma-densimeter. In this way both measurements are done 
without destruction of the sediment bed in the flume. Details on the experimental 
procedures can be found in Torfs (1994). 

After the formation of the bed, the erosion experiment can start. The discharge 
in the flume is stepwise increased until the start of the erosion process is observed. The 
water levels upstream and downstream of the measuring section (sediment bed), the 
discharge and the cumulative weight of the bed load in the sediment trap are recorded 
continuously. At 15 minute time intervals samples of the suspended load are taken 
upstream and downstream of the sediment bed. With these data erosion rates and bed 
shear stresses can be calculated (Torfs 1994). 

The sediments used in the experiments are mixtures of natural mud, dredged 
from the Scheldt river near Antwerp, and a uniform fine sand. In some preliminary tests, 
however, kaolinite and a montmorillonite pottery clay were used as cohesive fraction. 
Two types of natural Scheldt mud are used. Mud2 is a subtidal mud, with a sand content 
of about 15 %. Mud3 comes from an intertidal flat, the sand content was much higher, 
about 38 %. Mud3 was heavily contaminated with oil. Table 1 gives an overview of the 
mixtures used in the experiments. 
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Table 1: Used mud/sand mixtures. 

Name of the Sand content Initial density Number of Mud type 
mixture (kg/m3) layers 

Jl 24.6 1006 4 Mud2 

J2 18.1 1005 3 Mud2 

J3 20.7 1005 3 Mud2 

J4 26.6 1005 3 Mud2 

J5 28.7 1005 3 Mud2 

J6 40.8 1006 5 Mud3 

J7 46.2 1006 5 Mud3 

J8 53.1 1006 5 Mud3 

Measured Density Profiles 

The different layers in the bed can be visually observed and measured in the 
transparent settling column. The stratification is also present in the density profiles 
measured using the gamma-densimeter. Fig. 1 is a typical example of a density profile 
for experiment J5. The profile shows density peaks indicating the layer interfaces. Part 
of the sand seems to be accumulated at the bottom of each layer and some of that sand 
probably intruded in the previous layer. In any case the peaks show that in the small 
time in between two inputs, the previous layer (with low densities at the top) already 
developed enough structural strength to carry the next denser layer. The presence of a 
high density sand layer depends on different factors (Toorman et al 1993 and 
Williamson et al 1992): the percentage of sand in the mixture (a slurry can only contain 
a certain amount of sand within its matrix), the density of the mixture (for higher initial 
densities hindered settling occurs preventing the sand of falling through the mud), the 
type of cohesive sediment and the supply rate. Another example of a measured density 
profile is presented in Fig. 2 for experiment J6, using Mud3. Also in this case the 
layered bed structure is clear. 

Looking at the shape of the measured density profiles, there is a clear difference 
between the experiments with Mud2 (Fig. 1) and the experiments with Mud3 (Fig. 2). 
In both sets of density profiles some sort of segregation is visible. The density profiles 
from Mud2 mixtures however show a pronounced high density peak at the bottom of 
each layer and then a fairly uniform zone of constant density (around 1.06 kg/dm3). At 
the top of each layer some sort of low density peak can be seen as well. A similar feature 
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has been reported by Edge et al (1989). For Mud3 the density is decreasing throughout 
the whole layer. This could indicate that in this case sand is also withhold within the 
mud matrix and that there is a smooth evolution of sand content over the layer thickness. 
Mud3 already contained a high sand content, it could be that this sand is held within the 
mud and that only the additional sand falls through. Mud2 has a low natural sand 
content and here more (all?) sand falls through. Williamson et al (1992) showed that 
segregation increased with increasing sand content. They found for their experiments 
a sand content of about 47 % as maximum limit of sand held within the matrix. Above 
the limit segregation occurs. In the experiments of Huysentruyt (1994) on Mud2 the 
segregation limit was less than 10 % sand added (i.e. about 25 % total sand content). 
This agrees well with these tests: the sand content in the Mud2 mixtures was around 
25 % and always segregation occurred. 
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1.1E 1.2 

Fig. 1: Density profile for experiment J5. 

A comparison of all the density profiles shows higher peak densities in the case 
of Mud3 mixtures. For those mixtures the density in a layer varies between 1.08 and 
1.14 kg/dm3. For Mud2 (with a lower sand content) the density in a layer goes from 1.05 
to 1.12 kg/dm3. Williamson et al (1992) stated that an increase in the sand content leads 
not only to a higher segregation but also to a greater and faster consolidation and thus 
to higher densities. The higher permeability of the sand layer enhances the drainage of 
the pore water. 
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Fig. 2: Density profile for experiment J6. 

Also the layer thickness is influenced by the sand content of the sediment 
mixture. Fig. 3 gives the average layer thickness for each experiment, including the 
preliminary tests, as a function of sand content. A general decreasing trend over all 
experiments is visible. But also the type of sediments can be partly responsible for that. 
If only the data for Mud2 are considered, a decrease of layer thickness with increasing 
sand content is noticed but the decrease seems to be much less pronounced. An 
extensive set of consolidation experiments with amongst others Mud2 by Huysentruyt 
(1994) showed that the settling behaviour is only affected by the addition of sand up to 
a certain maximum percentage of sand added. In the case of Mud2 an addition of 10 % 
and more sand does not change the settling behaviour any more. Segregation takes place 
and the thickness and density peak of the bottom layer remain the same. An addition of 
10 % sand means a total sand content of about 25 %, the results of Fig. 3 again confirm 
this limit. 
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Results of the Erosion Experiments 

Fig. 4 gives an overview of an erosion experiment. The discharge in the flume 
is slowly increased, step by step. During the first step a thin film (only fine material) is 
lifted of the bed surface and goes into suspension. On the surface longitudinal fine lines 
appear. Increasing the discharge (step 2, Fig. 4), the erosion of the first layer (mainly 
mud) starts. The suspension concentration increases suddenly (suspended load 
downstream minus suspended load upstream = eroded material). At the beginning of this 
step, no bed load erosion occurs (slope of cumulated bed load in Fig. 4 is zero). After 
a while, the mud erosion decreases. Two different factors can cause this decrease. Due 
to the increasing bed density with depth, also the erosion resistance of the surface 
material increases during the erosion. Depending on the magnitude of the applied bed 
shear stress as compared to the erosion resistance, the erosion can eventually stop. 
Another possibility is that a sand layer is reached. That is the explanation in this case. 
The sediments in this layer are transported mainly as bed load. Hence, the slope of the 
curve of the measured bed load increases, whereas the difference between suspended 
load concentrations measured upstream and downstream decreases. Also the formation 
of sand ripples on the bed can be observed. These bed forms move towards the 
downstream end of the flume. Increasing the discharge (step 3, Fig. 4) increases the bed 
load transport of the sand until all the bed forms reach the downstream reservoir. 
Meanwhile at the upstream end of the sediment bed, the next mud layer becomes 
available and goes into suspension. The bed load decreases... For all experiments on 
layered sediment beds a similar sequence of suspended load and bed load transport is 
encountered, indicating a layer by layer erosion of the bed. 
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Fig. 4: Oveview of an erosion experiment, 
(us = upstream, ds = downstream) 

Although the bed densities are very low, between 1.06 and 1.15 kg/dm3, the 
experiments learned that the sediment bed has a significant erosion resistance. It is not 
clear if this is partly caused by the presence of sand in the matrix. Using a empirical 
formula (Eq. 1) presented by Delo in 1988, 

0.0012p> (1) 

with TC, the critical shear stress for erosion in Pa and pd representing the dry density in 
g/1, the calculated critical shear stresses for the surface layer lie between 0.1 and 0.2 Pa. 

An important aim of this study was to look at the influence of the sand content 
on the erosional behaviour. For the determination of the erosion resistance, in general 
a higher sand content in the mixture means a faster consolidation and hence, higher bed 
densities that will lead to an increased erosion resistance. Of course also the type of 
sediment is important. During the erosion process, the presence of an important amount 
of sand in the sediment bed causes bed load transport. Depending on the amount of sand 
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in the mixture and the importance of the segregation, the bed load transport can be very 
significant and therefore, cannot be neglected in transport modelling. 

Conclusions 

Sediment layering is known in many environments ranging from the tidal 
reaches of rivers to the deep sea. Energy variations are the main cause for the 
development of layers. During a period of high energy (flood) sediment is transported 
either as bed load or suspended load. As the energy level decreases first the coarse and 
then the finer sediments settle. Laboratory experiments have shown the formation of a 
layered bed as a function of mud type and sand content. The presence of sand enhances 
the consolidation, decreases the layer thickness and increases the bed densities. 

Erosion of these layered sediment beds leads to a sequence of suspended load 
and bed load transport phases. The sand content normally increases erosion resistance 
of the deposited sediment bed by enhancing the consolidation and by increasing the bed 
density. The presence of a significant amount of sand in the sediment bed increases the 
importance of the bed load transport in the total erosion and sediment transport process. 
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CHAPTER 243 

Standing wave induced soil response in a porous seabed 

Ching-Piao Tsai* and Tsong-Lin Lee** 

ABSTRACT 

This paper presents the experimental results of the pore water pressures 

within the soil under the action of standing waves. Both the spatial and time 

variation of pore pressures are generally well agreement between the theory and the 

experiment. The experiments also show some nonlinear phenomenon of the pore 

pressures within the soil. 

INTRODUCTION 

When incident waves arrive to a breakwater they will be reflected, then 

normally or obliquely standing waves are formed in front of the structure. The 

forces of standing waves play a very important role for designing the coastal 

structures. There were a lot of theories concerning this subject. It was known from 

the previous reports (Smith and Gordon, 1983; Silvester and Hsu, 1989) that some 

breakwaters have failed possibly due to soil instability and trench scouring, rather 

than structural causes. The investigations of the soil response in front of such a 

structure under the action of waves are thus become important. 

As gravity waves exert cyclic pressures on a sedimentary seabed, they 

penetrate into the porous medium and induce pore pressure within the soil column. 

The soil will lose its strength in bearing any load if the induced pore pressures 
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become excessive in the soil skeleton. A number of theories have been developed 

for the wave-induced pore pressure in the porous medium, such as Yamamoto et al. 
(1978), Madsen (1978), Mei and Foda (1981) and Okusa (1985). There were many 
previous works investigated the wave-induced pore pressures in the laboratory as 

well as prototype conditions. However, only the case of the progressive wave was 
considered. 

For the cases in front of a breakwater, Hsu et al. (1993) has developed a 
general three-dimensional solution of the soil response induced by the short-crested 

wave system. Tsai (1995) extended to the case of partially reflected waves and 
evaluated the potential liquefaction under the action of such a wave system. Their 

solutions can be reduced to the case of two-dimensional standing wave that the 
incident-wave is normally to a vertical wall. Mase et al. (1994) proposed a 

numerical model for calculating the soil response under the action of standing 

waves. This paper shows the experimental results of the standing wave induced pore 
pressure in the sand bed in front of a breakwater. 

EXPERIMENTS 

The measurements of pore pressures within the sand bed due to the action of 

standing waves were conducted in a wave flume. The experimental set-up is shown 

in Fig. 1. The dimension of the wave flume is 2 m in width, by 2 m in height and by 

100 m in length. Sand soil of medium firmness was filled 50 cm in depth and 2 m in 
length in front of the wall. 

•w a.ve—ma.k er 

pore pressure gauge 

I—  zm -A 

Fig. 1 Sketch of the experimental set-up. 
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The physical properties of the sand are measured: the specific gravity of soil 
Gs is 2.64, the mean grain size D50 = 0.187 mm, the uniformity coefficient D(,QID 10 

= 1.8, the specific gravity is 2.64, permeability is 1.2 x 104 cm/sec, the water 
content w is 0.23 , the porosity n = 0.38 and the void ratio e is 0.62. Then the degree 

of saturation of the soil is 98% which is calculated from the formula Sr = wGJe. 

The water depth d above the mudline is 45 cm. The wave periods T generated 

in the experiment are varied from 1.0 to 3.0 seconds. The wave heights of incident 
waves are ranged from 4 cm to 16 cm, from which the sand drifting is not obviously 

observed. 
Under the position of anti-nodal point of the standing wave, the time variation 

of pore pressures at various distances from the mudline were measured by five pore- 

water pressure transducers. Also five transducers were placed horizontally below the 

mudline to measure the spatial variations of pore pressures. 

RESULTS AND DISCUSSION 

The solution of pore pressures of the standing wave can be reduced from the 

three-dimensional solutions given by Tsai (1995), from which the solution of the 

two-dimensional standing wave are given by 

P = —^- {(1 - 2/i - A)Cie
fe + (1 - \i) ^-=A1 C2e&} cos kx e~<<« (1) 

1 -2jU k 

in which P is the wave-induced pore pressure in excess of the hydrostatic condition, 
k is the wave number, co is the wave frequency, t is the time; the x-direction is 

measured normal to the wall, and the z-axis is positive upward from the mudline. 
The parameter n is the Poisson's ratio of soil. The parameters S and A are coupled 

with soil properties and wave conditions, they are given by 

^^^.i^^J^L] (2) 
K'       Kz 2G (1 - n) 

A«(l-^){*2(l-|L) + ^HJk2(1_|L) + ^+l^i]}-i       (3) 

Az Az Az K.z ^<~r 

respectively, in which Kx and Kz are the coefficients of soil permeability in the x- 
and z-directions, yw is the unit weight of the pore water, n is the soil porosity and G 



Ci = 
8 -8n +k/i 

8 - 8ji + kn + kX 

kX 
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is the shear modulus. While /3 is the compressibility of the pore fluid which can be 

related to the apparent bulk modulus of the pore water K' and the degree of 
saturation Sr (Verruijt, 1969), such that 

/3=-T- = — + —— (4) K'     K     Pwo 

where K is the true bulk modulus of elasticity of water and P^o is the absolute pore- 

water pressure. Coefficients C\ and Ct in the equation (1) can be determined from 

(5) 

C2 = **  (6) 
(8 -k)(8 -8fi +kn + kX) 

The above solutions are based on the assumptions that (i) The porous bed is 

homogenous, unsaturated, hydraulically anisotropic and of infinite thickness, and 

(ii) The soil skeleton and the pore fluid are compressible. 

For comparisons of theory and experiment, some values of parameters are 

needed besides the physical properties of the sand stated above. These are the 
stiffness of soil, Gfi, in which G is the shear modulus of soil and /3 is the 
compressibility of the pore water, and the Poisson's ratio of soil, jx . The value of j3 

can be determined from the relationship of the apparent bulk modulus of the pore 

water and the degree of saturation 5r (see Yamamoto et al., 1978), from which it is 
given by /3 = 3.7 x 10~6 N/m2 for this study. From the best fit made by the series 

experimental data, it is adopted reasonably by Gfi = 5 and /i = 0.3 for the soil of 

medium firmness. The permeability of soil in the experiment is considered as 

hydraulically isotropic, i.e. Kx = Kz = 1.2 x 10 -* cm/sec. 

Unlike those of progressive waves, the pore pressures under the action of 
standing waves are spatial and time variations which are shown in Fig. 2 for both 
theoretical and experimental results measured below the mudline z = -10 cm. The 

maximum pore pressure occurs at the position under the anti-nodal point of the 
standing wave (kx = 0), while the almost zero value is at the nodal point (kx = nfl). 

The pore pressures, under the position of the anti-nodal point, at various depths from 

the mudline are depicted in Fig. 3. It is found that the pore pressure decreases and a 

time-phase delay appears as the depth increases. It is noted that there is no 
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Fig. 2 Spatial and time variations of pore pressures below the mudline z = -10 cm. 
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Fig. 3 Time variations of pore pressures at various depths, at toe = 0. 
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phase lag in the saturated soil theoretically, because the coefficient of C2 in equation 
(1) is zero. 

The depth profiles of pore pressures ratio P/P0 are given in Fig. 4, in which P 

is the measured amplitude and P0 is the amplitude of bottom pressure of the incident 
wave estimated by linear wave theory. It is seen from the theoretical curves that the 
fully saturated condition (G/3 = 0) gives the larger values than those of partially 

saturated soil. The measured amplitudes at the mudline are smaller than the 
theoretical values, as the larger wave height actions. In contrary, the measured 
values near bottom are slightly larger than those of theory. The former may be 
caused by the energy damping from water column through the porous bed, while the 

latter is due to the effect of finite thickness of soil in experiments as opposed to 

infinite thickness of the theory. Nevertheless, the experiments are good in agreement 
with the theory over all. 

Fig. 4 The depth profiles of pore pressures ratio P/P0, at kx - 0. 
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Fig. 5 Double humps of time variations of pore pressures, at kx = 0. 
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Fig. 6 Effect of the wave steepness on the pore pressures ratio P/P0, at kx = 0. 
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It was known that the double humps appear in the time-history of pressures of 

nonlinear standing waves. This nonlinear phenomenon also influences the pore 

pressures within the soil column, which is shown in Fig. 5. Due to the effect of 

phase lag, the double humps become asymmetric as depth increases. However, it is 
obviously seen that the nonlinear effect can not be observed in the linear theory. 

The pressure ratio P/P0 at the mudline and within the soil skeleton is 

independent on wave steepness theoretically. Nevertheless, it can be seen in Fig. 6 
that the pressure ratio slightly decreases as the wave steepness increases, although 

the plotted points are scatter over a range. 

CONCLUSIONS 

1. Standing waves are not only important for their forces on a maritime structure, 
but they have been received attention for their conducive scouring in front of a 
breakwater. 

2. This study presented the experimental results of pore pressures under the action of 
standing waves. 

3. In general, the spatial and time variations of pore pressures induced by the 

standing waves are well agreement between the experiment and theory. 
4. It was found that some nonlinear characteristics of pore pressures exists for the 

larger wave cases. 
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CHAPTER 244 

EROSION CONTROL BY CONSIDERING LARGE SCALE 
COASTAL BEHAVIOR 

Yoshito Tsuchiya1, M. ASCE, Takao Yamashita2 and Tatsuhisa Izumi3 

Abstract 

Due to the construction of Naoetsu harbor, severe beach erosion has taken place on 
the Joetsu-Ogata coast facing the Japan Sea. To establish a principal methodology 
for beach stabilization, large scale coastal behavior first is investigated by 
constructing a long-term shoreline change model in which the representative 
monsoon wave is introduced. Comparison of hindcast and actual long-term shoreline 
change shows that the proposed model can predict long-term shoreline change. 
Shoreline change after the construction of Naoetsu harbor also was predicted under 
the condition that natural sandy beaches had been retained. Results show that 
shoreline retreat is severe near the harbor and extends to the central part of the coast. 
To determine the most suitable location for headlands to be used for stabilizing the 
coast, long-term shoreline changes were calculated under the condition that a 
headland is given at several locations. We conclude that in principle when the 
boundary condition for shoreline change by headland is given near the Shinbori 
River, a sandy beach tends to have stable large scale coastal behavior during long- 
term shoreline change. We propose a principal methodology for beach stabilization, 
part of which is being used in current construction. 

INTRODUCTION 

When planning erosion control works for sandy beaches, investigation of their 
coastal behavior from the long-term and large-scale view points is extremely 
important. Local and temporal measures alter sandy beaches, sometimes destroying 
them. This is what coastal engineers have learned from their experiences during the 
past several decades in Japan. Many attempts have been made to control beach 
erosion throughout the world, but in the long term none have succeeded in 
stabilizing sandy beaches that are being eroded. Almost all the common 
countermeasures are of little use for stabilization as they cause beach profiles 
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gradually to become steep. This study treats beach erosion control on the Joetsu- 
Ogata coast, facing the Japan Sea, to show a principal methodology for sandy beach 
stabilization in which the large scale behavior of a sandy beach under continuous 
development is considered(Tsuchiya, Yamashita, Izumi and Tottori, 1993). 
In 1967, the Disaster Prevention Research Institute, Kyoto University established a 
wave observatory on this coast for the investigation of the beach erosion mechanism 
and its control. A T-shaped observation pier that extends 260m offshore was 
constructed. The coast (shown in Figure 1) is a slightly concave sandy beach about 
25 km long and is bounded by the Gotsu and Yoneyamazaki headlands respectively 
on its west and east ends. It has been an erosive beach since the construction of 
Naoetsu Harbor on the right side of the mouth of the Seki River in 1961. The history 
of the construction of coastal structures is shown briefly in the figure, and shoreline 
changes measured on aerial photographs also are shown. Severe beach erosion began 

Figure 1. Location of the Joetsu-Ogata coast and the history of the construction of 
coastal structures in relation to shoreline change. 

near the east end of the harbor due to the lack of longshore sediment transport and 
has propagated eastward in relation to the extension of the breakwaters in the harbor. 
The countermeasures taken have been sea dikes with armor blocks, offshore 
breakwaters and, recently, mild-slope revetments. Beach erosion has continued to 
take place, resulting in steep beach profiles, and little can be expected of these 
countermeasures in terms of beach stabilization. 
The erosive process along this coast is investigated in terms of large scale coastal 
behavior. A long-term shoreline change prediction model is established by 
introducing the representative monsoon wave and qualifying the alongshore 
distribution of the longshore sediment transport rate. The hindcast result is compared 
with actual shoreline change from 1910 to 1961, before beach erosion took place. 
Calculations of wave and nearshore current fields are used to estimate the alongshore 
distribution of longshore sediment transport in relation to the extending breakwaters. 
The rates of longshore sediment transport are compared with those estimated from 
bottom topography changes. Numerical predictions of long-term shoreline change 
show the most suitable locations for the headlands to be constructed for beach 
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stabilization of large scale coastal behavior. Based on these findings, as well as on 
the theoretical background of the formation of stable sandy beaches, we propose a 
principal methodology for beach stabilization in relation to change in longshore 
sediment transport rates. 

HINDCAST OF SHORELINE CHANGE BEFORE CONSTRUCTION OF 
NAOETSU HARBOR 

Bottom topography for the computational domain 

The oldest shoreline recorded by the Geographical Survey of apan is shown in a 
topographical map issued in 1910. The biggest coastal structure in the area, at 
present, Naoetsu Harbor, was constructed in 1961. The coast, at least before 1961, 
probably behaved naturally, having had no artificial impact on it. Hindcasting the 
shoreline changes for the period 1910 to 1961(before harbor construction), should 
provide important information about such natural external forces that act on long- 
term beach change as storm wave conditions and the magnitude of sediment input 
from rivers. The bottom topography for the computational domain was reproduced 
by connecting two maps, a marine chart and a topographical map issued in 1910, on 
the assumption that beach topography shallower than a 20m water depth can be 
replaced by the equilibrium beach profile proposed by Dean (1981); 

h = Ay2'3 (1) 

where h is the water depth, y the distance taken offshore from the shoreline, and A 
the model constant which may be related to the beach sediment diameter. The 
bottom topography for the computational domain was obtained. The model constant 
varies alongshore. Nearly the same tendency for the alongshore distributions and 
maximum exists for both the model constant and sediment diameter near the 
observation pier. 

The long-term shoreline change prediction model 

(1) Shoreline change prediction model A one-line shoreline change prediction 
model can be used. An outline of the model we used (Yamashita, Tsuchiya, 
Matsuyama & Suzuki, 1990) is explained. The equation of continuity for shoreline 
change is given by 

toi+^-i&-M>dix_Xo) (2) 
dt     (1-A) dx       \B a 

where y0 is the shoreline change from the datum line, / the time, x the alongshore 
distance from the origin, hk the critical depth for beach change, A the porosity of 
beach sediment, Qx the total rate of longshore sediment transport, B the width of the 
river mouth, and Qn(t) the sediment input from the river as the beach sediment 
source. Practically, the CERC formula for the total rate of longshore sediment 
transport can be used; 

2 

& = •^-H„27y«sin2«ss     (m3/yr) (3) 

where H0 is the deep water wave height, T the wave period, a^ the breaker angle 
to the shoreline, KR the refraction coefficient, p the density of water, g the 
gravitational acceleration, and a = 1.26xl07 an empirical constant that may be 
changeable in relation to sediment properties but is assumed to be constant in this 



LARGE SCALE COASTAL BEHAVIOR 3381 

shoreline change prediction. Introduction of the geometrical relation in shoreline 
change and combing (3) and (2) yields 

dQx dQJda^ d*Qx 

dt      (l-X){l+(dy0/dxf\ht dx1 + Ac 

R   dx 
QR(t) 
\B 

5(x-x0) 

(4) 

where am is the breaker angle to the initial shoreline. This diffusion type equation 
can be solved under the given initial shoreline and boundary conditions by an 
implicit method to obtain the total rate of longshore sediment transport Qx. By its use 
shoreline change can be obtained by solving (2). In practice, when boundary 
conditions are given at both ends where no longshore sediment transport exists, 
foreward and backward differentials must be applied alternatively to solve this 
equation numerically. 

(2) The representative waves and their transformation In long-term shoreline 
change prediction two methods have been used to estimate the most effective wave 
or the representative wave in shoreline change: a time series of waves to be obtained 
by long-term wave data, and a certain representative wave for shoreline change. In 
the second method, in practice the single representative wave is estimated by use of 
the annual total rate of wave power proportional to the longshore sediment transport 
rate which can be evaluated by long-term wave data. As the representative wave 
condition has been evaluated from the annual total rate of wave power under deep 
water wave conditions, relatively small waves have been estimated. It is 
questionable whether such waves actually cause shoreline change. In this paper, 
therefore, in relation to the monsoon wave sequences in the Japan Sea, we assume 
the representative waves shown in Table 1 where the 1st,  2nd and 3rd waves 

Table 1. Representative waves proposed in relation to monsoon wave sequences 
and their properties. 

Representative 
Waves 

Wave 
Direction 

Wave Period 
in sec 

Wave Height 
in m 

1st NW5°W 6 2 

2nd NW 7 3 

3rd NWIO'N 8 2 

respectively correspond to the monsoon wave sequences, generating and developing 
wind wave stages, and decaying swell stage. 
At Naoetsu Harbor, wave observation has been carried out over a long period. From 
the collected data the annual averaged duration of waves higher than 2 m in terms of 
significant wave height was evaluated as 264 hr/yr. We assume that monsoon waves 
with a duration of 24 hr strike the coast 11 times a year. A representative monsoon 
wave is defined as a sequence of three successive representative waves each having a 
duration of 8 hr. 
Using three representative waves, we could calculate their transformation. In the 
wave refraction diagrams shown in Figure 2(b) small black points indicate the 
breaking points. The breaker angles are so small that accurate calculation is needed 
to evaluate them. Figure 3 shows the alongshore distributions of breaker height and 
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and angle for the three representative waves, the dotted lines indicating smoothed 
breaker heights. Breaker height varies remarkably alongshore around the Gotsu 
headland, Naoetsu Harbor (the Seki River), and the Kakizaki River, in particular for 
the second representative wave. This is because of wave refraction by the 
localbottom topography. Note, however, that no remarkable alongshore variations 
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Figure 2. Wave ray diagrams and incident angle of the representative wave. 
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(c) The third representative wave. 
Figure 3. Alongshore distributions of breaker height and angle for three 

representative waves. 

take place, but there is a distinct change in breaker angle that is positive in the east 
direction west of the center of the coast but negative east of the center. This 
tendency is a direct reflection of longshore sediment transport along the coast, 
resulting in the formation of a coast bounded by the Gotsu and Yoneyamazaki 
headlands in relation to the sediment sources from the Seki and Kakizaki Rivers. 

(3) The boundary conditions As stated earlier, the two main sediment sources are 
the Seki and Kakizaki rivers. The rates of sediment input from these rivers have been 
estimated, but it is not known what rate contributes to the sediment source. When 
sediment sources are given as point sources, a sharp river delta may develop which 
maj' not contribute to long-term shoreline change because the sediment input from 
the rivers is due to flooding in summer, whereas in the other seasons, sediment 
deposited near the rivers' mouths is transported by waves both as longshore and 
offshore sediment transport. In long-term shoreline prediction, the period of flooding 
that results in sediment input from the rivers actually is very short compared with 
shoreline evolution. Therefore we here have estimated the incident wave angle by 
changing the incident wave angle in deep water along the coast so that long-term 
shoreline changes could be calculated under the third representative wave condition, 
in which the wave height and wave period are 0.7 m and 8 sec, until we could 
successfully hindcast the actual shoreline on the Joetsu-Ogata coast. The final 
estimate of the incident wave angle is shown in Figure 2(a), the upper part showing 
the estimated incident wave angle and the lower part its wave ray diagram. As shown 
in Figure 1, an island (Sado Island) lies several tens of kilometers offshore. Waves 
are formed due to wave dispersion and diffraction by this island. 
This may result in the change in the incident wave angle as discussed above. In the 
long-term shoreline change prediction, the boundary conditions are 
1) At the Gotsu headland on a rocky shore, no longshore sediment transport is 
assumed to occur. Actually, a small sea cliff has supplied a small amount of 
sediment to the coast, but currently no sediment input is assumed. 
2) At the Yoneyamazaki headland on a rocky shore bounded by small sandy beaches 
an offshore bottom topography composed of fine sand is assumed where there is 
longshore sediment transport. 
3) As previously stated, the Seki and Kakizaki Rivers disgorge at the coast, 
providing the sediment sources. Their annual sediment rates respectively are 
assumed to be 10,000 to 100,000 m3/yr and 5,000 m3/yr. 
Based on these boundary conditions for shoreline change,  long-term shoreline 
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change is hindcast in two steps: 
1) First step: No sediment sources from the rivers are assumed. No longshore 
sediment transport is assumed at the Gotsu headland, but is assumed around the 
Yoneyamazaki headland. 
2) Second step: The sediment sources from the rivers are added to the first step to 
evaluate the effect of the rivers on shoreline change. 

Hindcast long-term shoreline change and the representative monsoon wave 

The shoreline changes hindcast are compared with those measured in 1910 and 1961 
when there was a natural sandy beach along the coast before construction of Naoetsu 
Harbor. On the basis of the results of this comparison we propose the representative 
monsoon wave for the long-term shoreline change prediction model. 

(1) In the case of the first step Using three representative waves, we hindcast long- 
term shoreline changes for 51 years. Figures 4,5 and 6 show the respective shoreline 
changes hindcast by the first, second and third representative waves, the changes 
being shown for intervals of 10 years. In these figures, the upper part shows the 
alongshore distribution of the longshore sediment transport rate, the direction of 
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Figure 4. Hindcast shoreline changes in the period 1910 to 1961 for the first 
representative wave. 

which is taken as positive in the easterly direction. The three respective lower parts 
indicate shoreline changes in the first and second steps, the sediment sources being 
given. In the cases of the first and second representative waves, the shoreline retreats 
near the Gotsu headland, whereas accretion takes place along the central part of the 
coast and little change occurs near the Yoneyamazaki headland. In contrast, in the 
case of the third representative wave, shoreline accretion takes place near the Gotsu 
headland and the central part of the shoreline due to westerly longshore sediment 
transport. Figure 7 shows the alongshore distributions of the longshore sediment 



LARGE SCALE COASTAL BEHAVIOR 3385 

ANG:    NW HO   :    3. 0   M T      :    7. 0 

12.0 16.0~" 
X    [KM) 

_i 1 i 
 20,0    .- — 24; 0 — 

OH-   0MKH3/T 

OK-   S000H»x3/T 

0K-1000O0MKH3/T 
SEKI   RIVER 

5HINB0RI   RIVER .„     „n„M     ,/Y i P1FR 0K=  5000t1x«3/T 
I ] I I I I II I KtKIZAKlt   RlVtR I I 

0.0 4-0 8-0 12-0 16-0 20.0 24-0 
X     (KM) 

Figure 5. Hindcast shoreline changes in the period 1910 to 1961 for the second 
renresentative wave. 
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Figure 6. Hindcast shoreline changes in the period between 1910 to 1961 for the 
third representative wave. 

transport rates for the initial shoreline condition and the three representative waves, 
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Figure 7. Alongshore distributions of longshore 
sediment transport rates for the three representative 
waves and the annual averaged one when the 
sediment sources are 100,000m3/yr and 5,000m3/yr. 

in which the dotted curve indicates the annual averaged rate of longshore sediment 
transport. This varies alongshore in relation to variations in breaker height(Figure 
3),but shows the same tendency for alongshore distribution as the breaker angle 
shown in Figure 3. The first and second representative waves show the same 
tendency, but the third differs. 

(2) In the case of the second step In Figures 4, 5 and 6, the shoreline changes 
predicted for the second step are shown. In these predictions, the sediment sources 
are 1) 10,000m3 /yr and 5,000 
m3/yr; 2) 100,000 m3/yr and 
5,000m3/yr. The sediment 
sources influence shoreline 
accretion in the central part 
of the coast and tend to 
decrease shoreline retreat 
near the Gotsu headland. For 
shoreline change, the along- 
shore changes in longshore 
sediment transport rate are 
given in Figure 7. This 
shows that the alongshore 
distributions change slightly 
near the river mouths, but 
here was remarkably little 
influence on shoreline 
changes by the sediment sources for period of about half a century. 

(3) The representative monsoon wave and predicted long-term shoreline change 
As to the sequence of wind waves and swells generated by a monsoon, we have 
assumed that the representative monsoon wave is composed of first, second, and 
third representative waves each with a duration of 8 hours and that these repeat 11 
times a year. Using the representative monsoon wave, we hindcast the change in the 
initial 1910 shoreline for 51 years, and compared it with the actual recorded 
shoreline change. In Figure 8 (a) the upper most part shows the alongshore 
distributions of the longshore sediment transport rates produced by the representative 
waves, and the lower three parts respectively indicate the comparison under the 
given conditions that 1) no sediment sources are given, 2) 10,000 m3/yr and 5,000 
m3/yr are given from the rivers, and 3) 100,000 m3/yr and 5,000 m3/yr are given. 
Figure 8 (b) shows the detailed expression of shoreline changes produced by the 
sediment sources. The alongshore distribution of longshore sediment transport by the 
representative monsoon wave is shown by the dotted curve in Figure 7. The annual 
averaged total rate of longshore sediment transport reaches a maximum near Naoetsu 
Harbor and amounts to about 50,000 m3/yr; nearly equal to the value estimated from 
the bottom topography change. In the alongshore distribution, it is positive and 
decreases gradually in the easterly direction on the central part of the coast, but 
changes to the westerly direction along the east part. This tendency demonstrates 
that the central part of the coast is depositional in long-term beach evolution and that 
easterly and westerly longshore sediment transport exists in relation to the breaker 
angle of the incident waves. The offshore bottom topography measured in the central 
part also is depositional. 
From this comparison, we conclude that the long-term shoreline change calculated 
shows some shoreline retreat near the Gotsu headland and shoreline accretion along 
the central part of the coast, but it is in good agreement with the actual long-term 
shoreline change over 51 years. We therefore conclude that our proposed long-term 
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(b) Detailed expression of shoreline change under the given sediment sources. 
Figure 8. Comparison of long-term shoreline changes hindcast by the representative 

monsoon wave with actual shoreline change from 1910 to 1961. 

shoreline prediction model, in which the representative monsoon wave is introduced, 
is applicable for future long-term shoreline change prediction as large scale coastal 
behavior. 

PREDICTION OF SHORELINE CHANGE AFTER CONSTRUCTION OF 
NAOETSU HARBOR 

Changes in the sedimentation system and longshore sediment transport rates 

(1) Calculation of the wave and nearshore current fields As stated previously, 
Naoetsu Harbor was developed in 1961 with extending western breakwaters. Its 
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construction has changed the sedimentation system, resulting in severe beach erosion 
the area of which has expanded easterly in relation to the extension of the 
breakwaters. To establish a principal methodology for beach stabilization, we 
predicted changes in wave and nearshore current fields numerically in order to 
evaluate changes in the longshore sediment transport and shoreline along the coast. 
In considering large scale coastal behavior, long-term shoreline change along the 
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(b) In the case of the third representative wave. 
Figure 9. Changes in alongshore distributions of breaker height and angle in relation 

to the extension of western breakwaters in Naoetsu Harbor. 

coast is predicted on the assumption that sandy beaches have remained when 
shoreline retreat has taken place. Various numerical simulation models of waves and 
nearshore currents have been proposed in terms of the so-called mild-slope equation 
and nearshore current equations. In relation to the extension of the western 
breakwaters, we calculated changes in the wave and nearshore current fields due to 
the construction of these breakwaters using a numerical model (Yamashita, 
Tsuchiya, Matsuyama & Suzuki, 1990). 

(2) Changes in the wave and nearshore current fields Figure 9 shows changes in 
the alongshore distribution of breaker height and angle after the construction of 
Naoetsu harbor, S. 40, S. 45, S. 51 and S. 63 respectively indicating 1965, 1970, 
1976 and 1988. The wave and nearshore fields have changed in the area where 
breakwater influence is marked. In the nearshore current field, some circulation has 
formed within the area, resulting in the westerly movement of longshore sediment 
(For more detail consideration, see Tsuchiya, Yamashita, Izumi and Tottori, 1993). 
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Figure 10. Alongshore distributions of longshore sediment 
transport rates for three representative waves and the annual 
averaged one after theconstruction of Naoetsu Harbor. 

(3) Alongshore distributions of longshore sediment transport rates Using the 
wave characteristics for 1988, we calculated the alongshore distribution of longshore 
sediment transport rates 
by (3), as shown in 
Figure 10 where the 
solid curves marked 
1st, 2nd and 3rd were 
reduced by the first, 
second and third re- 
presentative waves, 
and the dotted curve 
indicates the annual 
averaged total rate of 
longshore sediment 
transport. The total rate 
of transport is reduced 
near the harbor due to 
the effect of the break- 
waters. A comparison of this figure with Figures 7 and 10 shows that longshore 
sediment transport has been reduced in the area near the harbor and that its direction 
is positive along the part of the coast west of the central area, but negative in the 
eastern part. Note that the location in which the direction of the annual averaged 
longshore sediment transport changes from easterly to westerly has become more 
easterly. We therefore conclude that construction of the large harbor has changed the 
sedimentation system and affected large coastal behavior. 

The mechanism of beach erosion and long-term shoreline change prediction 

As previously shown, the alongshore distribution of the longshore sediment transport 
rate has changed after the western breakwaters were built. It is of prime importance 
for the principal methodology of beach stabilization to show how this influences 
long-term shoreline change as large scale coastal behavior. In the numerical 
prediction of long-term shoreline change, we assume that natural sandy beaches have 
remained even after shoreline retreat has taken place. 
Using the long-term shoreline change prediction model and the representative 
monsoon wave, we predicted numerically the shoreline change from 1961 for one 
hundred years, under the boundary conditions that at Naoetsu Harbor no longshore 
sediment is given and that longshore sediment transport exists at the Yoneyamazaki 
headland. Figure 11 shows the predicted shoreline change along the coast, die dotted 
curve indicating the initial shoreline,   and the solid curves shoreline change at 
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Figure 11. Long-term shoreline change predicted for 100 years after the 
construction (1961) of Naoetsu Harbor. 
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intervals   of   20   years.   The 
prediction includes the influence of 
building  the west breakwater 
shown in Figure 9. Due to the 
direct effect of the breakwater, 
severe shoreline retreat takes palce 
down the coast from the harbor. A 
cuspate foreland is framed inside 
the harbor due to changes in the 
wave and nearshore current fields. 
In contrast, in the central part near 
the  Kakizaki   River shoreline 
accretion takes palce. This long- 
term shoreline change should be 
considered as one type of large p 
scale coastal behavior for a coast ~o 
bounded by two headlands. It   ^ 
should  be  mentioned  that the   . 
depositional area is wider than the   - 
eroded area due to the westerly   „ 
longshore   sediment  transport   ' 
passing the Yoneyamazaki head-   - 
land.   If  the   total   amount  of 
longshore sediment transport from   ; 
the headland is assumed to be 
reduced, the accretional area may •! 
become narrower. Note, however, 
that this tendency for shoreline   - 
accretion   corresponds   to   the   = 

present bottom topography change.   ; 
Actually,  the various counter- 
measures have been taken along   I 
this coast have resulted in the 
retardation of shoreline retreat, but   ° 
produced a steep beach profile. 

THE METHODOLOGY FOR 
BEACH STABILIZATION §" 

Long-term shoreline change with   - 
boundary conditions . 

On   the   basis   that   long-term  ^ 
shoreline change is large scale 
coastal   behavior,   a  principal  - 
methodology for beach stabili- 
zation must be established because  ° 
a   large   coastal   construction, 
Naoetsu Harbor, has created a man-  " 
made boundary condition that is 
so effective for  shoreline change   • 
that we must look for a methodo- 
logy for stabilizing the whole coast. 

*"*- 

Figure 12. One-hundred years of shoreline 
evolution with change in the location of 
the boundary condition. 
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Therefore, we predict long-term shoreline change for another condition that counters 
the man-made boundary condition of the breakwater. The new boundary condition is 
given at a location where longshore sediment transport is completely stopped, but no 
wave diffraction is introduced. As previously, we predicted the shoreline changes 
shown in Figure 12 where the upper and lower figures are the cases for the boundary 
conditions located 2 to 12km and 14 to 24km from the Gotsu headland. In this 
figure, the solid curves show the shoreline change for one hundred years at intervals 
of 20 years. Shoreline change is subject to the location of the boundary condition, 
but the nodal point for shoreline change clearly exists near the Shinbori drainage 
river and remains at the same location with change in the position of the boundary 
condition. This is a most important factor in shoreline change as large scale coastal 
behavior for stabilization of the coast against the man-made boundary condition. 

A principal methodology for beach stabilization 

Generally, beach erosion takes place locally due to various causes of erosion, but it s 
more pervasive down coast. When countermeasures were taken to prevent further 
erosion at that location, more severe erosion took place down coast. To stabilize the 
coast against erosion, we must therefore first consider what will happen along the 
entire coastal area due to erosion as large coastal behavior. Second, we must 
investigate whether the coast can be stabilized by some boundary conditions for 
beach change. Once a possible boundary condition for stabilizing the coast in the 
large coastal behavior, based on the theoretical background of the formation of stable 
sandy beaches (Tsuchiya, Chin and Wada, 1993, and Tsuchiya, 1994) is found, a 
principal methodology for beach stabilization can be established. 

-/Or 

T-shaped 
**    (SiS? obseiyahtripier fishery harbor 

Figure 13. The methodology for beach stabilization proposed for the Joetsu-Ogata 
coast where two west headlands are under construction. 

As stated, there is the possibility of stabilizing the coast against beach erosion by 
constructing a boundary condition for shoreline change at the nodal point for 
shoreline change. However, how this boundary condition is to be constructed must 
be considered. We can not construct a mathematical headland that has no wave 
diffraction and deflection. It must be a headland that reflects natural headlands or 
small islands that produce as little wave diffraction and deflection as possible. 
Therefore, when a headland is constructed, another boundary condition is needed to 
compensate for its direct influence in order to stabilize the down coast for making 
stable sandy beaches form. Based on the boundary condition found from viewing 
long-term shoreline change as large scale coastal behavior, we propose the 
methodology for beach stabilization shown in Figure 13, in which the upper part 
shows the alongshore distribution of the longshore sediment transport rate estimated 
by numerical calculation (solid curve) and from the bottom topography change 
(dotted curve). The lower part shows the proposed series of headlands used as 
boundary conditions for shoreline change. It should be noted that the direction of the 
longshore sediment transport rate has changed from easterly to westerly due to 
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changes in the wave and nearshore current fields (Tsuchiya, Yamashita, Izumi and 
Murakami, 1994). These two west headlands shown in the figure are now under 
construction. 

CONCLUSION 

In establishing a methodology for beach stabilization, two principal roles must be 
taken into account: 1) Beach erosion must be considered over the entire coastal area 
as large scale coastal behavior and possible measures for stabilizing the coast from 
erosion found. 2) Based on the theoretical background of the formation of stable 
sandy beaches, a principal methodology for beach stabilization must be established. 
Beach erosion on the Joetsu-Ogata coast and its stabilization have been investigated 
in terms of these roles. The main conclusions are 
(1) By introducing the representative monsoon wave, a prediction model for long- 
term shoreline change could be proposed using the so-called one-line model. This 
model was applied to hindcast long-term shoreline change on the Joetsu-Ogata coast, 
which is bounded by two headlands, for the 51 years before the construction of 
Naoetsu Harbor. The results agree well with the actual shoreline changes that are 
part of the large scale coastal behavior. 
(2) On the assumptions that a natural sandy beach has remained during shoreline 
evolution and that the direct influence of building a harbor breakwater is introduced, 
we predicted long-term shoreline change for 100 years after the construction of the 
harbor. Severe shoreline retreat takes place along the west part of the coast, but 
shoreline accretion occurs along the east part. This tendency is very similar to the 
current bottom topography change. 
(3) We have also predicted long-term shoreline changes with a given boundary 
condition for shoreline change. We found the most suitable location for the boundary 
condition to be the nodal point for shoreline change. Based on the large scale 
shoreline change and the theoretical background of the formation of stable sandy 
beaches, a principal methodology for beach stabilization has been proposed that uses 
a series of headlands. 
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CHAPTER 245 

SHORELINE EROSION DUE TO OFFSHORE TIN MINING 

By Suphat Vongvisessomjai1, Member, ASCE 

ABSTRACT 

Phuket is a well-known island resort on the west coast of the peninsula of 
Thailand and it is rich in tin deposits. Tourist and tin mining are conflicting 
especially in Bang Tao Bay. Before offshore tin mining in the bay, the 
bathymetry is quite simple/natural and the bay is almost in equilibrium with 
offshore sand movement by storm waves and onshore sand movement by swell. 
After tin mining in 1987, people in Villages 4 and 5 sent a petition to district and 
city officers from May to June 1988 to the effect that offshore tin mining in the 
bay had caused beach erosion and road damage, and that the dredger owner 
should be responsible for the cost of repairs. The sounding map makes in this 
study reveals that deep holes are created by dredgers, those nearshore are found 
to interrupt the cyclic changes and sand movement on the beach that results in a 
permanent loss of sand into the dredged holes and causes shoreline erosion; the 
maximum erosion in the middle of the bay is 40 meters in the 3 years from 1987 
to 1990. A field test during May to June 1991 confirms that the high rate of 
shoreline erosion is consistent with that found in large wave tank experiments. 
Offshore tin or sand mining should not be made in shallow water where sand is 
mobile. If offshore mining were allowed nearshore, conditions should be 
imposed so that the bathymetry in the vicinity of the offshore mining should not 
change significantly. 

INTRODUCTION 

Phuket is a well-known island resort on the west coast of the peninsula of 
Thailand as shown in Fig.l. In general, tin mining is not presently allowed in 
most of the beach resorts of the island except in Bang Tao Bay where two 
concessions were granted for offshore tin mining in the belief that the dredged 
materials, after the sorting out for tin by the dredgers, would be replaced in the 
dredged holes, which would not change the bathymetry much. 

1 Professor, School of Civil Engineering, Asian Institute of Technology, 
P.O. Box 2754, Bangkok 10501, Thailand. 
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The study area in the vicinity of the Dusit Laguna beach of the Bang Tao 
Bay on the west coast of Phuket island is shown in Fig. 1. The bay is attacked by 
waves during the southwest monsoon from May to September. Predominant 
waves attacking the bay are mainly from the west and they cause onshore- 
offshore transport with not so much alongshore transport. During the northeast 
monsoon, the wind blows from land to sea over the bay; therefore, there is 
negligible wave action in the bay. In addition to these monsoons, the bay is 
occasionally attacked by cyclonic waves prevailing in the Andaman Sea. The 
bathymetry of Bang Tao Bay before offshore tin mining is quite natural as shown 
in Fig. lc. 

From May to June 1988, at the beginning of southwest monsoon, severe 
waves caused erosion of the shoreline and road damage in the Bang Tao Bay. 
People in Villages 4 and 5 sent a petition to district and city officers to the effect 
that offshore tin mining in the bay was the cause of beach erosion and road 
damage and that the dredger owner should be responsible for the cost of repairs. 
On October 15, 1988 the Minister of Industry visited the site and asked the 
Mineral Resources Department to order the dredger to dredge beyond 500 
meters from the shoreline. The Mineral Resources Department (1990) studied 
the cause of erosion of the Bang Tao Bay with the assistance of the Committee 
for Co-ordination of Joint Prospecting for Mineral Resources in Asian Offshore 
Areas (CCOP) and concluded that (i) severe waves caused erosion of all beaches 
on the west coast of Phuket in 1988 and (ii) the instability of the BangTao 
shoreline due to previous tin mining on land might be the cause of erosion. Due 
to the limited time of the study, no reason for erosion caused by offshore tin 
mining could be found, however the search would be studied further. 

The causes of the shoreline erosion can be initially listed as follows: 

1. Storm waves with high wave steepness generated by cyclones or 
southwest monsoon move sand on the beach offshore. 

2. Alongshore currents generated by inclined breaking waves move 
sands alongshore and deposit it somewhere. 

3. Offshore tin mining close to the beach creates holes which draw 
beach sand. 

The objectives of this study are as follows: 

1. To make field surveys to collect relevant data and to monitor 
dredger activity. 

2. To find out the causes of beach erosion. 
3. To recommend remedial measures to conserve the beach resorts 

from erosion. 
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Steps to solve the problem are as follows: a review of the literature is 
made first on the effects of the offshore dredged holes on shoreline erosion. The 
most important part of this study is the field survey which is then described, while 
field data and their interpretation are finally presented. 

REVIEW OF LITERATURE 

There are limited reports on the effects of offshore dredged holes on 
shoreline erosion; the followings are some examples. 

Motyka and Willis (1974) presented the preliminary results of a study of 
the beach erosion by wave refraction over offshore dredged holes. A 
mathematical model was used of an idealized sand beach, typical of those on the 
English Channel and the North Sea coasts of Great Britain. Depth and side 
slopes of dredged area and original water depth before dredging were varied. 
Beach erosion increased with increasing hole depth and with depth. At present, 
dredging was not allowed shoreward of the 18 m depth contour on sediment 
supply considerations. Their results suggested that for the North Sea and the 
English Channel coasts, the effects of wave refraction also point to an 18 m 
minimum depth. This is approximately half the wavelength of the most common 
wave period, and a fifth of the length of the extreme wave period; hence it might 
be possible to extrapolate these results to other areas on a wavelength basis. 
Beach erosion due to holes in water depths greater than half the length of 
"normal" waves, or a fifth of the length of extreme waves, was negligible. They 
concluded that results were conservative, that the study was predicting larger 
amounts of erosion than would occur in nature. This was due to the fact that 
erosion was caused by differences in sediment transport along the beach, and the 
assumption in the refraction calculation that wave energy could not propagate 
along the wave front tended to exaggerate these difference. 

Price, Motyka and Jaffrey (1978) dealt with the licensing procedure of 
dredging and assessed how dredging might affect the coastline. They provided 
some guidelines on the monitoring of shoreline erosion due to dredging: 

(1) Beach drawdown - This usually occurs during storms due to the 
action of high steep waves. Beach material is eroded from the upper foreshore 
and moved seawards. However, during periods of calmer weather the material is 
returned to the beach by long low swell. If the dredged area is to near the 
coastline then this dynamic equilibrium can be upset, in that material may be 
transported from the upper portion of the beach into the dredged hole and 
erosion of the foreshore may result. The active zone of offshore-onshore 
movements extends to a certain depth of water and a certain distance from the 
shore. Thus, with respect to beach drawdown, there are two criteria - a 
minimum depth of water and a minimum offshore distance. 
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(2) Interception of sediment - If the beach is being fed from offshore by 
current and wave action then dredging may trap a proportion of this material and 
interrupt the supply to the shore. It is very important, therefore, that dredging 
should be excluded from any deposits which are moving actively. The threshold 
of movement of sediments. The dredged trenches above a certain depth within 
the active zone of littoral movement may interrupt the beach littoral system in 
that they serve as a trap to littoral sediment that would travel either onshore of 
alongshore. 

(3) Dredging area included offshore banks - Offshore banks help to 
protect the coastline form wave attack either by dissipating wave energy as a 
result of bed friction, by partial breaking of the waves, by refraction or by any 
combination of these three. A permanent lowering of the crest of the bank due to 
dredging can result in changes of the wave refraction pattern and hence changes 
in the net angle of wave attack at the shoreline. Thus, under certain 
circumstances, dredging from offshore banks can alter the rate of littoral drift and 
hence affect the stability of the shoreline. 

(4) The effect of changes in wave refraction - As waves approach the 
shore, they travel with a group velocity that is dependent upon their period and 
upon the depth of water. If the water depth increases locally, e.g., over a 
dredged hole, the velocity and wavelength change. The local increase in wave 
celerity due to the increase water depth causes changes in the angle of wave 
approach to the beach. Such changes result in a variation in the rate of littoral 
drift along the shoreline and can cause either accretion or erosion. 

Kojima, Ijima and Nakamuta (1986) carried out comprehensive 
coastal engineering studies over four years in order to evaluate the impact of 
offshore dredging on shorelines as well as the adjacent seabed along the Genkai 
Sea , Japan. The results (data presented) indicated a possible relationship 
between sand mining and the shoreline changes. Although the available data 
were not sufficient to establish a direct cause-and-effect relationship between 
offshore mining and beach instability, the correlation was sufficient to serve as a 
warning of a potentially serious problem. Moreover, dredged holes above the 
water depth of about 30 meters were found to be refilled with sand which would 
be mainly transported from the onshore side, thereby interrupting the beach 
littoral system by trapping sand which might travel in the on-offshore or 
alongshore direction and causing a steeper beach slope in the long run. It was 
advisable, therefore, that the indiscriminate removal of sand from seabed be 
avoided at such water depth of 35 meters. Thus, offshore mining that would 
minimize interruption of beach littoral system should be operated below a depth 
of 35 meters in the study area. 

Uda, Agemori and Chujo (1986) investigated the conditions of the 
dredging of the offshore bed on the Kochi Coast, facing Tosa Bay, Japan. Aerial 
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photographs and the sounding data of the coast were analyzed to obtain the 
beach changes accompanied by the formation of the dredged hole. The flood of 
the Niyodo river brought large amount of sediment to the coast; the sediment 
outflow from the river fell into the dredged hole by eastward littoral drift. The 
hole was refilled slowly from the west side by the littoral drift directing eastward. 
An abrupt change of the topography due to the onshore-offshore sand transport 
did not happen as the dredged hole was filled by river sediment carried by the 
flood and littoral current. 

Larson, Kraus and Sunamura (1988) developed a numerical model for 
simulating beach profile change in the surf zone produced by wave-induced 
cross-shore sand transport. Model development was founded on two data sets 
from large wave tank experiments performed by the U.S. Army Corps of 
Engineers in the years 1956-1957 and 1962 while the second data set was from 
experiments performed at the Central Research Institute of Electric Power 
Industry in Japan. 

Storm waves with high wave steepness erode the beach producing 
offshore bars while swells with low wave steepness accrete the beach bringing 
back bar material onto the beach; the cyclic changes of beach are shown in Fig.2. 
When storm waves attack a beach for a sufficiently long time, its beach profile 
would approach an equilibrium. In other words, when sand moves offshore the 
offshore bar simultaneously increases in volume to approach an equilibrium size 
as shown in Fig. 3. Their chronological changes of beach profiles for 2 cases are 
shown in Fig.4. At the beginning of an attack by storm waves, the beaches 
change rather quickly but they change rather slowly when they approach the 
equilibrium. Correlation analysis involving wave and beach profile parameters 
showed that equilibrium bar volume was most closely related to wave height H, 
and sand fall velocity w (or grain size). A large wave height implied a larger bar 
volume, and a higher fall velocity (or larger grain size) produced a small bar 
volume. A regression relationship was derived relating the non-dimensional 
equilibrium bar volume Veg/L0

2 to the quantities HQ/(WT) and Hc/L0 according to 

\ = 0.028^1 
u*(H 

(1) 

where deepwater wavelength L0 = gf2/^) and T = wave period. 

Note that the active zone of sand movement is confined mainly in the 
surfzone where waves are broken due to their instability in shallow water when 
the water depth is about equal to the wave height. Therefore, the higher wave 
would create a wider surfzone and would result in much more active sand 
transport. 

Dette and Uiczka (1987) investigated dune recession and beach erosion 
at prototype scale in the big wave flume in Hannover, Germany. Results on time 
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-dependent erosion volume and recession of dune were presented for "dune 
without foreshore" and " dune with foreshore" in Figs.5 and 6. The simulated 
wave had a significant height of 1.5 m and peak period of 6 sec at 5 m depth of 
water, while the sand used had a median diameter of 0.33 mm. In the presence of 
the foreshore, compared to the profile development due to regular waves, the 
recession of the dune's edge was only about one-third of that recession measured 
for dune without the foreshore. The bar location was about 10 m further 
seaward. Hence, the breaking occurred further away from the dune's face and a 
wider surf zone provided additional dissipation of wave energy. 

FIELD SURVEY AND RESULTS 

Program of Field Survey 
Field data on wave climate, alongshore current, wind and resulting beach 

erosion were collected to obtain pertinent information on morphological changes 
and offshore dredging effects on the shoreline. The characteristics and behavior 
of the beach were monitored by field measurements of beach shape and profile, 
soundings and bed material sampling. Locations of dredgers operating in the bay 
were measured daily by reading the angles of the dredger at two observation 
locations onshore. 

Three soundings have been made for an area of 2.5 km alongshore by 1.5 
km offshore, the first at the end of October 1990 before the arrival of dredgers; 
the second at the end of April 1991 by the end of dredging; and lastly at the end 
of October 1991 after the attacks of southwest monsoon waves. The first and 
the last soundings were accompanied by beach profile measurement and beach 
material samplings. 

Waves and winds were measured at two locations about 300 m offshore, 
together with alongshore current at one hour intervals during the daytime. 

Topographical Change 
From the above three soundings maps surveyed in October 1990, and 

April and October 1991, the following topographical changes could be seen. 
(1) Shoreline erosion - Comparing contour lines of soundings in 

1990 with those in 1987 for the shorelines, it was found that severe erosion 
occurred between DL3 and DL5. Average erosion rate from 1987-1990 was 
about 7 meters per year with the maximum of about 13 meters per year in the 
vicinity of Inlet 2. 

(2) Creation of deep holes nearshore - It can be seen form Fig.7 of 
the sounding of the Bang Tao Bay in October 1990, that many deep holes were 
created by dredgers operating nearshore from 1987 to 1990 as compared with 
the natural bathymetry before offshore tin mining, shown in Fig.lc. These 
nearshore deep holes interrupted the cyclic changes of the beach in terms of 
erosion by storm waves and subsequent accretion by swells (Fig.2) and, 
therefore, resulted in a permanent loss of sands from the erosion of beach into the 
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dredged holes. It can be seen from the beach profiles at DL1, DL2, DL3 and 
DL4, plotted in Figs.8 (a), (b), (c) and (d) respectively, that deep holes existed at 
an offshore distance of about 300 meters, while the beach profiles at DL5 and 
DL6 in Figs.8(e) and (f) respectively are more natural, namely without deep holes 
nearshore. The onshore sides of these nearshore deep holes in the active zone of 
sediment movement by wave action; the mobile sediment will fall down the steep 
slopes of the deep holes especially the deep hole A4 at DL4. Comparing these 
beach profiles with those in Fig.6, it can be seen that profile DL4 is similar to that 
of dune without foreshore while profiles DL5 and DL6 are similar to that dune 
with foreshore. Therefore, nearshore deep holes changed the natural beach of 
dune with foreshore to dune without foreshore which experienced a much higher 
rate of erosion. 

(3) Field test of shoreline erosion - In order to obtain an order of 
magnitude estimate of shoreline erosion, a test was made by dumping about 
6,000 m3 of sand on the beach for alongshore distance of 300 m. The beach-fill 
was agitated by the southwest storm waves on June 2-4, 1991 and approximately 
half of the filled sand was eroded while the remaining half was eroded during 
June 5-13, 1991. Practically, no erosion occurred on May 15 to June 1, 1991. 
According to the wave data collected during May 18 - June 13, 1991, wave 
heights were the largest on June 2-4 and 9-13 with a range of 1.0 - 2.5 m while 
the wave period was about 6.4 sec. During the period of June 5 - 8 , wave 
heights were around 0.8 - 1.4 m with a wave period of 8.1 sec. The wave 
condition was calmer from May 18 - June 1 with wave height of 0.4 - 0.9 m and 
period of 8.2 sec. Slope of beach at the upper section is steeper compared to 
that of the offshore side in the mid tidal zone. When waves attacked upper 
section of the beach at high tide the erosion rate was higher. The average erosion 
volume per meter of beach was 20m3/m. 

Field Conditions 
Winds and waves change from year to year. However, their trends or 

orders of of magnitude are common. The most probable of commonly recorded 
waves measured in this study during the southwest monsoon by Vongvisessomjai 
and Huq in 1991, as compared with those measured earlier in 1980 shown in 
brackets (Gayman, 1983) are as follows: 

Month Wave Height (m) Perioc (sec) 
1991 (1980) 1991 (1980) 

May 
June 
July 

August 

0.3-0.5 
0.5-1.5 
0.5-1.5 
0.5-1.5 

(0.0-0.5) 
(0.5-1.0) 
(0.5-1.0) 
(0.5-1.0) 

7.0 
7.0 
7.0 
7.0 

(4.5) 
(6.5) 
(6.5) 
(6.5) 

The above wave characteristics could serve as commonly recorded waves 
on the west coast of Phuket during the southwest monsoon. 
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The southwest monsoon waves are mainly from the southwest or west or 
northwest. As they propagate into shallow water and break near the shoreline, 
their crestlines are almost parallel or make some small angles with respect to the 
shoreline. Therefore, they generate no alongshore current or alongshore current 
towards the north/south direction. The magnitudes of alongshore current 
measured in this study are about 0.15 - 0.20 m/sec. with a north or south 
direction in May, a predominantly north direction in June and a predominantly 
south direction in July and August 1991. 

The erosion volume V«, of the equilibrium profile (Eq.l) depends on 
deepwater wave height and fall velocity (or grain size). A larger wave height 
implies a larger erosion volume, and a higher fall velocity (or larger grain size) 
produces a smaller erosion volume. Using typical median diameters of 0.5 and 
0.2 mm, wave period of 6.5 sec and wave heights of 0.5 - 2.0 m, the computed 
erosion volumes Ve, are listed below: 

dso(mm) Ho(m) T(sec) Lo(m) w(m/s) nyL0 H„/(wT) Ve<,(m7m) 
(1) (2) (3) (4) (5) (6) (7) (8) 
0.5 0.5 6.5 66 0.074 0.008 1.01 1 

1.0 0.015 2.08 4 
1.5 0.023 3.12 10 
2.0 0.030 4.16 20 

0.2 0.5 6.5 66 0.027 0.008 2.85 3 
1.0 0.015 5.70 15 
1.5 0.023 8.55 39 
2.0 0.030 11.40 77 

The erosion volumes of fine sand (dso=0.2 mm) are about four times those of 
coarse sand (dso = 0.5 mm). These computed erosion volumes agree well with 
those tested in the field of shoreline erosion of 20m3/m. 

RECOMMENDATION 

1. Offshore tin mining or sand mining should not be made on the 
west coast of Phuket in shallower water than 15 meters based on wave 
conditions and sand characteristics at the site compared with those of England 
and Japan of 18 and 35 meters respectively. 

2. If offshore tin mining were allowed nearshore in shallower water 
than 15 meters, conditions should be imposed so that the bathymetry in the 
vicinity of offshore mining should not change significantly. 

3. Beach nourishment should be made around Inlet 2 in order to 
restore the beach of Dusit Laguna; structural control of shoreline erosion would 
not be effective here due to the presence of nearshore deep holes. 
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CHAPTER 246 

Behaviors of Fluid Mud under Oscillatory Flow 

Hiroyuki Yamanishi1 and Tetsuya Kusuda2 

Abstract 

Characteristics of settling velocity of fine particles and movements and the mecha- 
nism of maintenance of the fluid mud layer under oscillatory flow are investigated to 
control the transport flux of suspended solids in estuaries and the coastal zone. 
Settling velocity of fine particles under oscillatory flow is reduced as a function of 
only the local concentration. Motion of fluid mud depends on shear stress acting on 
the interface between the overlying water layer and the fluid mud layer and the hori- 
zontal pressure gradient. Especially, the horizontal pressure gradient causes a phase 
lag between the overlying water layer and the fluid mud movements. Velocity pro- 
files calculated by a linearized model agree well with the measured velocity profiles 
in spite of assuming the kinematic viscosity in the fluid mud layer to be homoge- 
neous. The apparent viscosity in the fluid mud layer is approximately 200 times as 
large as that of pure water. 

1.Introduction 

The water layer on mud bed under waves and currents is generally divided 
into two parts; one is the overlying water layer which is comparatively dilute in 
concentration and the other is the fluid mud layer which is high in concentration. 
Moving fluid mud under waves and currents maintains a loose state without consoli- 
dation on the bottom. Concentrations of the fluid mud layer are 1 order to 2 orders of 
magnitude higher than those of the overlying water layer. The flux of suspended 
solids transported in the fluid mud layer is larger than that in the overlying water 
layer, though the transport rate of suspension in the fluid mud layer is smaller than 
that by advection in the overlying layer. 

A series of field measurements on shoaling of Kumamoto Port, located in the 
west side of Kyushu Island, were carried out to confirm effects of submerged 
mounds against siltation (Tsuruya et ah, 1990 ). Three trenches were set inside the 
navigation pass of Kumamoto Port under construction. One was surrounded by a 

'Research Associate, Dept. of Civil Eng., Kyushu University, 6-10-1 Hakozaki, 
Higashi-ku, Fukuoka, 812 JAPAN. 

2Professor, Dept. of Civil Eng., Kyushu University. 
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type of submerged mound, but the others were not. Although there was little differ- 
ence of deposition amounts between them under normal conditions, heavy deposi- 
tions were observed in the no submerged mound trenches under some severe condi- 
tions. From these temporal variations of the depositional amounts inside these three 
trenches during about a year, the submerged mounds were found effective against 
siltation. These facts also indicate that fluid mud moves along the sea bed under 
waves. Results of the field measurements made by Odd and Owen(1972) and Smith 
and Kirby(1989) also suggest the existence of a high concentration layer near the 
bottom. Therefore, studies on behaviors of fluid mud under currents and waves are 
of importance for siltation. Furthermore, so far, as is known, little work has been 
done on the mechanism of maintenance of fluid mud layers under waves and cur- 
rents. 

The purposes of this study are to explain the formation process of the fluid 
mud layers, the vertical transport process between suspended solids and fluid mud, 
the mechanism of maintenance of the fluid mud layers, settling velocity of particles, 
viscosity in fluid mud, the role of pressure gradient within fluid mud layers, and 
modeling of the fluid mud movement under oscillatory flow. These results will give 
useful suggestion on what maintains the fluid mud layer under oscillatory flow and 
the control of shoaling. 

2.Theoretical Analysis 

A fluid mud layer, according to Ross and Mehta(1989) and our experimental 
results, consists of both mobile and stationary fluid mud layers. Fluid mud moves as 
not solid but viscous fluid because the fluid mud layer is high in concentration. 
Around the upper interface between the overlying water and the fluid mud, a zone of 
high concentration gradient exists, which is referred to as "lutocline." Based on 
these facts, in order to accurately formulate the equations of motion of the layer, a 
multi-layered fluid model was used(Yamanishi and Kusuda, 1991). The model, 
however, could not show any phase lag of movement between both layers. In this 
study, in order to explain the causes of the phase lag, a simple linearized and hori- 
zontally uniform model was applied. As a model, a simplified vertical structure is 
adopted as illustrated in Fig.l, where the x axis is taken at the interface. Since the 
motions of the fluid mud are subjected to both shear stress acted on the interface and 
the horizontal pressure gradient, 3p/3x, in the fluid mud, the motions of the fluid 
mud are modeled by superposing two motions induced by these two forces. The 

-d 

Overlying water layer 
Pl'Vi 

Fluid mud layer 
P2,V2 

777777777777777777777777777777777777 
Fig.l Definition sketch for fluid mud model 
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following assumptions are made owing to model the motions of fluid mud under 
oscillatory flow: 

(a)Each layer moves only to the horizontal direction; 
(b) Velocity U in the overlying water is a function of time t only; 
(c)The advective terms in the equations of motion are negligible small; 
(d)The pressure amplitude is uniform in the vertical direction; and 
(e)The kinematic viscosity in each layer is homogeneous. 

Under the above assumptions, the linearized equations of motions of the fluid mud 
and overlying water become as follows: 

Overlying water layer( z > 0): 

{ 
dt~~Prdx     (1) 

dui i   dp     y c)u\ 
dt ~'Pxdx       l dz2 (2) 

Fluid mud layer( -d < z < 0): 

dm      J_d_P  ,  yd2m       „s 
^r=-pztx+ 2U"'(3) 

where, uj, pi, vy and pj are the horizontal velocity, the pressure, the kinematic vis- 
cosity and trie layer-averaged density, respectively. The subscript j indicates each 
layer, so that/=l for the overlying water layer and;'=2 for the fluid mud layer. 

In order to analytically solve Eqs.(l)~(3), some solutions described by using 
the complex representation are supposed as the following equations: 

U = -iUeiau-- (4) 

u = - iueico'--- (5) 

U2 = - imeicot-• • (6) 

U = aco • • • (7) 

dp/dx=-pte
i(0'--- (8) 
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p» = plao)1--- (9) 
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where, u = uj - U, a is the amplitude, ft) is the frequency (OO=2K/T, T; period), t is 
the time, " indicates the amplitude, and i is the imaginary unit (i2= -1). 

The boundary conditions necessary to solve them are as follows: 

Ui = U(t),forz^>°o ••• (10) 

Ml = M2, at z= 0' •• (11) 

M2 = 0 , at z= -d- •• (13) 

The velocity U(t) in the overlying water is regarded as a function of time t only. 
These boundary conditions satisfy the continuity of the velocities and stresses across 
z=0 and the non-slip condition at z=-d. 

The analytical solutions of Uj and u2 which satisfy the above boundary condi- 
tions are as follows: 

{ 
Ml= ./{(l - e-v)[/ + e-^w) ev 

(14) 

u2 = - i 
i . sinhfaz   sink Xz{z+d)\.    p      sink A9(z +d) ~ 
t "•" - /,-»,* + Ui 

sink X2d      sink X2d  j  ^i sink X2d 
Oicot... (15) 

where, 

1 - coshXid _2_ 

Ui = 
P vX -o vX coshXid 

••(16) 

^-(l + ity^-OT) 
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CO V(1 + 'V^-(18) 

From results of the simulations, validity of the model is examined with respect 
to behaviors of fluid mud and the phase lag. 

3.Experiments 

Figure 2 shows a U-shape oscillating water tunnel used in this study. This 
water tunnel does not allow the horizontal transport of fluid mud even for a long time 
experiment. Mud used was obtained at the Ariake Bay where the maximum tidal 
range is 5m. This fluid mud was directly sampled from the surface of stationary mud 
at an ebb tide. The mud consists of clay(55.6%), silt(41.7%) and sand(2.7%) as an 
average. Its mean diameter and density were 4.0(^m and 2540kg/m3, respectively. 

CM 
C>_ 

PISTON 

\N. 
5.0 

MOTOR 

WIDTH = 0.2 

UNIT:m 

Fig.2 U-shape oscillating water tunnel 

After pouring a mud-seawater mixture with a certain concentration into the 
tunnel, experiments were immediately started. During the experiments, suspension 
in the tunnel was sampled through pipes at several points toward the vertical direc- 
tion at a prescribed time interval, and concentrations of suspended solids were mea- 
sured with membrane filter. The motion of fluid mud was monitored by a video 
camera with a closed-up lens and motor-driven camera with extension rings. Pres- 
sure in the fluid mud layer was also measured to understand pressure effects. 

4,Results and Discussion 

(l)Settling velocity of particles 

Figure 3 indicates some temporal changes of the interface in height. In addi- 
tion, its change under a quiescent state is plotted on it. These plots indicate that the 
fluid mud exits as suspension on the bottom. The settling velocity of the interface 
decreases gradually because of the decrease in the apparent velocity of particles.This 
settling of particles is determined by the local concentration C only. In this case, the 
equation governing the vertical mass concentration is: 
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3C    dfa 
dt     dz 

0-'-(19) 

Fa=wsC-Fe = wasC ...(20) 

Here, C is the local concentration, Fa is the apparent settling flux, ws is the settling 
velocity, Fe is the vertical solids flux and was is the apparent settling velocity. The 
z-axis is taken to be upward from the bottom. The apparent settling velocity can be 
calculated by using the following equation on the basis of the concentration profiles 
under a quiescent state and oscillatory flow: 

WasC I 

rh 

'•'-*1 Cdz--- (21) 

in which, was   and C are the average apparent settling velocity and the average 

•  under Quiescent Water 
A Upper Interface %,,_.(_„ ne_= Clrxi., 
°  Uhder Interface •'under 0scL Flow 
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< 2 

 Af 

A i 

T= 6sec, ao=Hcm 
CQ= 10kg/m3 

! 
4• 

0 60        120       180      240       300 

ELAPSED TIME (min) 

Fig.3 Temporal changes of the interface in height 

concentration at a certain height, h. 

If Fe in Eq.(20) is equal to zero, the settling velocity w$ under a quiescent state 
is obtained. Figure 4 depicts the settling velocity ws and the settling flux ws under 
a quiescent state. If the settling velocity w$ is assumed to be a function of only the 
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Fig.4 Settling velocity under a quiescent water 

local concentration as the formers (ex., Smith and Kirby 1989), the following best fit 
relation between the settling velocity and the concentration under a quiescent state is 
derived from Fig.4. 

Ws • 0.4 C4P (mm/s)      C<\   (kg/mH 
= 0.4 1<C<2 

=0.42(1-0.005 CY   C>2 

•••(22) 

Similarly, Fig.5 shows the apparent settling velocity was and the flux WasC 
calculated by Eq.(21). In order to compare the apparent settling velocity Was under 
oscillatory flow with the settling velocity ws under a quiescent state. Eq.(22) is also 
drown in the same figure. The apparent settling velocity was is evidently smaller 
than ws and the observed values scatter. This results from that the settling velocity is 
subject to shear rate and floe size in addition to local concentration of suspended 
solids. Furthermore, it is possible to describe the changes in height of fluid mud 
layers by using the method of Kynch(1952). Toorman and Berlamont(1992) adopted 
this method in order to unify a hidered settling model and a soil mechanics model by 
estimating apparent settling velocity under a quiescent state. However, these results 
can not directly explain the mechanism which maintains a fluid mud layer under 
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Fig.5 Settling velocity under oscillatory flow 

oscillatory flow. Consequently, the maintenance mechanism of fluid mud layers is 
considered due to the balance between settling flux by gravity and upward flux pro- 
duced by mixing. If each term could be estimated on the basis of the results, the 
maintenance mechanism of the fluid mud layer would become clear, and the tempo- 
ral changes in height of fluid mud layer by using the mass conservation equation 
could be solved at the same time. This problem seems to be worthwhile for further 
research work. 

(2)Kinematic viscosity in fluid mud 

Some results simulated by the linearized model are shown in Figs.6 and 7. 
Figure 7 is velocity profiles measured and calculated at different times. The calcu- 
lated conditions are taken as the period T=3sec, the horizontal amplitude=5cm, the 
apparent kinematic viscosity V2=2xl0~4m2/s and the fluid mud layer thickness 
d=2.1cm in order to compare with the experimental data. It is also important to con- 
sider the wall effect. Here, the results have been corrected by assuming an oscillating 
Poiseuille flow. 

Assuming the kinematic viscosity in the fluid mud layer to be uniform as a 
Newtonian fluid, these results agree well with the measured values. The viscosity in 
the fluid mud layer used for the calculation notices about 200 times as large as that of 
pure water. There is an Einstein equation applicable to a dilute suspension but not for 
dense suspension. Furthermore, the present theoretical analyses for the viscosity of 
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Fig.7 Calculated velocity profiles compared with measurements in the fluid mud 

suspension are insufficient for engineering purposes, yet. In general, the viscosity 
(or kinematic viscosity )is a function of void fraction and shear rate. Here, based on 
the constitutive equation (Eq.(23)) obtained experimentally by Kusuda etal. (1994), 
the apparent viscosity in the fluid mud was evaluated. 

f (P?   P \L1       \ 
Ha = liw(6.lD-0M + l)x3.8xl03L     o )     + 1    (Pa.s)--- (23) 

\H2 - ywl I 
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(T=3sec, a=5cm,d=2.1cm) 
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-3 

in which, (i.a is the apparent viscosity, (0,w is the viscosity of water, D is the shear rate, 
Ps is the particle density and pw is the water density. After the flow field was calcu- 
lated by Eqs.(l) and (2) and the following equation (Eq.(24)), the apparent viscosity 
was estimated. 

P2^ = -^ + fk|4--(24) 
dt        dx    dz\     dzl 

Calculation was repeated until the apparent viscosity calculated by Eq.(23) con- 
verges. 

Figure 8 expresses a result of the apparent kinematic viscosity obtained by 
Eq.(23). The apparent viscosity is also about 10 to 100 times as large as that of pure 
water. Because a power exponent function of shear rate is involved in Eq.(23), the 
apparent kinematic viscosity at a small shear rate in Fig.8 becomes extremely large. 
In order to obtain the apparent viscosity with high precision, the fluid mud should be 
regarded as an elastic or a visco-elastic fluid at small shear rates or considered the 
change in apparent density under oscillating shear stress. 

(3)Phase lag between overlying water and fluid mud 

Figures 6 and 7 also indicate the phase lag between the overlying water layer 
and the fluid mud layer velocities. This implies that the motion of fluid mud is differ- 
ent from that of viscous fluid under shear flow. So that, the motions of fluid mud 
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Fig.9 Observed and calculated phase lag profiles 

layer are governed by both horizontal pressure gradient and shear stress acted on the 
interface between the overlying water and the fluid mud layers. Especially, the hori- 
zontal pressure gradient causes a phase lag between them. Therefore, when velocity 
in the fluid mud decreases under a positive pressure gradient, it becomes slower to 
lose the kinematic energy by high viscosity in the fluid mud. As a result, the fluid 
mud may move opposite against the overlying water. This phase lag may be derived 
from Eq.(6). Therefore, as U2 is a complex velocity amplitude, it is transformed by 
the following equation; 

M2 
: iu2e

iwt 

i\uR + u,) ,icot 

= -/V^2 + «/
2e'-(»^)---(25) 

y = tan- i*/ UR • • (26) 

where, UR and ui indicate the real part and the imaginary part of &2 , respectively. 
Figure 9 compares the experimental results with the calculated ones. There is 

slight difference between the measured and the calculated values, but the analytical 
solutions approximately explain the experimental results. This simple model pro- 
posed here describes well the phase lag at the fluid layer movements. In these ex- 
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periments, the phase lag ranged from n/12 to n/4. 

5.Conclusions 

The summary of the results is as follows: 

(l)Settling velocity was shown as a function of only the concentration of suspended 
solids; 
(2)The maintenance mechanism of fluid mud layers is due to the balance between 
the settling flux by the gravity and the upward flux produced by mixing in the fluid 
mud layer; 
(3)The viscosity in the fluid mud layer is approximately 100 times as large as that of 
pure water. 
(4)The motion of the upper layer in the fluid mud depends on shear stress acted on 
the interface between the upper water layer and fluid mud layer. The motion of the 
lower layer in the fluid mud layer is mainly governed by horizontal pressure gradi- 
ent. This causes a phase lag between the upper layer and the fluid mud movements. 
(5)The fluid mud layer moves in advance, compared to the overlying water layer and 
in this experiments the maximum phase lag was 7t/4. 
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CHAPTER 247 

FORMATION OF HABITATS FOR BIVALVES 
BY PORT AND HARBOR STRUCTURES 

K.Yano1, S.Akeda2, Y.Miyamoto3 and S.Kuwabara4 

ABSTRACT 

Impacts of the construction of large-scale port and 
harbor at open sandy beach on inhabitation of the 
Japanese surf clam (Splsula sachalinensls) have been 
studied. It has been found that the populations of the 
Japanese surf clam has been increasing with the exten- 
sion of the breakwater since the start of the construc- 
tion of Ishikari Bay New Port in 1972. A series of 
numerical simulation was carried out to estimate the 
changes over time in the currents distribution around 
Ishikari Bay New Port associated with the construction 
of the breakwater for each construction phase. The 
change in dominant areas of the Japanese surf clam in 
the harbor over the years is explained by patterns of 
nearshore currents around the port. The construction of 
Ishikari Bay New Port resulted in the formation of a 
new fishing ground of the Japanese surf clam and an 
increase in the populations of the clams. 
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INTRODUCTION 

In recent years, demand has been increasing for port 
and harbor construction to co-exist with nature and 
preserve the environment. It is becoming more important 
to examine the effect of the construction of port and 
harbor facilities on the accumulation and propagation of 
fish, shellfish and reef resources. 

Figure 1 shows the relationship between the length 
of the breakwater extended and catches of Japanese surf 
clams {Spisula sachalinensis) around the Tomakomai Port 
located on southwest Hokkaido's Pacific coast. The 
Japanese surf clam catch in Tomakomai city began in- 
creasing gradually in 1985 and has increased sharply 
since 1987. The catch of this clam in Tomakomai in 1990 
was 15% of the total catch in Hokkaido. This increase 
in the amount of the yearly total in Tomakomai is con- 
sidered to be an effect of the Tomakomai east and west 
port facilities. Especially, the construction of the 
East Port District is assumed to have been playing a 
particularly important role. 
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Figure 1: Catches of Japanese surf clams and the break- 
water extension at Tomakomai Port (East Port District) 
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These effects of the port and harbor structures on 
inhabitation of fishery resources has received much 
attention from fishermen. The Hokkaido Development 
Bureau has been conducting studies on the functions of 
fishery harmony provided by port facilities such as 
breakwaters. Based on the results of these studies, the 
present paper describes resource-culturing effects on 
the Japanese surf clam by the port and harbor construc- 
tion of Ishikari Bay New Port, whose construction began 
in  1972. 

THE ECOLOGY AND FISHERY OF JAPANESE SURF CLAM 

Sasaki (1992) reported the ecological characteris- 
tics of Japanese surf clam. The Japanese surf clam 
(Figure 2) is a large bivalve inhabiting in sandy, 
shallow zones along the wide coastal range of Tohoku and 
Hokkaido. It has been an important fisheries resource. 
In general, Japanese surf clams spawn in June and July 
in Ishikari. When the larvae have grown to about 0.2 to 
0.3 mm in shell length, they shift to a benthic life 
after having drifted in the water for about one month. 
There is a considerable decrease after the clams shift 
to a benthic life, particularly marked soon after this 
shift. Less than 1% of those who start a benthic life 
reach the age of two years. The major factors for the 
decrease of juvenile and mature clams are being washed 
ashore by action of large waves (Figure 3) and natural 
mortality. 

For the clams to mature and grow to a size that 
contributes to the reproduction of the resource, it 
takes about 4 years in southern Hokkaido and 5 years in 
Ishikari Bay and eastern Hokkaido. Most of the individ- 
uals with a shell length of more than 7.5 cm are mature. 
Hokkaido bans catching clams smaller than 7.5 cm. 

CONSTRUCTION TN ISHIKART BAY NEW PORT AND CHANGES IN 
CATCHES OF THE SURF CLAMS 

Ishikari Bay New Port is located about in the 
center of the sandy shore and 7 km southwest of the 
mouth     of      Ishikari   River   in   Hokkaido   (Fig.4). The 
bottom slope is very gradual, and the average gradient 
from the shoreline to the depth of 50 m is about 1/500. 
The progress of the construction of the port between 
1972   and   1992   is   shown   in   the   Figure. The   entire 
current of Ishikari Bay moves north in summer and 
weakens in winter. At present, most of the north, 
island and east breakwaters, the eastern and central 
areas and the central channel are complete. The 
construction of  the western area  is  under way. 
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Figure 2: Japanese surf clam (mature size) 

Figure 3: Bivalves washed ashore 



3424 COASTAL ENGINEERING 1994 

Ishikari Bay New Port 

0 

Figure 4: Location map and progress of the construction 
of Ishikari Bay New Port 
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To understand the influence of the extension of the 
breakwater in Ishikari Bay New Port on catches of Ja- 
panese surf clams, the relationship between the length 
of the breakwater extended and catches of Japanese surf 
clams in the town of Ishikari is shown in Fig. 5. As 
the figure shows, a sharp increase in the catch of the 
clams coincided with construction of the breakwaters. 
Considering the fact that 4- to 5-year-old clams are 
caught, the remarkable increase in that period seems to 
be related to the east breakwater built in 1972 to 1974. 
The catch has not been increasing since 1980 because 
they restricted the catch in order to preserve the 
resources.  Furthermore, a drastic catch decrease in 
1982 and 1983 can be attributed to extreme storm waves 
that occurred in December 1981, with the maximum wave 
height at 9.8 meters with a wave period of 10.1 seconds. 
A strict regulation on clam fishing was enforced after 
1983 led to an increase in the catches in 1987. This 
increase trend  continues today. 
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extension at Ishikari Bay New Port(data of catches from 
Hokkaido Government) 
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COMPARISON   OF   THE   POPULATIONS   OF   THE   CLAM   IN  AREAS   SUR- 
ROUNDING   ISHIKART   BAY   NEW   PORT 

Figure 6 shows the changes over time in the density 
of mature Japanese surf clams (the number of mature 
clams per 100 m ) in the Ishikari, Otaru and Atsuta 
areas, which was estimated from surveys on populations. 
As evident from the figure, the Otaru area had the 
highest density of mature clams for the decade after 
1975, while the clam density in the Ishikari area was 
about half that of in Otaru. The major factor in this 
difference was probably that the median grain size of 
the sediment in Otaru was about 0.2 mm, which is suit- 
able for the Japanese surf clam, while the diameter 
increased northward from Ishikari to Atsuta and these 
areas were not suitable habitats for the Japanese surf 
clam. 

After 1985, changes in oceanographic conditions re- 
sulting from the construction of Ishikari Bay New Port, 
the accumulation of drifting larvae, the promotion of 
the settlement of immature clams and the fishing regula- 
tion were thought to have had a combined effect toward 
increasing the density of mature clams in the Ishikari 
Bay western area, including the Otaru area. The density 
of mature clams in the Ishikari area increased to almost 
the same level as in the Otaru area. On the other hand, 
the construction of Ishikari Bay New Port did not so 
contribute to the Atsuta area, an area influenced by the 
Ishikari River, and there was little change over time in 
the density. 
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CHANGES IN HABITATS OF THE JAPANESE SURF CLAMS 

In order to clarify the effect of breakwaters on 
the formation of habitats for the surf clams, we calcu- 
lated the nearshore current around Ishikari Bay New Port 
for 1979, 1984, 1989, and 1992, and examined the rela- 
tionship between the pattern of nearshore current and 
the distribution of mature Japanese surf clams associat- 
ed with the construction of port and harbor facilities. 
The nearshore current model using an energy balance 
equation was used to calculate the currents. The 
direction of waves, wave height and wave period used in 
the calculation are NW, 1.6 m and 6.0 seconds, 
respectively. Figure 7 diagrams changes in the dominant 
areas of Japanese surf clams around Ishikari Bay New 
Port, based on the existing references obtainable from 
fishermen's associations and on inquiries to fishermen. 
The nearshore currents calculated at different stages of 
the construction of the breakwaters are also indicated 
in the figure. 

When one compares the phase of construction of the 
port and harbor facilities with changes in the 
distribution of Japanese surf clams, it seems that as 
construction in the eastern area (the east and island 
breakwaters) was completed and construction started on 
the north breakwater and moved to the central area, the 
central channel and to the western area, the 
distribution of the mature clams tended to shift from 
the eastern sea area to the west. It is clear from 
Figure 7 that the stagnant and eddy-current areas were 
created by the construction of port and harbor 
facilities, and mature Japanese surf clams were 
distributed in the areas. 

In addition, in the beginning, the mature clams 
were distributed in the harbor where the water became 
calm due to the breakwater construction. However, as 
the water became even calmer, the diameter of sediment 
grains became finer, and became muddy, thus becoming 
unsuitable as a habitat for the Japanese surf clam. It 
was no longer a major distribution area of the mature 
Japanese surf clam after 1985 when Ishikari Bay New Port 
went into operation. Based on these facts, it is 
presumed that the distribution of mature Japanese surf 
clams changes along with the changes in stagnant and 
eddy-current areas caused by the construction of 
breakwaters; the distribution is concentrated in areas 
which are relatively calm in the beginning, and shifts 
along with the changes in the sediment and feeding 
environment. 
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Figure 7: Change in calculated velocity field of 
nearshore current and dominant areas of highly dense 
distributions  of mature  Japanese  surf  clams 
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DOMINANT AREAS OF HIGHLY DENSE DISTRIBUTIONS OF JUVENILE 
SHELL 

Figure 8 shows the distribution of juvenile Ja- 
panese surf clams in and around Ishikari Bay New Port in 
1992 (Ohsaki et al., 1993). As indicated before, the 
eddy-current areas correspond to those of the areas of 
highly dense distribution of the juvenile shells. This 
was probably because the eddy-current areas formed by 
the near shore currents accumulated the planktonic 
larvae of the Japanese surf clams, or because they 
prevented the dispersal of the larvae to elsewhere. 
This, in turn, resulted in an increase in the number 
of juvenile shells settling on the sea bottom. Figure 9 
shows change in the distribution of juvenile shells. 
The drastic decrease in March 1985 can be attributed to 
extreme storm waves that occurred in January 1985, with 
significant wave height at 4.9 meters with wave period 
at 9.9 seconds. In spite of these dispersion, the 
dominant areas of clams were unchanged. 

Hydraulic experiments have confirmed that Japanese 
surf clams with shell lengths of 10-50 mm began to drift 
or to move as a result of overturning at a current 
velocity of 29-50 cm/s, and that about 10% died after 
having been vibrated in the sand for 24 hours 
(Watanabe,1982,1983 ). These are the reasons Japanese 
surf clams, which inhabit the wave breaking zone where 
the velocity of the nearshore current becomes greater, 
tend to be reduced due to being washed ashore. On the 
other hand, the eddy-current area formed around the 
breakwater can act as a relatively calm area in relation 
to waves coming from a certain direction. Therefore the 
eddy-current area is assumed to contribute to the 
survival of the Japanese surf clam when storm wave 
attack the coast. 

SUMMARY- 

In this report, it is investigated the impact of the 
construction of the large-scale port and harbor at the 
open sandy beach on the Japanese surf clam. The princi- 
pal results are as follows: 
(1) Planktonic larvae of Japanese surf clams accumulated 
in the stagnant and eddy-current areas created by the 
breakwaters; this promoted the settlement of juvenile 
shells. 
(2) Mature Japanese surf clams were found distributed 
around the stagnant and eddy-current areas, which were 
areas of relative calmness, and which were formed in 
association with the extension of the breakwaters. 
(3) The construction of Ishikari Bay New Port  resulted 
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in the formation of a new fishing ground of the Japanese 
surf clam and an increase in the populations of the 
clams. 
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CHAPTER 248 

USE OF THREE-DIMENSIONAL HYDRODYNAMICS MODEL FOR 
TIDAL INLETS STUDIES 

E.A. Yassuda1 and Y.P. Sheng2, M.ASCE 

ABSTRACT 

This study utilizes a multi-dimensional hydrodynamics model originally 
developed by Sheng (1989) and later modified by Sheng et.al (1992) to first quantify 
the flow field in Little Sarasota Bay in Florida, USA with a closed (present condition) 
and an opened (proposed condition) Midnight Pass, and then to produce a closure 
curve of the Midnight Pass. This study demonstrates that robust multi-dimensional 
hydrodynamics models can be used to provide more quantitative analysis of tidal inlet 
stability. 

INTRODUCTION 

Tidal inlets connect various bays and lagoons to coastal oceans. As such, tidal 
inlets can have significant effects on circulation and transport in the bays/lagoons as 
well as longshore sediment transport in the coastal oceans. For example, tidal inlets 
can affect the location of nodal zones and flushing of materials into and out of the 
bays/lagoons (e.g. Sheng et.al, 1992). Tidal inlets can also affect longshore sediment 
transport by causing erosion on the downstream side of the inlet while causing 
deposition on the upstream side of the inlet (Dean and Dalrymple, 1994). 

Tidal inlets, however are not very stable and often require dredging to keep 
them open. Since the closing and opening of tidal inlets can significantly affect the 
circulation and transport within bays/lagoons, it is essential to be able to predict the 
stability of tidal inlets. Escoffier (1940) performed a simple analysis to study the 
stability of a tidal inlet, van de Kreeke (1985) analyzed the stability of multiple inlet 
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system. Basically, for a single inlet system, one needs to calculate a "closure curve" 
that relates the cross-sectional area of an inlet with the maximum current in the inlet 
for given tidal conditions, inlet length and inlet shape. The next step is to compute 
an equilibrium velocity or bottom stress at which the sediment transport capacity of 
the inlet currents is just sufficient to remove the sediment deposited in the inlet. Van 
de Kreeke (1992) pointed out that to determine the exact closure curve for a real 
inlet, it requires a full-fledged multi-dimensional model for the hydrodynamics of the 
inlet and the bay. 

This study is an extension of a project funded by the Sarasota Bay National 
Estuary Program. The primary objective of the project was to quantify the circulation 
and transport in the Sarasota Bay system, located in the southwest coast of Florida, 
USA (Figure 1). The Sarasota Bay project consists of a field study and a modeling 
study. For the field study, the University of Florida collected continuous data of 
surface elevation, current, salinity, water temperature, turbidity, and wind at five 
stations during two months in 1991, and two months in 1992. For the modeling 
study, the three-dimensional circulation model CH3D, originally developed by Sheng 
(1989), was applied, improved, calibrated and verified. 

The estuarine system shown in Figure 1 is actually formed by two 
interconnected sub-systems: the Tampa Bay system, which is a classical coastal plain 
estuary, with a manmade navigation channel, and the Sarasota Bay system, which is 
a multiple-inlet shallow coastal lagoon. In the southern part, the Little Sarasota Bay 
has an average depth of less than 2 meters and a manmade IntraCoastal Waterway 
(ICW) which bisects the length of the bay. In Little Sarasota Bay, a tidal inlet, 
Midnight Pass, has been closed since 1983, and much has been discussed about the 
feasibility and potential environmental implications of its proposed opening. 

Based on the field data collected in 1990 and 1991, the CH3D model has been 
applied and verified for the Sarasota Bay and Tampa Bay system. There is generally 
a good agreement between model results and field data, with the errors on the order 
of 5-10% for surface elevation and 10-20% for currents (Sheng and Peene, 1992; 
Sheng et al, 1992; Sheng et al, 1994a). The effect of the Midnight Pass on the 
circulation and tidal flushing inside the Little Sarasota Bay was studied by Sheng et 
al. (1992). 

This study-utilizes the CH3D model to first quantify the flow field in Little 
Sarasota Bay with a closed (present condition) and an opened (proposed condition) 
Midnight Pass, and then to produce a closure curve of the Midnight Pass in its 
proposed opened conditions. 

METHODOLOGY 

To study the stability of a tidal inlet, one can use the simple analysis of 
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Escoffier (1940), O'Brien and Dean (1972) or, in the case of multiple inlets, the 
analysis of van de Kreeke (1985). All these methods are based on the Keulegan 
repletion coefficient, which is strictly applicable to the case of uniform water level 
over the entire bay, an inlet flow depending exclusively on the head difference 
between the bay and the ocean, and a friction term represented by the Manning's 
coefficient (Figure 2). According to Escoffier (1940), the following limitations should 
be considered in applying this analysis: 

"The available values for Manning's n are based on 
observations made in uniform prismatic channels and 
their reliability in nonuniform channels such as those 
usually found in inlets is uncertain; 

Little is known about the loss of head that takes place due to 
the contraction and expansion of the currents passing 
through the inlet; and 

The formula is for steady state flow and ignores the temporal 
acceleration." 

In addition, the simple analysis ignores the nonlinear effects associated with 
complex geometries inside the bay. 

To improve estimates of the simple analysis, an approach which does not 
contain any of the above assumptions should be used. For this study, the CH3D 
model was used to quantify the detailed flow pattern in the vicinity of the Midnight 
Pass. To determine the closure curve of the Midnight Pass, the bottom shear stress 
within the opened Midnight Pass was simulated using both the 3-D version and the 
2-D vertically integrated version of CH3D. 

CH3D is a three-dimensional hydrodynamic model which can use non- 
orthogonal boundary-fitted grid as well as orthogonal or Cartesian grids. This feature 
allows the model to better represent the small scale processes in bays/lagoons with 
complex geometries. The vertical turbulent eddy coefficients are computed from a 
simplified second-order closure model, and the horizontal turbulent eddy coefficients 
are assumed to be constant, which vary with grid size and horizontal current. 

In order to make the stability analysis more quantitative, it is necessary to 
characterize the capacity of an inlet to transport sediments in terms of the bottom 
shear stress. In the three-dimensional model CH3D (Sheng, 1989), the bottom shear 
stress is obtained from the near bottom velocity within a logarithmic boundary layer, 
according to: 
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12 

<w = logfej/Zo) 
y^7|Zi-(«,v)|Zi (1) 

where, (xx,Ty) are components of bottom shear stress, K is the von Karman constant, 
zl is the reference height, z0 is the bottom roughness height, and (u,v) are the 
horizontal velocity components at z{ within the bottom boundary layer. The only 
empirical coefficient, z0 appears in the logarithmic denominator, thus making it less 
sensitive. 

In the 2-D vertically-integrated model, the bottom shear stress is obtained 
from the vertically-averaged velocity components (U,V), according to: 

(V*,) = -~ \/U2 + V2 (U,V) (2) 
HC] 

where g is gravitational acceleration, H is total water depth, and Cc is the Chezy 
coefficient. 

In the simple analysis, the repletion coefficient relates the inlet cross-sectional 
area to tidal forcing and bottom friction, according to (Keulegan, 1967): 

K =     T    A< V^ 
2ma0 AB 

^K-+K-+JR 

(3) 

where T is the tidal period, a„ is the tidal amplitude, Ac is the inlet cross-sectional 
area, AB is the bay surface area, Ken is the friction loss at the entrance, Kex is the 
friction loss at the exit, / is the Darcy-Weisbach friction coefficient, / is the inlet 
length, and R is the hydraulic radius of the inlet. 

RESULTS FOR AN IDEALIZED INLET-BAY SYSTEM 

Before performing the analysis of inlet stability in Midnight Pass, the 2-D 
results of CH3D were compared with the simple method for the case where the 
simplified assumptions were valid. A Cartesian grid with 40 by 30 cells was used, 
with a uniform grid spacing of 250 m. The tidal forcing along the boundary was 
represented by a sinusoidal wave with an amplitude of 46 cm and a period of 12 
hours. The depth in the offshore region and inside the bay was assumed to be a 
constant 2 m. The inlet cross-sectional area was varied by keeping the width constant 
and varying the depth from 50 cm to 2 m. 

Figure 3 shows the ebb flow in the idealized bay in a five day simulation for 
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the case of an inlet with 1.5 m depth. Repeating this simulation for different inlet 
configurations, it was possible to construct two closure curves for the hypothetical 
inlet, one for each inlet width, and then to compare these results versus the curves 
obtained from the simple analysis (Figure 4). The closure curves present the 
maximum ebb velocity (in cm/s) as a function of the inlet cross-sectional area (in m2), 
for a given tidal forcing and Manning's coefficient. These curves clearly demonstrate 
the concept of critical cross-sectional area at which the velocity attains its maximum. 
The dots represent the 2-D model results and the solid lines represent the results of 
simple analysis. In the second plot, a different closure curve was obtained due to a 
different width of the inlet, which affects the hydraulic radius. Different values of 
hydraulic radius corresponding to rectangular, trapezoidal and parabolic cross-sections 
were used, but the simple analysis does not seem to be sensitive to different shapes 
in cross-section. 

Results of the 2-D model and the simple analysis shows some discrepancies, 
particularly in terms of the critical cross-sectional area. The discrepancies can be 
attributed to the high sensitivity of the simple analysis to the Manning's coefficient. 
In this case, even the 2-D model requires significant calibration. Although the 3-D 
version of CH3D also contains some model coefficients, these coefficients are less 
empirical, and the bottom friction formulation shown by Equation (1) is much more 
robust than the Chezy-Manning formulation shown by Equation (2). 

APPLICATION TO MIDNIGHT PASS, FLORIDA 

The CH3D model was sufficiently calibrated and validated with data from 
Tampa Bay and Sarasota Bay (Sheng and Peene, 1992, Sheng et al, 1992). For this 
study, the 2-D and 3-D versions of CH3D were used to compute the detailed flow 
within the Midnight Pass under various hydrodynamic forcing conditions, and various 
configurations of the Midnight Pass. The closure curve obtained from the 3-D model 
runs and the simple analysis is shown in Figure 5, wherein the dots represent the 
CH3D results while the solid lines were obtained from the simple analysis using 
different Manning's coefficients. The simple analysis is highly sensitive to the 
Manning's coefficient, thus producing a wide range of values of maximum velocity. 

CH3D was used to simulate three scenarios: the first scenario (solid circle) 
represents the bay prior to the dredging of the IntraCoastal Waterway (ICW); the 
second one (square) represents the bay with the ICW and a shallow inlet (1.5 m 
deep); the third one (triangle) represents the bay with the ICW and a deeper inlet (3 
m deep); and the fourth one (circle) represents the bay with the ICW and a much 
wider inlet. Results shown in Figure 5 indicate that the ICW made the Midnight Pass 
less stable. Figures 6,7 and 8 show the residual flow fields obtained from the 30 day 
simulations corresponding to each of the three scenarios. 

Figure 9 shows the stability curve expressed in terms of the bottom shear 
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stress, the cross-sectional area of the Pass, and the equilibrium bottom shear stress of 
Bruun (1978). This shows that the inlet is only marginally stable even for the case 
without the ICW. 

DISCUSSION 

Due to its importance to human activities, tidal inlets have been a subject of 
coastal engineering studies for many years. Studies have showed that physical 
processes in tidal inlets are quite complex and much scientific study is needed to 
improve the empirical engineering analysis. This study demonstrates that 
multidimensional numerical hydrodynamics model can be used as a comprehensive 
tool to provide more accurate analysis and guidance to further understanding of the 
physical processes involved. 

Our modeling study showed that the IntraCoastal Waterway (ICW) probably 
made the Midnight Pass more unstable, although the Pass was only marginally stable 
for a long time prior to its closure. This is consistent with the earlier suggestions by 
Davis et al. (1987) and Dean (1992), which did not provide a quantitative analysis. 

To determine if the Pass should be opened, a more comprehensive and 
quantitative study is needed. The CH3D model can be used to simulate the circulation 
and inlet stability under a variety of hydrodynamic conditions and inlet 
configurations. Additional parameters such as water quality dynamics and sediment 
can be considered by using a coupled hydrodynamics-sediment-water quality model 
being developed (e.g., Sheng et al. 1994b). 
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SIMPLE ANALYSIS - STABILITY CONCEPT 
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Figure 2 - Closure curves based on the analysis of (a)0'Brien and Dean (1972) 
and (b)van de Kreeke (1985). 
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Figure 3 - Vertically-averaged ebb flow in idealized basin with 40x30 points, 
a grid spacing of 250m, and a depth of 2m. 
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Figure 4 - Comparison between results of vertically-integrated CH3D 
(circles) and simple analysis (solid lines) in an idealized basin with (a) a 
narrower inlet and (b) a wider inlet. 
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Figure 5 - Comparison between results of CH3D and the simple analysis in 
the Midnight Pass - Little Sarasota Bay. 

Solid circle: Bay prior to intracoastal waterway dredging, narrow inlet, 
1.5m deep; 

Open square: Bay with the intracoastal waterway, narrow inlet, 1.5m 
deep; 

Open triangle: Bay with the intracoastal waterway, narrow inlet, 3.0m 
deep; 

Open circle: Bay with the intracoastal waterway, wider inlet, 3.0m 
deep. 
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Figure 6 - Residual bottom shear stress over a 30 day simulation 
without intracoastal waterway but with a narrow inlet. 
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Figure 7 - Residual bottom shear stress over a 30 day simulation with 
intracoastal waterway and a narrow inlet. 
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Figure 8 - Residual bottom shear stress over a 30 day simulation with 
intracoastal waterway and a wider inlet. 
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Figure 9 - Comparison between results of CH3D and simple analysis in the 
Midnight Pass - Little Sarasota Bay, with Bruun's equilibrium bottom shear 
stress added. 

Solid circle: Bay prior to intracoastal waterway dredging, narrow inlet, 
1.5m deep; 

Open square: Bay with the intracoastal waterway, narrow inlet, 1.5m 
deep; 

Open triangle: Bay with the intracoastal waterway, narrow inlet, 3.0m 
deep; 

Open circle: Bay with the intracoastal waterway, wider inlet, 3.0m 
deep. 



CHAPTER 249 

Study  of  Upwelling  Phenomena  of  Anoxic Water   'A-oshio' 

1 2 2 
Jong Seong Yoon , Keiji Nakatsuji , Kouji Muraoka 

ABSTRACT 

The field data analyses and both two dimensional hydr- 
aulic and numerical experiments were performed to under- 
stand the physical features of the 'A-oshio' appearance in 
Tokyo Bay. Lots of field observations show that the 'A- 
oshio' phenomenon may be intimately related with the 
upwelling of the anoxic water in the bottom layer under 
the wind blowing towards off-shore for more than a couple 
of days. Therefore, the two-dimensional hydraulic and 
numerical experiments are performed for clarifying the 
wind-induced upwelling and mixing processes in a two- 
layered stratified flow system with a downstream open 
boundary, which is exposed to wind stresses at the water 
surface. In these experiments, the upwelling phenomena 
are found to occur only in the range of RiAx(2h1/L) < 12.0. 
The numerical experiments are quantitatively confirmed to 
show a good agreement with the results of field observa- 
tion and hydraulic experiments. 

INTRODUCTION 

Recently, unique phenomena have been frequently observ- 
ed in the head of Tokyo Bay in Japan during late summer to 
autumn. The color of surface water changes to milky-blue 
or milky-green when the northeast wind blows during a 
couple of days. Fisheries have been damaged by lots of 
perish of fishes and shellfishes. Such phenomena are 
called 'A-oshio' regarding to the color of water. 'A-o' 
means blue and 'shio' does a tide in Japanese. 

According to lots of field observations, an 'A-oshio' 
phenomenon is considered to be accompanied by the upwell- 
ing of anoxic bottom water. When an off-shore wind blows, 
the surface water is transported towards off-shore induced 

1 CTI Engineering Co., Ltd, Osaka City, Osaka 540, Japan 
2 Dept. Civil Engng., Osaka University, Osaka 565, Japan 
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by wind-driven surface stress ; hence, the bottom water 
moves upwards along a sea bed to make compensation for the 
transported surface water. The color of 'A-oshio' water 
is considered to be changed by the oxidation of sulfide 
included in the upwelled bottom water which becomes anoxic 
during summer under no vertical mixing due to the strong 
stratification and the biological activities. The 'A- 
oshio' phenomenon, therefore, is fundamentally different 
from 'Akashio' (a red tide in Japanese), which is biologi- 
cally induced by the excess propagation of plankton. The 
'A-oshio' phenomena, therefore, can be treated as the 
upwelling of anoxic bottom water from the physical view 
point and the oxidation from the chemical one. 

Even though many field observations have carried out, 
the detailed mechanism of 'A-oshio' appearance has been 
left unsolved. The reason is that only several points- 
measurements are not sufficient to obtain the understand- 
ing of overall physical features. The present paper, 
therefore, is to examine the physical mechanism regarding 
to 'A-oshio' appearance. 

First of all, the field data obtained in Tokyo Bay are 
analyzed to understand the physical characteristics during 
the 'A-oshio' appearance. Secondly, two-dimensional 
hydraulic and numerical experiments are carried out to 
clarify the interface movement and the upwelling phenomena 
in a two-layered stratified flow system exposed to wind 
stresses at the surface. A downstream condition is set to 
be opened in the similar sense as semi-enclosed coastal 
seas or small bays. There is few experiments with such a 
condition, although many experiments in an enclosed flume 
have been done for simulating the mixing processes 
occurred in the lakes or reservoir. The mixing process is 
unsteady and rapidly changed; hence the measurements in 
hydraulic experiments are too difficult. Therefore, the 
two dimensional numerical experiment with K-6 turbulence 
model and non-hydrostatic assumption is also performed to 
support the physical understanding of 'A-oshio' in the 
quantitative sense. 

FIELD OBSERVATION ABOUT 'A-OSHIO' IN TOKYO BAY 

Previous Study About 'A-oshio' Phenomenon 

Tokyo Bay is one of the highly eutrophicated bays in 
Japan. The topographical feature of Tokyo Bay is shown in 
Fig. 1. It has an area of 1200 km , and the average depth 
is about 17 m. The ratio of area less than 10 m depth 
against a total area is about 30%. The numbers of No.l to 
No. 13 as shown in Tokyo Bay indicate the location of 
observation stations conducted by The Environment Agency. 

The bay is surrounded by metropolitan cities including 
Tokyo and many industrial factories where more than 24 
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million peoples live. A large amount of nutrients and 
organic matter have been drained into the bay. It is 
known that the eutrophic status of the bay is hypertrophic 
condition, and algal blooms have been occurred through a 
year. It makes the color of surface water change to 
reddish-brown, that is a red tide ( 'Akashio' in Japanese). 
The 'Akashio' recently tends to occur independent of 
season and worldwide coastal seas, especially in the urban 
coastal seas. 

A shaded area shown in Fig.l indicates the coastal 
waters where the 'A-oshio' has often appeared. In summer, 
an amount of discharged river water and the heat transfer 
through the sea surface make the stratification strength, 
which results in damping the vertical transfer of momentum 
and eutrophicated matters. The bottom water, hence, 
becomes anoxic due to the precipitation and the decomposi- 
tion of organic matters produced by algal blooms and the 
hydrogen sulfide occurs in the bottom layer (Kakino 
(1986)). 

Sumida   Ara Edo River 
River   River, V       Hunabashi 

Chiba 

Figure 1. Topological feature of Tokyo Bay and observation 
stations. A shaded area indicates the coastal 
waters where 'A-oshio' has often appeared. 
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Figure 2 shows a photograph of the 'A-oshio' appearance 
observed on 8th September, 1988 in Hunabashi Port, which 
is located at the head of Tokyo Bay as shown in Fig. 1. 

Table 1 shows the time variation of 'A-oshio' appear- 
ance, the perish of shellfishes and the production of a 
short-necked clam reported by Kakino(1986). For example, 
late in September 1985, 30,000 ton of short-necked clam 
perished which brought the economical damages about 3.6 
billion yen for fisheries. 

Tominaga et al. (1988) reported the presence of colloi- 
dal particles of sulfur in the boundary layer between 
surface oxygen-sufficient water and anoxic bottom water at 
the head of Tokyo Bay. 

Figure 2. 'A-oshio' appeared in Funabashi Port located 
in the head of Tokyo Bay. This photograph 
was taken from air on 8th September, 1988. 

Oceanoqraphical and Meteorological Features of 'A-oshio' 

The Environment Agency has conducted field measurements 
for 7 years from 1988 in order to clarify the mechanism of 
'Aoshio' from the multi-view points such as physical, 
chemical, biological and ecological aspects. During the 
field observations from 22th July to 11th August, 1992, 
'A-oshio' appeared during 3rd August to 6th August. 

Figure 3 shows the time variation of wind velocity and 
direction observed by the Chiba Meteorological Observa- 
tory. It is of great interest that before the 'A-oshio' 
appearance the southwest (on-shore) wind stronger than 5 
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Table 1. Field data of 'A-oshio', perish of shellfishes 
and the year production of clam (Kakino; 1986) 

Year Month. Day Appearance of Aoshio etc. Influence to the Shellfish 
Production of 

Clam (ton) 

1975 late in 
September 

Aoshio 
(middle or large scale) 

partly perish of clam 22.099 

1976 7,238 

1977 aio~ai6 AoshioGarge scale) perish of clam 12 843 

1978 7. 8-7.10 Aoshiodniddle scale) mass perish of clam 8620 

1979 6.13 
7.16-7.17 
a 14 
9.30 

AoshioCsmall scale) 
Aoshiodniddle scale) 
Aoshiodniddle scale) 
Aoshiodniddle scale) 

negligible 
negligible 
negligible 
negligible 

2610 

1980 a 2~a 5 
826 
9. 9 
9.19 
9.25 

AoshioGarge scale) 
AoshioCsmall scale) 
AoshioCsmall scale) 
AoshioCsmall scale) 
AoshioCsmall scale) 

negligible 
negligible 
negligible 
a few perish of clam 
negligible 

a 979 

1981 late in 
July 

anoxic water perish of clam 5,907 

1982 7.27-7.29 
bearly in 

August 

AoshioGarge scale) 
turbid water 

a few perish of clam 
perish of clam 

3843 

1983 6. 8 
d 18 

AoshioCsmall scale) 
AoshioCsmall scale) 

negligible 
negligible 

2972 

1984 7,249 

1985 a 
a2o 
late in 
September 

AoshioCsmall scale) 
Aoshiodniddle scale) 
AoshioGarge scale) 

negligible 
negligible 
mass perish of clam 

/ secondly water     \ 
I           depravation/ 

I 1 1 1 H H 1 1 1 h 
20 21  22 23 24 25 26 27 28 29 30 31   1  2 
July August 

4-5. 3(m/ s) 

fk, 1  -4 *\-»eT\A **4# 
i Aoshio i 

mi 

1 

i i      i      'wM V*' frfyrfi !jWWW    ; i     X 

H 1 1 1 1 1 1 1 
4  S  6  7  8  9 10 11 

I day) 

Figure 3. Time variation of wind velocity and direction 
at the Chiba Meteorological Observatory 
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m/s kept blowing from 30th July to 1st August, and in 
succession the northeast (off-shore) wind blew. The 
northeast or east northeast wind stronger than 5 m/s kept 
blowing from 1st August. The former event may play a role 
to make the stratification strengthen. Other observations 
show that there is heavy rainfall before the 'A-oshio' 
appearance. The authors point out that such events of 
south-west wind blowing or lots of rainfall are of 
fundamental importance in considering the mechanism of 'A- 
oshio' appearance. Namely, strong stratification is a 
necessary condition for 'A-oshio' appearance. 

Figures 4 and 5 show the distributions of water tempe- 
rature, salinity and dissolved oxygen (DO) along the 
vertical section from the stations No. 7 to No.13, the 
location of which is shown in Fig.l. The measurements 
were conducted on 22th July and 4th August. The thermal 
stratification remarkably develops depending on heat flux 
through water surface in summer. The contours of tempera- 
ture and salinity show a layered structure of 24 °C to 18 
°C and of 26 %s to 34 %z, respectively. The difference in 
water temperature between the upper and the lower layers 
is about 6 °C on 22th July. The contour lines of DO also 
show horizontal in the upper layer and the anoxic water 
less than 5 mg/1 exists deeper than 5 m depth on 22th 
July. The contours of 0 and 1 mg/1 DO, however, indicate 
no stratification but a curious tendency. It may be 
induced by the error in measurement at station No.6. It 
is found from these distributions except the profile of DO 
that the strong stratification develops on 22th July. 

On the other hand, on 4th August, the contours of 22 °C 
temperature, 31.5 is salinity and 4 mg/£ DO are upwelled to 
attain to water surface near No. 7 station. It is worth 
noting that the counter lines of 2 and 3 mg/£ DO tend to 
deepen gradually in the off-shore direction. Such a 
tendency is physically reasonable. If a wind blows off- 
shore in the long term, the water surface tends to lean 
upward in the same direction as wind-blowing, namely in 
the offshore direction in this case. And, the stratified 
interface leans downward in the offshore direction accord- 
ing to the balance of pressure. The 0 and 1 mg/£ DO 
contour lines is upwelled to -6 m depth at the station No. 
7. As compared with Figs. 4 and 5, it is clarified that 
the upwelling of the hypolimnetic anoxic water was caused 
by the northeast wind blowing continuously for four days 
from 1st August. 

Joh (1989) pointed out that the formation of the anoxic 
water mass correlates well with the temperature differ- 
ence between the surface and the bottom layers based on 
field data obtained in Osaka Bay. The same tendency was 
confirmed in Tokyo Bay by The Environment Agency (1991). 
It indicates that the stratification affects not only the 
upwelling phenomena but also the generation of anoxic 
water. 
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Figure 4. Distributions of water temperature(°C), salinity 
(fe) and DO(mg/£) on 22th July, 1992 along the 
vertical section from St.7 to St.13 as shown in 
Fig. 1 
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Based on the above-discussed field observations, a 
conceptual sketch of 'A-oshio' appearance can be drawn as 
Fig. 6. 

Scent of 
hydrogen sulfide 

Milky-blue 

J^Vz Organ 

<o3   precipitation 

Figure 6. Conceptual sketch of 'A-oshio' appearance 

TWO DIMENSIONAL HYDRAULIC AND NUMERICAL EXPERIMENTS 

Both hydraulic and numerical experiments are carried 
out in the present study. It is because only the hydrau- 
lic experiments are too difficult to quantitatively 
understand the unsteady phenomena such as the flow 
movement and strong mixing processes at the stratified 
interface. 

Setup of Hydraulic Experiments 

The experimental facility is shown in Fig. 7. It is 
composed of a main test flume (an acrylic flume of 600 cm 
length, 15 cm width and 30 cm depth), a wind tunnel (6 
shuttlecock of 100 cm and the maximum rotation of 1500 
rpm) and a large tank (300 cm length, 200 cm width and 25 
cm depth) connecting with the downstream end of the test 
flume. The experiments were conducted in a stratified 
flow system with two layers of fresh water and salt water. 
The degree of stratification depends on the density of 
salt water. The initial thickness of the upper layer was 
always kept to be 10 cm. Mean velocities in the upper 
layer were measured using a LDV (Laser Doppler Veloci- 
metry) and the analyses of tracer trajectories. Two 35 mm 
cameras and a video camera were used to observe the 
movement of the stratified interface and its mixing 
process. The density profiles were measured using a 
salinometer. 
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Tap Water 

Sail Water 

Figure 7. Experimental facility of two-layer stratified 
flow system with wind tunnel 

Setup of Numerical Experiments 

A two-dimensional numerical experiment was also per- 
formed under the same physical conditions as hydraulic 
experiments. The governing equations were composed of the 
continuity equation, the longitudinal and vertical momen- 
tum equations and the diffusion equation of density. The 
non-hydrostatic model of SIMPLE method (Patankar, 1980) 
was used. The K-e model was used to represent turbulent 
transfer of momentum and scalar quantities. The standard 
values were used for the unknown constant values including 
the K-6 equation. The resolution was 7.5 cm and 1 cm in 
the longitudinal and vertical directions, respectively. 
The hydraulic conditions are as follows; the friction 
velocity due to the wind stress at the water surface u, = 
6.5 cm/s, the upper layer depth hx = 10 cm, and the range 
of Ri, = 23-1090 and Riix(2h1/L) = 0.76 ~ 36.3 depending on 
the density difference, in which L is the length of flume, 
in other words, the distance of the wind blowing. 

EXPERIMENTAL RESULTS AND DISCUSSION 

Spigel and Imberger(1980) proposed that the mixed-layer 
dynamics in lakes or reservoirs could be classified into 
four regimes in terms of Wedderburn number defined as We 
= Ri.x(2h1/L). It means the product of the Richardson 
number and the aspect ratio of the two-layered stratified 
flow system. Furthermore, Thompson and Imberger (1980) 
indicated on the basis of numerical experiments that the 
stratified interface could be upwelled to attain the water 
surface in the case of the Wedderburn numbers 'We' less 
than 3 or 4. Since the present experiment with an open 
downstream condition is a little different  from the 



UPWELLING PHENOMENA 3457 

experiment of Imberger et al., Ri,x(2h1/L) is used as the 
dimensionless parameter. 

The time variation of observed density interface is 
shown in Fig. 8 in the case of Ri,x(2h1/L) =36.3 and 12.0. 
The observation points are the upstream, the center and 
the downstream of hydraulic flume. In these figures, the 
axis of ordinates indicates the water depth, while the 
axis of abscissas does the passing time after the wind 
blowing starts. That is, the water depth h1 = - 10 cm 
indicates the initial position of the interface. The 
middle layer is defined as the water mass mixed with fresh 
water and salt water, which usually lies upon the density 
interface. In the case of Rijsx(2h1/L) = 36.3, the strati- 
fication due to density difference is so completely 
superior to the wind shear during the experiments that the 
vertical mixing and the variation of the density interface 
hardly occur during the wind blowing. On the other hand, 
in the case of Ri»x(2h1/L) = 12.0, it is observed that the 
mixed layer at the upstream end upwells after about 70 
seconds, and the density interface does after 110 seconds. 
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Figure 8. Time variation of density interface 
during wind blowing 

Figure 9 shows the time variation of velocity and 
density difference fields obtained by numerical experi- 
ments in the flume with the open downstream condition. 
The values of Ri#x(2h1/L) are 36.3, 12.0 and 3.1. And the 
value of t* shown in the figures is the dimensionless 
passing time after the wind blowing, which is defined as 
t* = tu«/h . The density difference between fresh water 
and salt water are plotted every 20% from 10% by the 
contour lines. 

It was confirmed by authors' experiments(1994) with a 
closed downstream condition that the results of numerical 
experiments are in a good agreement with those of hydrau- 
lic experiments.  In the case of an open downstream bound- 
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ary condition, vertical circulation in the upper layer of 
the flume is not observed. The density interface upwells 
at the upstream side and the mixing occurs in the same 
manner as the closed flume experiments in cases of larger 
Wedderburn number. (See; Yoon et al.(1993)) On the basis 
of both hydraulic and numerical experiments, it is found 
that the upwelling of density interface at the upstream 
end occurs in the range of Ri(lx(2h1/L) less than 12.0. The 
deepening of density interface is observed only for the 
case of weakly stratification, Ri,x(2h1/L) =3.1. In the 
present computation, the vertical position of stratified 
interface is postulated to be fixed as h1 = -10 cm and the 
gradients of all hydraulic variables are constant at the 
downstream condition. Therefore, when the entrained 
volume into the upper layer is not balanced with the 
compensated one, which is inflowed in the lower layer from 
the connected large tank, the stratified interface is 
possible to deepen with time. It is not sure whether the 
deepening phenomena is caused by the postulated downstream 
condition or not, but it may be one of the reason of the 
deepening. 

Figure 10 shows the comparison of computed vertical 
profiles of mean velocity with observed ones in the case 
of Ritx(2h1/L) =36.3 and 12.0. The computed mean velocity 
gives a good agreement with measured ones at the middle 
section of the flume. It may be suggested from this 
figure that the upper layer flows in the same direction as 
the wind blowing, while the lower layer flows in the 
reverse direction in order to compensate the entrained 
volume of the lower layer to the upper layer. 
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Figure 10. Comparison of computed vertical velocity 
profiles with observed ones 
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APPLICATION TO NUMERICAL EXPERIMENTS TO TOKYO BAY 

It is easy on the basis of above discussion to evaluate 
whether the 'A-oshio' appears or not in the head of Tokyo 
Bay by the calculation of Ri,x(2h1/L) based on field data 
obtained. Table 2 shows the observed hydraulic values 
during 'A-oshio' appearance in Tokyo Bay. Ap means the 
difference in density between the upper and the lower 
layers, h1 ; thickness of the upper layer, W10 ; wind 
velocity at 10m upper from water surface, L ; longitudinal 
length of Tokyo Bay and Tm ; the calculated time for 
upwelling of density interface to water surface. 

According to Table 2, it is confirmed that the 'A- 
oshio' phenomena, namely the upwelling of anoxic water in 
the lower layer, would occur in the range of Ri»x(2h1/L) 
less than 10.0 in the limits of obtained field data. The 
values are within the computation criterion value of 
Riix(2h1/L) =12.0. As shown in Table 2, the condition of 
'A-oshio' appearance is that the wind of mean velocity 
over 4 m/s blows continuously for more than two or three 
days. It shows a good agreement with the previously 
observed results during 'Aoshio' appearance, too. 

Table 2.  The values of Ritx(2h1/L) during 
'A-oshio' appearance in Tokyo Bay 

Observed 
Date 

A p 
(kg/ms) 

h , 
(•) 

W,0 
(m/s) 

Ri. 2 hiRi, 
L 

Tm 
(hr) 

16-17, 
July, 1979 4.0 10.0 3.3 25,000 10.0 49. 3 

20-21, 
Aug, 1985 10.0 7. 5 4.2 28, 9-40 8.7 31.3 

5-6, 
June, 1986 4.0 7. 5 3.0 22. 680 6.8 38.4 

Where, Ap  difference of density between upper layer and lower 
one, hi:depth of upper layer, Ri* :Richardson number, 
L : longitudinal length of Tokyo Bay, Tm:time for upwelling 
of density interface to water surface 

CONCLUSIONS 

The data analyses of many field observations and the 
two dimensional hydraulic and numerical experiments were 
conducted in order to make clear the hydraulic conditions 
of 'A-oshio' appearance in Tokyo Bay. The following con- 
clusions can be obtained. 
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(1) 'A-oshio' phenomena can be treated as the upwelling 
phenomena of the anoxic water in the bottom layer 
under the wind blowing towards offshore for more than 
a couple of days based on lots of field observations. 

(2) In the two dimensional hydraulic and numerical experi- 
ments, the upwelling phenomena are found to occur only 
in the range of Ri,x(2h1/L) < 12.0. 

(3) The results of numerical experiments are also confirm- 
ed to agree well with those of hydraulic experiments. 
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CHAPTER 250 

Sea Level Rise 
and Coast Evolution in Poland 

Ryszard B. ZEIDLER1 

Abstract 
Trends established for ten Polish tide gauge stations show the annual mean sea level (AMSL) 
growth rate from 0.8 to 2.9 mm per year in recent 35 years, and a linear trend computed for 
the years 1901-1990 yields some 1.2-1.6±0.2 mm/yr. Annual SL maxima (ASLM) trends 
are about one-half of the ASLM trends. Positive 6-hr SL increments Ah from storm events 
show a growing trend associated with 'storminess'. 
In the 'retreat' option for Polish coast, the impact zones between contour lines 0-0.3 m, 
0.3-1 m, and 1-2.5 m cover respectively 845, 883 and 476 km2, thus 2204 km2 in total, 
in addition to 30 km2 of beaches and dunes likely to dissapear for ASLR2. Described by 
Zeidler (1992) are various 'fullprotection' techniques adopted. 
The Baltic atmospheric circulation is found to change as to direction but not as to wind 
speed. Subsequent (Fig. 9) insignificant changes in the net sediment transport, in the order 
of 15% per century are noted. Hence the coast evolution due to climatic changes in wind 
circulation patterns seems less important than the anticipated sea level rise induced changes. 

1 INTRODUCTION 

The Baltic Sea forms Poland's borders along 500 km. It is a shallow, almost 
land-locked sea. Its salinity is low, barely 7-8 ppth in the Polish coastal zone. 

The Polish coast consists of two basic types — sandy dunes (including 
barrier beaches) and cliffs. The former stretch along most of the coast while 
cliffs occupy slightly above 80 km. Coastal barriers between the sea and lakes are 
well developed in the central and eastern parts of the coast. The Hel Peninsula 
is a unique spit system separating the Gulf of Gdansk from open sea. Because 
of its intensive erosion and multifarious importance, it has become a subject of 
concern to both Polish and international authorities. 

The present climate of both Poland and its coast is believed to undergo 
perceptible change due to global warming. However, as for many other areas, the 
possible changes in precipitation, evaporation, transpiration, and their uncount- 
able outcomes over the Baltic Sea and its drainage area, are all not amenable to 
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ready prediction. Global circulation models (GCM) are not yet powerful enough 
to yield a reliable prediction of climate change in regions such as Poland's coastal 
zone. Yet one can focus attention on the most likely and conspicuous outcome 
of such change, the sea level rise. 

At the same time, some research programmes under way in Poland and 
the Baltic area (cf. Mietus 1993, 1994) are centered around changes in regional 
atmospheric circulation, thus adding to identification of hazardous meteorolog- 
ical and hydrologic processes in the Polish Baltic coast zone and coupling of 
atmospheric circulation and sea level. The two aspects of climate change, i.e. 
sea level rise and wind patterns are dealt with in this paper, in linkage with coast 
evolution. 

The warming of climate in southern Poland is seen in Figure 1 while 
changes perceptible in seawater are noted in Figure 2. 

2 ACCELERATED SEA LEVEL RISE (ASLR) 

2.1 Annual Mean and Maximum Sea Level in Poland 

Recent examination of trends and statistical distributions in sea level datasets, 
revised and updated for the Polish coast, has partly confirmed some earlier con- 
clusions drawn for mean sea level and exposed new findings for extremum sea 
levels. The trends have been established for ten Polish tide gauge stations, which 
show the mean sea level growth rate from 0.8 (Kolobrzeg) to 2.9 (Gdansk) mm 
per year in last 35 years, with acceleration in recent years (Zeidler et al. 1994). 
A linear trend for the years 1901-1990 has not been rejected statistically at the 
0.05 significance level, and has been found to be smaller than the above figures 
for 35 years (i.e. some 1.2-1.6 ± 0.2 mm per year). 

2.2 Storminess and Wave Climate 

Annual sea level maxima (ASLM) add to the present knowledge of the Polish 
Baltic hydrology. Inherent trends and periodicities have been examined (cf. Zei- 
dler et al. 1994). The ASLM trends have been found to approach 0.53 mm/yr 
at Swinoujscie, 0.7 mm/yr at Kolobrzeg and 1.73 mm/yr in Gdansk, thus about 
one-half of the mean-sea level trend. Hamming windowing displayed significant 
periodicities about 8, 5-6 and 3 years. Bartlett testing confirmed the data in- 
dependence for Gdansk but not for the other stations. Seasonal occurrence of 
the maxima is obvious — 74% of all ASLM occurred between November and 
February, these months encompassing all ASLM with 10-% exceedance and 91% 
of 25-% exceedance (remaining 9% in October and March). 

Another interesting research objective attacked now consists in description 
of the correlation matrices for joint sea level and wave height events under storm 
conditions observed and hindcast along the Polish Baltic. This programme is 
hoped to be fruitful both scientifically and practically (design of coastal and 
maritime structures basing on more than just one storm parameter such as sea 
level). 

For' the identification of both 'regular' and extreme storm-induced sea 
level changes as well as definition of hazardous sea states it is worthwhile to ex- 
amine short-term increments of SL and count them in some statistically represen- 
tative classes in order to see if those numbers change in longer time scales, which 
would point to the presence of what could be labelled a 'storminess change'. This 
has been done under the programme indicated in the acknowledgements, and 



3464 COASTAL ENGINEERING 1994 

1825     1841        1857      1973       1889        1905       1921       1937       1953      1979      1985 

Figure 1. Air temperature in Cracow (20-year moving average) 
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Figure 2. Water temperature and salinity variation in the Baltic Sea as exposed by Piechura in 
1993. 
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Figure 3.   11-yr moving-average mean SL at the most reliable Polish tide gauge stations (cf. 
Zeidler et al. 1994). 
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Figure 4. ASLM exceedance curves fitting the Gumbel distribution for three Polish tide gauge 
stations; (A) Swinoujscie; (B) Kotobrzeg; (C) Gdansk; cf. Zeidler et al. (1994). 
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Figure 5. Trends in annual occurrence numbers for 6-hr sea level increments Ah for three Polish 
stations. 
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the basic findings are illustrated in Figure 5. For the three stations analyzed, the 
positive 6-hr SL increments were found from time series extending over some 
forty-odd years. As they had to be statistically meaningful, the increments Ah 
were arranged in three classes (slightly different for every station), and the cen- 
tral class data are presented in Figure 5. It is seen that the occurrence numbers 
of Ah show a growing trend.    .• 

The above conclusion agrees with similar findings for the occurrences of 
annual crossings of some sea levels regarded as 'warning' and 'emergency' levels 
(roughly 60 and 80 cm above MSL in Poland, respectively). Those occurrence 
numbers, too, have been observed to grow over decades. To further investigate 
this issue, statistical series have been found under our programme for both Ah 
and sea level alone. Similar behaviour and agreement of the two families with 
Pearson type III exceedance functions, above some thresholds of 70 cm for SL 
and 25 cm for Ah, is notable. This proves that sea levels above 70 cm (or 570 as 
a standard format of reference in Poland) can indeed be identified with a short- 
term rise in SL (recall that Ah classes in our analysis have been only positive). 
Then the statistical distributions of high sea levels are representative of hazardous 
situations associated mostly with growth of the sea level, not incidental fall. 

3 POLAND'S VULNERABILITY TO ASLR 

3.1 General 

Of the three response strategies suggested by IPCC we selected only two, i.e. 
'retreat' and 'full protection' ('adaptation' was largely neglected). 

The Polish 'Study Area' has been defined as the area within which the 
physical effects of the accelerated sea level rise (ASLR) over the next century 
could be felt. The inland boundary of the study area was chosen as the +2.5 m 
contour. 

Out of the total length of the Polish coastline, the 'open sea' coast is 
almost exactly 500 km (of which 72 km on both sides of the Hel Peninsula), 
while the banks of the Szczecin Bay measure about 240 km, and those of the 
Vistula Bay about 100 km. 

Because of their distinct features, distinguished have been four major 
Areas : the Odra Estuary (Area 1), western dunes and barrier beaches (Area 
2), central-east dunes and barrier beaches with the Hel Peninsula (Area 3), 
and the Vistula Delta (Area 4). Area 1 includes the agglomeration of Szczecin 
(and Swinoujscie), while Area 4 encompasses the three-city complex of Gdansk, 
Gdynia and Sopot, together with Elblag. 

The division into three impact zones permitted a convenient distinction 
through the study area cross-section within which flooding probablitites could be 
assessed: (I) between 0.0 m and +0.3 m MSL contours: (II) between +0.3 m 
and +1.0 m MSL; (III) between +1.0 m and +2.5 m MSL. 

The data collected from maps, reports, computations, studies and other 
sources (e.g. land-use, socio-economic etc) were entered pertaining to each of 
the impact zones separately in working tables. Flooded areas (i.e. areas 'lost') 
could then be readily deduced as zone I at ASLR1 (30 cm/100 yrs) and zones 
I+II at ASLR2 (1 cm/yr), while the area at risk was defined as II+III at ASLR1 
and III at ASLR2. 

For the purposes of assessment, the following habitats have been distin- 
guished: coastal waters, beaches and dunes, forests, lagoons and barrier lakes, 
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rivers and estuaries, and swamps/bogs. Coastal forests display the highest biodi- 
versity among all coastal habitats. 

3.2 The Extent of Vulnerability for the 'No Measures' Option 
The extent of inundation and population hazards in our study area are visible in 
Tables 1 and 2. 

The impact zones between contour lines 0-0.3 m, 0.3-1 m, and 1-2.5 m 
cover respectively 845, 883 and 476 km2, thus 2204 km2 in total, in addition to 
30 km2 of beaches and dunes likely to dissapear as a result of ASLR2 (and some 
10 km2 due to ASLR1). 

The principal ASLR impact in the Odra estuary will consist in inunda- 
tion extending at ASLR2 up to River Rurzyca (KM 695). Polder dykes have 
crests about 1.5-2 m above MWL. At higher stages most polder dykes will be 
overtopped. The inundated polders will include those of Miedzyodrze (between 
East and West Odra), around the Szczecin Bay, Swina and Dziwna. Equally 
endangered by flooding are urban areas of Szczecin (primarily Dabie district), 
Swinoujscie, Trzebiez and other towns. Indirect effects encompass damage to 
sewarage and other infrastructure. Parts of the Ports of Szczecin, Swinoujscie 
and Police are also vulnerable. The impact zones I and II within Area 1 measure 
in total 163.8 and 496.6 km2, respectively. 

All Polish coastal polders, arranged in eight complexes of 243 polders 
measuring 183,557 hectares will be at stake. 

In Areas 2 and 3, narrow coastal barriers between the sea and low-lying 
lakes (much as lagoons or embayments in other area) could erode, making inland 
areas widely accessible to sea water. The higher levels attained by storm surges 
in ASLR scenarios will destroy foredunes and erode barrier islands and spits. 
The lowered barriers will then be susceptible to storm washover. The lakes will 
grow more saline. 

Slowiriski National Park and Leba dune field, a memorable natural land- 
scape, special enough to be included on UNESCO's list of the world's Biosphere 
Reserves, are endangered as well. The Hel Peninsula, a quite unique spit forma- 
tion separating the Gulf of Gdansk is most vulnerable, and will become a smaller 
island if no measures are applied. 

Gdansk, Szczecin, Swinoujscie and Gdynia ports are all flooded and at 
risk, though to different degree. For instance, the industry of Gdansk (ports in- 
cluded) occupies 430 and 330 hectares in impact zones I+11 and III, respectively. 
In addition, Gdansk is now a lively industrial, scientific and cultural centre of 
northern Poland. The endangered urban areas of Gdansk cover 450 and 680 ha 
in the same zones. Full prevention measures should be taken to avoid any loss 
of this valuable and historical piece of our study area. 

One should point out the importance of ports and several shipyards in 
Gdansk, Gdynia and Szczecin, the industrial hinterland, such as oil refinery linked 
to oil terminal in Gdansk in Area 4 and the Lower Odra power plant and the 
large chemical plant and port at Police in Area 1, the architecture, historical, and 
cultural values of old cities, primarily Gdansk in Area 4, and numerous roads 
and railways, in addition to other infrastructure. 

The Vistula Delta covers an area of 2,320 km2 with major cities of Gdansk, 
Elbl^g and Malbork. Its polder area occupies 180,000 hectares (2% of the land 
area of Poland). Most of its depressions and low land will be damaged. The 
dikes already built will be too low for the new hydrological conditions, especially 
ASLR2. They have been designed to stay under water not longer than a couple 
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Table 1. Distribution of Land-Use Categories in Impact Zones I, II and III; area in hectares, 
length in kilometres. 

Impact Zone I — 0.0-0.3 m. 

Area AH AL AO F W    i U I R NR RD/LR/TL/RL/NT/B 

1 90 11,955 2,635 1415 30 40 30/25/41//// 

2 30 400 430 

3 130 40 
\ 64,870 130 1,685 352 130 150 291/108/302/29/6/ 

Ibt 64,960 12,245 4,760 1,415 382 170 150 430 321/133/343/29/6/ 

Total Impact Zone I Surface Area = 84,512 ha 

Impact Zones I + II — 0.0-1.0 m 

1 297 34,338 5,435 7,290 550 640 505 35 70/89/74/15/1/17 
2 11,100 995 2,745 110 90 465 27/11/30/1/1/4 
3 11,531 118 24 17 5 8 12 6/8/7/2/// 
4 86,910 1,930 2,265 1,260 2,590 705 430 95 275 428/179/415/61/65/26 

Ibt 87,207 58,899 8,813 11,319 3,267 1,440 943 142 740 531/287/525/79/66/47 

Total Impact Zones I+11 Surface Area = 172,7 70 ha 

Impact Zone III — 1.0-2.5 m 

1 7,935 145 1,690 300 36/9/35/6/2/4 

2 5,380 2,315 370 36//7/5/3//1 

3 3,210 330 155 85 730 28/10/7/11//// 
• 21,520 200 795 1,215 815 370 97/12/60/8/9// 
Tot 21,520 16,725 145 5,130 1,740 900 670 730 197/38/107/ 28/11/5 
Total Impact Zone III Surface Area = 47,560 ha 

NOTES: The land-use category 'Industry' (I) includes 'Ports' here (!) 
(RD) road; (LR) local road; (TL) power transmission line; (RL) railway; (NT) narrow-track rail; 
(B) bridges (#!!): 

Table 2 Population of the Study Area. 

Area Zone Urban Rural Total 

1 I (0-0.3 m) 1,630 3450 5,080 
II (0.3-1.0 m) 21,080 9,630 30,710 
III (1-2.5 m) 28,960 2,940 31,900 

2 I 0 270 270 
II 1,210 4,580 5,790 
III 870 2,880 3,750 

3 I 0 110 110 
II 740 9,310 10,050 
III 1,550 2,490 4,040 

4 I 9,590 25,810 35,400 
II 40,980 17,650 58,630 
III 36,080 13,030 49,110 

Total 142,690 92,150 234,840 
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Figure 6. Poland's study areas, lost values in retreat and costs of both retreat and 'full protection 
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of days. In summary, the area losses under ASLR1 and ASLR2 are very heavy 
— 672 km2 (80% of all Area 1-4) and 948 km2 (55%) respectively. The length 
of roads flooded is 400 km and 564 km in the two cases, in addition to 35 and 
126 km of railways, 300 and 415 km of primary power lines, and 26 bridges. 

Enhanced shoreline erosion and shore retreat has been analysed by the 
use of field data, Bruun computations and numerical models. All results point to 
a figure exceeding 150 m of shoreline and dune retreat in the course of 100 years 
of ASLR2 scenario. The counterpart for ASLR1 can be estimated at 50 m per 
100 years. 

Hence the impact zones between contour lines 0-0.3 m, 0.3-1 m, and 1- 
2.5 m cover respectively 845, 883 and 476 km2, thus 2204 km2 in total, in addition 
to 30 km2 of beaches and dunes likely to dissapear as a result of ASLR2 (and 
some 10 km2 due to ASLR1). 

5.3 Outline of the Full Protection Option 

Described by Zeidler (1992) are various protection techniques adopted. From 
that variety of possible coastal defence measures we have chosen dykes, sea- 
walls, offshore breakwaters, artificial beach nourishment and land elevation, in 
addition to local land abandonment. Many structures are new, and some ex- 
isting structures are proposed for reconstruction and adaptation to new ASLR 
conditions. 

Inter alia, full protection of the Odra estuary means preservation of the 
polders on peripheries of the estuary. (107 and 280 km of new dykes must be 
constructed in Area 4 under ASLR1 and ASLR2, respectively; the lengths of 
adapted dykes are 243 and 324 km). In Areas 2 & 3, new polders require new 
facilities such as pump stations, drainage and other infrastructure. In our concept 
of Hel Peninsula protection we rely mostly on artificial nourishment. In Area 
4, it seems imperative to keep the present agricultural use of the Vistula Delta 
(much as the lower Odra Valley), especially in the polder areas. 

Hence full protection of Zulawy polders at ASLR2 requires a bulk adap- 
tation of the existing dykes and the construction of some new dykes and storm 
and flood prevention facilities. At ASLR2, one should construct 52 km of new 
dykes and adapt 647 km of those presently in use. Under ASLR1, the respective 
numbers are 13 and 600 km. 

The adaptation should encompass river dykes on Zulawy, frontline dykes 
on the Vistula Bay, lower dykes around Lake Druzno, and river dykes along 
Rivers Szkarpawa and Nogat, and Kanal Jagiellonski, which make up the navi- 
gation route between Gdansk and Elblaj*. The Vistula dykes should be adapted 
on some 35 km from the mouth upstream. Other rivers will require new dykes, 
in addition to the adapted ones. 

The storm barrier at the entrance of River Tuga should be virtually re- 
designed in view of ASLR2, and other river gates must be considered to keep 
storm surges away from the delta. 

Additional protection should also be secured on polders around the Vis- 
tula Bay (at Krynica Morska, Przebrno, Kadyny, Tolkmicko and Pasleka). 

An outline of the damage and cost incurred over the four Study Areas 
of Poland's coast in the case of the two response strategies is given in Figure 6 
for the sake of better illustration of the notions and quantities in the description 
above. 

It is worthwhile to note that the cost of protection, although high in ab- 
solute terms and demading as to huge investments, is roughly tenfold lower than 
the value of the property lost, not to mention the fringe losses. 
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4 POLISH COAST EVOLUTION 

4.1 Historical Lessons 

The vulnerability assessment for Poland was basically aimed at quantification of 
the losses and protection measures due to flooding and inundation, as beach ero- 
sion contributed marginally to the overall damage. Lessons of such flooding were 
learned in the past, as illlustrated in Figure 7 for the Vistula Delta ('Zulawy'). 
The mouth and branches of the Vistula River were migrating in the past, with 
obvious bearing on the overalll shore evolution. Long-term evolution of 'open 
sea' was also recorded. Depicted in Figure 8 is an example of cliff retreat en- 
countered in Poland over roughly 700 years. The factors controlling long-term 
changes are currently analyzed and modelling approaches are now endeavoured 
at IBW PAN. 

Routine topographic and bathymetric data have been collected at the IB W 
PAN Coastal Research Facility situated on the Polish coast of the Baltic Sea 
some 80 km from Gdansk. Along with parameters of wind, waves, currents and 
other hydrologic factors, topographic features have been measured since 1983 
on a 2.7-km beach and nearshore zone extending some 800 m from shoreline. 
The beach profiles have been arranged every 100 m. The first systematic and 
mutually compatible records of beach and shore topography date back to 1964, 
and echosoundings plus tachimetry are continued every four weeks. 

In addition to Lubiatowo, a few other sites have also been made avail- 
able to IBW PAN staff, such as Bulgarian Black Sea or Senegalese coast off St. 
Louis, not to mention the cartographic material for Poland's coastal units such 
as Hel Peninsula. Hence we have insight into a considerable bulk of a reliable 
field database stretching over a reasonably long span of time. This data set en- 
compasses mostly sandy beaches, and partly cohesive beds. It has been used for 
various research purposes. At present we focus attention on its use to model the 
large-scale coastal behaviour (Pruszak & Zeidler 1993). 

4.2 Gross Forecast of Coast Evolution- 

It has been mentioned that the present attempt of the forecast of coast evo- 
lution due to climate change is largely confined to two factors: sea level rise 
and atmospheric circulation. So far they are teated separately: ASLR in VA 
and wind change via the chain of effects schematized in Figure 9. Both factors 
will hopefully be combined in a joint algorithm taking into account a variety of 
interactions. 

At present we adhere to the recent findings that the atmospheric circula- 
tion over the Baltic Sea changes as to direction but not as to wind speed (Mietas 
1994). The prevailing wind direction tends to follow more and more closely the 
major axis of the sea. Hence it is assumed that the south-westerly winds blowing 
along the Polish coast for most time now become more westerly, at the cost of 
the southerly ones. In the analysis it is taken for granted that among the major 
eight directional sectors the southern ones are reduced at a rate of 2.5% per 50 
years while their northern counterparts gain the same, and the same is repeated 
in the west-east direction, at the cost of the easterly winds. 

The procedure illustrated in Figure 9 reflects the natural and common 
logics: from wind to sediment transport. From statistical yearly distributions of 
wind speed and direction for the intervening Baltic fetches one computes waves 
by a spectral method, uses a Battjes-Jansen procedure for irregular wave trans- 
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Figure 7. Extent of flooding in the Vistula Delta in 1988 and major events in recent history of 
the Vistula mouth. 
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Figure 8. Example of long-term cliff erosion in Poland: ruins of church at Trzesacz in 1972 (a) 
and June 1994 (c) and Estimated Erosion Rate (b). 
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CLIMATE CHANGE 
WIND CHANGE ==> WAVE CLIMATE —• SEDIMENT TRANSPORT 

SEA LEVEL RISE SLR  —+>  COAST EVOLUTION 

LONGSHORE SEDIMENT TRANSPORT RATE [m3/yr] 

Figure 9. TWo-dimensional (wind speed-direction) distributions of sediment transport rates across 
the entire shore profile at Leba (east-central Polish coast) in the years 1994 and 2044. 
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formation in the shoaling zone, employs the IBW PAN method for prediction of 
wave-induced currents, and computes the sediment transport rates basing on the 
modified Bijker method. 

5 CLOSURE 

The transition from sediment transport rate to shore evolution is being imple- 
mented by simple tools basing on one-line theory, apparently sufficient for this 
type of gross estimates. At present it is somehow striking to note fairly insignif- 
icant changes in the net sediment transport, in the order of 15% per century. It 
may then be concluded on a very tentative basis that the coast evolution due to 
climatic changes in wind circulation patterns are less important than the antici- 
pated sea level rise induced changes. 
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FORMATION OF DYNAMICALLY STABLE SANDY BEACHES ON THE 
AMANOHASHIDATE COAST BY SAND BYPASSING 

Ikuo Chin1, Minoru Yamada2 and Yoshito Tsuchiya3, M.ASCE 

Abstract 

Due to the construction of fishery harbors up coast, severe beach erosion has taken 
place on the Amanohashidate Coast of Japan, a typical sand spit, resulting in such 
a reduction of the sand spit that countermeasures have had to be taken. The sand 
bypass method recently has been used to stabilize the sandy beaches on this spit. 
Annual change in the configuration of a sandy beach formed between groins first 
is considered in relation to erosion countermeasures and the sand volume bypassed. 
We found that the sandy beaches along the Amanohashidate Coast are being formed 
with little fluctuation at what approaches the stable condition. On the basis of the 
theoretical background of the formation of stable sandy beaches (Tsuchiya et 
al.,1993; Tsuchiya, 1994), a satisfactory comparison of the actual and theoretical 
shoreline configurations was made. 
Next, alongshore change in the longshore sediment transport rate was investigated 
in relation to the sand volume nourished and bypassed. We found that when the 
sandy beaches formed between groins have nearly reached the stable condition, the 
relation between the longshore sediment transport rate and wave energy power 
results in an estimated necessary sand volume to be bypassed of 5,000m3/yr. We 
conclude that in the case of the Amanohashidate Coast, the use of sand bypassing 
could well form a series of dynamically stable sandy beaches between groins, the 
sand volume required for bypassing being only 5,000m3/yr. 
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INTRODUCTION 

Results of the most recent survey of the actual state of coastal erosion in Japan 
show that beach erosion on shorelines forming part of a sand spit has taken place 
due to the construction of coastal structures that interrupt longshore sediment 
transport (Uda,1992). Beach erosion also is reported to be actively advancing in 
many countries of the world (Tsuchiya, 1982). Silvester(1993) has published a 
geomorphological review that shows that the formation and deformation of sand 
spits play an important part in the formation and development of barrier beaches. 
He defines the mode of spit construction and the erosive conditions, and suggests 
an approach to the control of beach erosion on a sand spit coast. 
As seen in Figure 1, the Amanohashidate Coast is a typical sand spit that extends 
in the direction of the predominant longshore sediment transport in Miyazu Bay. 

Japan Sea 
^^_»Kyoga Misaki 

Tarjgo Peninsula 
./"^ Wakasa Bay 

MiySzuYfel     v 
Bay    ' 

(a) Location (b) Plane 

Figure 1.   Location and plane figure of the Amanohashidate Coast. 

Therefore, if longshore sediment transport is interrupted at an updrift point, beach 
erosion is inevitable and will take place immediately on the downdrift side of the 
coast in terms of the continuity of sediment transport. In fact, soon after the 
construction of breakwaters in both the Ejiri and Hioki fishery harbors upcoast, the 
natural sandy beaches of Amanohashidate began to be eroded, and groins were 
erected to protect the shoreline. Recently, beach nourishment and sand bypassing 
have been applied for the first time in Japan (Yajima,1982; Kuroda,1985). As a 
result, beautiful sandy beaches have been reformed, as shown in Figure 2. These 
sandy beaches appear gradually to be approaching dynamic stability. Bypassing the 
amount of sediment necessary to maintain dynamically stable sandy beaches 
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therefore may aid in protecting this shoreline, a significant reason for the application 
of this method. 
We here describe the annual change in the shoreline position of sandy beaches 
formed   between   groins   in 
relation   to   changes   in   the 
volume of sediment used for 
beach   nourishment   and   for 
sand bypassing. The processes 
by    which    sandy    beaches 
between groins reach stability 
are investigated in relation to 
the theoretical background of 
the formation of stable sandy 
beaches reported by Tsuchiya, 
Chin   and   Wada(1993)   and 
Tsuchiya(1994)   in   order   to 
determine the minimum 
amount of sand to be bypassed. 

Figure 2. Formation of a series of sandy 
beaches between groins on the 
Amanohashidate Coast. 

APPLICATION OF THE SAND BYPASS METHOD 

Three types of countermeasures against beach erosion have been taken on this coast: 
groins, beach nourishment, and sand bypassing. At present, these three measures 
used in combination prevent beach erosion, and have re-established sandy beaches. 
Small and large groins first were constructed about 1955 and functioned for about 
25 years; but, they did not prove very effective because the sandy beaches continued 
to erode, and the sand spit has gradually been reduced. From 1979 to 1985 beach 
nourishment was carried out and resulted in a shoreline advance of about 20m, sand 
being deposited on the upstream coast of the large groins and transported sand being 
accreted along the front edge of the groins. Thus, over the Daitenkyo area of the spit 
(Figure 1), continuity of sand transport has nearly been accomplished (Kyoto 
Prefecture,1987). Since 1985, a so-called "conveyer belt" of sand transport 
(Bascom, 1970), has been formed, which has increased the feasibility of using sand 
bypassing. After tests, sand bypassing has been done on a large scale. As of 1992, 
the total volume of sand nourished and bypassed for a 9-year period was about 
120,000m3. 

REFRACTION CHARACTERISTICS OF WAVES INCIDENT TO SANDY 
BEACHES 

Past wave data recorded for Miyazu Bay, shows there is a relation between the 
waves in Miyazu Bay and those in the open sea (Kyoga-Misaki). Of the open sea 
wave characteristics, the wave periods are of very wide range (significant wave 
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period Tll3=5~12 sec), and swells are frequent in the monsoon (Kyoto 
Prefecture,1987). These waves pass in through the wave window in Miyazu Bay. In 
terms of this wave window, however, the relation between waves in the open sea 
and those in the bay has not yet been determined; therefore, the representative 
waves coming onto the Amanohashidate Coast can not be specified. In terms of 
wave refraction and the wave window, we first determine the conditions of the 
waves incident to the coast that control beach change, then using the specified 
representative waves, we calculate the wave refraction to obtain the breaker 
characteristics. 

Observation of incident breaking wave rays by aerial photography 

As shown in Figure 1(a), the wave window for the Amanohashidate Coast is very 
narrow; therefore, limited waves come in to the beach. To predict the breaker 
characteristics along the beach, detailed calculation of wave transformation is 
necessary, therefore an aerial observation of the incident waves was conducted 
(Figure 3). The wave rays calculated by the wave ray method and the wave crest 
lines observed are approximately orthogonal at the breaking points. This indicates 
that the calculated wave rays are of sufficient accuracy. The observed wave period 
is nearly equal to 8.0sec, and 
wave period at Kyoga Misaki, 
when the photographs were 
taken, also was 8.0sec. Waves 
with the direction of N48°E 
off Wakasa Bay were incident 
at that time, and they were 
directly incident because the 

wave crest line.. 

angle of direction is within the Figure 3.  Wave crest lines taken from 
range of the wave window of aerial photographs. 
Miyazu Bay. 

Calculation of wave transformation 

As to the wave conditions in the deep sea off Wakasa Bay, the incident waves are 
subjected to angles of direction from N to N48°E. For the refraction calculations, 
taking into account the wave window of Miyazu Bay as well as the plane 
topography, the wave periods used are: a) 10-12 sec, the periods of relatively long 
waves coming with the swell into the bay for N to N35°E with the passage of the 
winter monsoon and b) 6-8 sec, the periods of the wind waves for N35°E to N48°E. 
Results calculated using the detailed bottom topography of the coast, including 
Miyazu Bay, show that waves from N45°E to N48°E, which are within the range 
of the wave window of Miyazu Bay, come directly in; that the most effective are 
the waves from N45°E to N48°E with a wave period of 8sec and those from N40°E 
to N45°E with the same wave period; and that they are incident to the beach at 
nearly the same angle. The estimated breaker angles of the incident waves correlate 
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well with the breaker heights along the beach for a representative wave height of 
1.0m offshore of the Amanohashidate Coast. 

ANNUAL CHANGE IN THE SANDY BEACH CONFIGURATION 
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Because sediment movement results in beach change, it is important to understand 
sediment characteristics, in particular the grain size distribution on the beach. Figure 
4 shows the median grain size, ds0, of the shoreline sediments, indicating that on the 
whole the beaches along this coast consist of fine sediments. The alongshore 
distribution of grain size can be regarded as almost uniform on the coast in the case 
of the representative season (winter); but, the grain size ranges from ds0=0.1~0.2mm 
for the very fine sand of Daitenkyo beach to rf50=0.2~0.5mm for the somewhat 
coarse   sand   of   Shotenkyo 
beach.     Furthermore,     as 
concerns the sediments in the 
mouth of the rivers flowing 
into the area upcoast, which 
are regarded as the source of 
littoral sediments, their grain 
sizes,  are  somewhat  coarser 
than     those     on     the 
Amanohashidate Coast. Hence, 
the  source  sediment  can  be 
said to have been transported 
downstream by the longshore 
current, producing a fine grain 
size that is almost the same as that of the sediments brought to the Amanohashidate 
Coast by longshore sediment transport. 
Groins     serve     as     natural 
headlands   that   function   to 
control changes in the sandy 
beach configuration  between 
groins,   thereby   approaching 
the     condition     of    beach 
stability. Using the definition 
of stable sandy beaches shown 
in Figure 5 (Tsuchiya,1991), 
the annual  change in sandy 
beach     configuration     is 
obtained in relation to the 
annual changes  in  the sand volume nourished  and bypassed.  Moreover,   the 
morphological characteristics of stable beaches are obtained. Figures 6 and 7 
respectively show the annual changes in shoreline positions and in the sand volume 
deposited between representative groins. 

Figure 4.  Alongshore distribution of grain size dso 
along the shoreline and at river mouths. 

(a) Statically stable beach (b) Dynamically stable beach 

Figure 5.   Two kinds of beach form. 
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Figure 6.   Annual change in the maximum 
indentation rate and the position. 

Shoreline changes are expressed by the changes in the maximum indentation ratio 
of the bay (ymJL) together with the position. After 1986, little change took place 
(Figure 6) and the tendency is to approach equilibrium at each headland. In Figure 
7, in which the sand volume deposited between groins is plotted as a deviation from 
the     beach    formation    of 
1980-1981, almost the same 
tendency is shown, although 
there   is    some   fluctuation. 
Until    1986,    when    beach 
nourishment    was    actively 
carried    out,    the    outcome 
shows large fluctuation. In this 
case, bottom soundings were 
made   at   10~20m   intervals 
along the shoreline, the level 
staff method being used for all 
sections with a water depth 
shallower than 4.0m. 
To    show   the   relationship 
between   the   sand   volume 
nourished   and  deposited   in 
greater   detail,   the   ratio   of 
these     values     is     plotted 
annually in Figure 8. A ratio 
of less than 1.0 means that the 
sand volume deposited is less 
than that directly nourished, 
whereas for a ratio of more 
than 1.0 it is greater. In both 
cases,   with   some   variation, 
since   1986  the  ratios  have 
been   almost   constant.   The 
uppermost   headland   group, 
Nos.4 and 5 (represented by 
the star), corresponds to the 
former case in which almost 
all   the   sand   nourished   is 
transported     as     longshore 
downdrift. That is, under the 
stationary condition, beaches 
already  have sufficient  sand 
volume,    what    iscalled    "a 
feeling   of   fullness".   If   an 
excess   volume   of   sand   is 
supplied to such a beach, the 
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Figure 7.   Annual change in the sand volume 
deposited at groins. 
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Figure 8.   Annual change in the ratio of the sand 
volume deposited to that nourished. 
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Figure 9. Annual change in the maximum 
indentation rate and sand volume 
dposited. 

longshore sand transport rate on the downdrift side of the beach may increase. In 
the latter case of a ratio of more than 1.0, sand transport coming from the updrift 
side is trapped between the groins, and the beach is nourished naturally under the 
function of the headland and the action of natural forces even when a lesser volume 
of sand is nourished directly. This is distinctly seen on headlands Nos.15 and 20. 
Figure 9 shows the relation 
between ymJL and the sand 
volume    deposited    to    that 
nourished    for    the    sandy 
beaches     between     the 
headlands.   Changes   in   all 
three elements are shown for 
the headlands selected (only 
the sand volumes nourished 
are   shown   for   the   other 
headlands),     the    numbers 
indicating the years when the 
beach   sand   was   nourished. 
This figure shows changes in 
ymJL and the sand volume 
deposited   on   the   downdrift 
side of the beach, due to sand 
fill on the updrift beach: a) the 
sand volume nourished on the 
updrift side intricately related 
to the increase in the sand 
volume    deposited    on    the 
downdrift   side,   and  b)   the 
larger     the     sand     volume 
deposited   on   a   beach,   the 
lower the indentation rate; i.e., 
the     shoreline     position 
advances. 
Changes in indentation, b/L, 
averaged spatially are shown 
in Figure 10. The ratio of b/L 
decreases as the sand volume 
deposited    increases     and 
generally     the     shoreline 
position advances, whereas the 
ratio tends to be constant once 
the    volume    of    sediment 
exceeds a certain limit. Figure 
11 shows the annual changes 
in the shoreline angle, /?, on 
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the beach immediately on the updrift side of the headland, which depend on the 
shoreline position and sand volume deposited. Because angle fi has remained almost 
constant since 1986, the beaches have tendended to approach the steady state 
condition with only slight fluctuations. 
The most interesting finding here is that there has been no orderly formation of 
stable sandy beaches from the updrift side. The position of the beaches on the sand 
spit and the function of the sedimentation between groins, as well as the effects of 
artificial sand nourishment, may produce a time lag spatially in the formation of 
stable sandy beaches. 
Finally,     the     maximum 
indentations     ymiX/L     are 
compared to the results for 
morphological   characteristics 
of dynamically stable beaches 
given in Figure 12. The data 
representing     the     relation 
between ymJL and shoreline 
angle /3 are in good agreement 
with    the    lines    found   by 
Tsuchiya     (1987),     further 
evidence     that    the     sandy 
beaches between the groins on 
the    Amanohashidate    Coast 
have, to a high degree, already 
are in dynamically stable conditions. 
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Figure 12. Relation between the maximum 
indentation rate on and shoreline 
angle (/?)  of sandy beaches. 

SHORELINE    CONFIGURATION    AND    THE     FORMATION     OF 
DYNAMICALLY STABLE SANDY BEACHES 

On the basis of the results found for annual changes in the plane form of the actual 
shoreline, the beach process of approaching the dynamically stable condition was 
considered in terms of the theoretical background of stable sandy beaches (Tsuchiya, 
Chin and Wada,1992; and Tsuchiya,1994). Figure 13 gives a comparison of the 
actual and theoretical shoreline configurations (theoretical ones, dotted curve) to 
show whether the sandy beaches have achieved or are approaching stability. The 
parameters used for the theoretical calculations were estimated from the 
representative wave breaker 
characteristics    obtained   by 

Table 1.   Values of incident waves and beach forms. 

calculating 
transformation 

the     wave 
and from the 

actual nearshore configuration 
characteristics obtained in 
survey of October 1991. These 
are   shown  in  Table   1.  As 

headland Nos. ^ (deg) 
Pi, 

(deq) 
«btfb i 

(m) (m) 
Uhh ymax/L x/L tn 

50 26.4 22.0 1.20 218 1.55 141 0.22 0.30 1/21 
39 13.7 130 1 OS 176 1 44 1?? 0.14 0.31 1/?4 
35 25.0 24.0 1.04 84 1.10 76 0.27 0.14 1/20 
20 20.8 20.0 1.04 174 1.14 153 0.21 0.26 1/20 
15 20.8 20.0 1.04 178 1.07 166 0.21 0.30 1/19 

ab: Incidence angle,  {3b • Shoreline angle, L '• Groin space 
hb'. Breaking water depth, ymax : Maximum indentation distance 
x : Position where ymwi observed, m : Mean sea bottom slope 
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indicated by the actual 
shorelines in Figure 13, the 
annual sand nourishment and 
sand bypassing done since 
1980, sedimentation between 
the groins has increased 
annually, resulting in shoreline 
advance. In December 1984, 
the shorelines adjacent to the 
just updrift sides of the groins 
reached the tips of the groins. 
Since then, the shorelines 
formed between the groins 
generally have shown an 
annual advance and have 
tended to be in the steady 
state, even though locally 
there has been some 
fluctuation. 
As to the process of 
approaching and forming 
nearly stable beaches, a) the 
observed shoreline forms are 
asymptotically approaching the 
theoretical forms and b) on the 
whole the two are equivalent, 
although some differences in 
local configurations exist 
because the diffraction effect 
of the waves due to the 
presence of the groins was not 
introduced to the theory. On 
the basis of all these findings, 
we conclude that the sandy 
beaches that presently exist on 
the Amanohashidate Coast 
have been steadily approaching 

0.2 0.4   X/L   0.6 0.8 1.0 

Figure 13. Comparisons between observed 
shoreline forms of sandy beaches 
between groins and theoretical ones. 

the dynamically stable condition. 

ESTIMATION OF LONGSHORE SEDIMENT TRANSPORT RATE 

The longshore sediment transport rate, Qx, is calculated using the continuity equation 
for beach change, on the basis of the detailed survey results for beach deformation. 
Up to 1986 the effect of sand nourishment on the time and spatial fluctuations of 
Qx is large. Results after 1986, which show less fluctuation, were adopted. 
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Periods 
®® Oct., 1986-Jan., 1988 
(g)A Jan., 198B~-Qct„ 19881 

§• Oct., 1988~Qct., 1989 } average [ average 
OOct., 1989-Oct., 1991 

CD    0 

Figure 14 shows the alongshore changes in the longshore sediment transport rate 
under the beach process of approaching a stable sandy beach. The annual sand 
volume bypassed averages about 5,700m3, with little annual fluctuation. There are 
three types of the alongshore change of Qx: 8QJdx>0, dQJdx<Q, and a combination 
of both. The following correspondence exists for these changes, where x is the 
coordinate taken to be positive on the downdrift side: first, for periods © and (3) 
shown in the figure, there is alongshore change from dQJdx<0 to dQJdx>Q. In 
period© the rate Qx decreases toward the downdrift side on the sandy beaches, 
indicative that on the whole drift sand is deposited on the beaches. On the downend 
groin of No.50, the rate is only l,000m3/yr. In period© the rate Qx increases on all 
the beaches, and is  12,000m3/yr on No.50. This is because the sand volume 
deposited during period©and that bypassed at the beginning of period® are both 
transported as longshore drift sand. In period <3} the regions dQJdx<0, dQJdx>0, 
and dQJdx"Q appear on the beaches. Note that the fluctuations of Qx in alongshore 
change are greatly reduced as compared to those in periods Q) and ©and, on the 
average, the rate Qx being equilibrated with the sand volume bypassed at any point 
on the beaches. This indicates 
that for almost stable beaches 
even    if    an    unequilibrium 
occurs     in    the     longshore 
sediment   transport  rate,   the 
beaches probably function by 
themselves, thereby reducing 
the   differences   in   the   rate. 
That is, a series of groins are 
considered     to     serve     as 
headlands that directly control 
drift     sand    accretion    and 
erosion    in    turn    and   that 
function organically in the 
general stabilization of the sandy beaches. 
As the alongshore gradient of the longshore sediment transport rate should be related 
to    the    magnitude    of   the 
topographical beach changes, 
the   alongshore   changes   in 
beach sand volume are shown 
in  Figure   15.  Although  the 
magnitude     of     fluctuation 
differs according to the groin, 
in     general     a     longshore 
sediment transport rate with a 
range     of     approximately 
103~104m3/yr     responds     to 
fluctuation in the sand volume 
between groins with an annual 

Figure 14.   Alongshore change in the longshor 
sand transport rate. 
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Figure 15.  Alongshore change in the beach sand 
fluctuation rate. 
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maximum of ±l,000m3. Even though such fluctuations are observed, the annual 
averaged longshore sediment transport rate (indicated by the broken line in Figure 
13) is about 5,300m3/yr, and as uniformly plotted alongshore agrees very well with 
the sand volume bypassed. From this, we assume that at present the sediment 
transport system in the Daitenkyo area functions very satisfactorily for the formation 
of dynamically stable beaches. 
To establish both only beach stabilization and the applicability of the sand bypass 
method using groins, it is necessary to determine the longshore sediment transport 
rate and to recognize the alongshore change in the course of beach erosion under 
the continuity of sediment transport. The beach process before 1976 should provide 
useful information. Figure 16 shows the alongshore change of the annually averaged 
longshore sediment transport rate, as derived by the procedure described previously 
that is based on change in the beach sand volume surveyed. The drift sand treated 
here could not, however, necessarily be specified longshore sediment transport 
because the entire sand volume carried away from the eroding beaches is taken into 
account; therefore, offshore sediment transport may be included to some extent in 
the data given in the figure. We estimate that the sediment transport rate has been 
as much as 20,000m3/yr on the average, even after small groins were constructed; 
but, once small and large groins were placed in combination, the rate was reduced 
to approximately 10,000m3/yr. The value of the spatial gradient of the longshore 
sediment transport rate is positive everywhere, and it is almost constant, whereas its 
magnitude tends to be reduced, which corresponds to the progress made in the 
countermeasures taken against 
beach erosion. This means that 
in general sandy beaches in 
the area of concern, continued 
to erode and be weakened. 
These facts led to the very 
important finding that 
generally sand bypassing 
decreases the longshore 
sediment transport rate to 
about 5,000m3/yr (as stated 
above) and that sandy beaches 
become well stabilized 
through the alongshore 
balance of the sediment 
transport rate. 
Taking into account that longshore sediment transport depends substantially on the 
breaker angle ab, the facts discussed above suggest the following: the breaker angle 
formed before the use of sand bypassing was comparatively large because the 
beaches had been severely eroded and had a poor-looking, saw-tooth like profile; 
whereas, after sand bypassing the shorelines have advanced, drift sand has 
accumulated, and the beaches have become dissipative so that sandy beaches have 
formed well, decreasing the angle ab; i.e., sandy beaches between groins have 
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Figure 16. Alongshore change in the longshore 
sediment transport rate before sand 
nourishment and bypassing. 
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oriented their shorelines as parallel to the breaking wave crest as possible, reducing 
sediment transport. Therefore, in regard to future beach maintenance by means of 
sand bypassing the following must be considered: Approximately 5,000m3/yr of 
bypassed sand is considered sufficient to maintain the dynamically stable sandy 
beaches that presently exist. With regard to appropriate sand volume control, 
increases and fluctuations in sand drift and beach sand caused by an excess volume 
of bypassed sand should be avoided. Minimization of the sand volume to be 
bypassed and fluctuations in the sediment transport rate must also be further 
considered. To what extent these amounts can be minimized remains to be 
determined. 

CONCLUSIONS 

The main conclusions of our study are 

(1) Sandy beaches that have formed between groins on the Amanohashidate Coast 
because of the use of sand bypassing have already come very close to being 
dynamically stable beaches. 
(2) This has been confirmed because in terms of the theoretical background of the 
formation of stable sandy beaches, the actual shoreline forms surveyed have 
converged into a steady state with decreasing fluctuations, and the shoreline 
formation process in general has been asymptotically approaching the theoretical 
results. 
(3) These phenomena and the relation between the longshore sediment transport rate 
during the formation of stable sandy beaches and the corresponding magnitude of 
the sand volume fluctuation, provided appropriate maintenance is not neglected, 
show that the necessary sand volume to be bypassed is only 5,000m3/yr. 
(4) One criterion of the sand bypassing method therefore, the sand volume bypassed, 
can be precisely controlled through the formation of dynamically stable sandy 
beaches. 
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CHAPTER 252 

The Reconstruction of Folly Beach 

by 

Billy L. Edge', Millard Dowd2, Robert G. Dean5 and Patrick Johnson" 

ABSTRACT 

Folly Beach is an island, nearly 10 km long, south of the entrance to Charles- 
ton Harbor. A large beach nourishment plan was planned and conducted to counter the 
large erosion rates the Island has suffered for several decades. Because of the limita- 
tion on operations dictated by the turtle nesting season in the local area, it was required 
that all construction be completed in one season and extending from November 1 until 
May IS, 1993. During the construction of the Project, which included 1,908,000 m3 of 
material, two very significant winter storms caused some loss of material to the offshore 
and some damage to the pipeline system. The majority of the material moved by the 
storm has either migrated bach onto the beach or stabilized in a lower part of the 
subaqueous profile. The success of the first phase of construction of this 50 year pro- 
ject is in many ways attributed to the excellent working relationship between the City of 
Folly Beach, the Charleston District of the Corps of Engineers and the contractor. The 
long term success of the project will depend upon the frequency and severity of the 
storms which attack the project. 

BEACH NOURISHMENT AS AN EROSION CONTROL MEASURE 

There have been many designs and attempts to halt erosion along the coast of the 
United States as well as other nations. In many instances the attempts have been ill con- 
ceived and did not perform as expected. One of the most successful approaches to deal- 
ing with eroding areas is to provide solutions which are in harmony with nature.   The 
1 W.H. Bauer Professor of Dredging Engineering, Civil Engineering Department, Texas A&M 
University, College Station, TX 77843-3136. (Formerly, President of Edge & Associates, Inc., 
Charleston, SC). 
2 Coastal Engineer, U.S. Army Engineer District, Charleston, P.O. Box 919, Charleston, SC 
29402-0919. 
3 Professor and Head, Department of Coastal and Oceanographic Engineering, University of 
Florida, Gainesville, FL 32611. 
4 Project Manager, T.L. James & Company, Inc., Kenner, LA. 
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best solution known today for many of the severely eroding beaches is the addition of 
sand into the natural littoral system. Although this has been accomplished in rare cir- 
cumstances by hauling sand from inland borrow pits, the most common methods employ 
dredging from riverine sources, inlets or from offshore sources. Normally these projects 
require not only initial reconstruction but periodic renourishment at five to eight year in- 
tervals. 

According to the Corps of Engineers (1994), the total cost for beach nourishment 
over the 44 year period of record in 1993 dollars has been $1,150,000,000 or 
$26,100,000 per year. The federal share of beach nourishment costs has been approxi- 
mately 60 per cent. This report estimates that over the next 54 years, another 
$505,000,000, in 1993 dollars, will be spent on future renourishment of these projects. 
Moreover if all of the other 26 shore protection and beach restoration projects which are 
awaiting authorization, construction or funding are approved then the total annual con- 
struction costs in 1993 dollars would be approximately $34,000,000. Currently, the 
United States spends considerably less on beach protection and nourishment than does 
Germany, Japan, The Netherlands or Spain. The amount invested by the United States 
in relation to the economic value of the beaches, rated in terms of the income from travel 
and tourism, is significantly less than that of the countries listed above. 

The most well known and successful beach nourishment project in the United 
States is the Dade County Beach Project near Miami, Florida, where seven million cubic 
meters of sand were placed. There have been many other projects with nearly equal suc- 
cess save for the stability offered by the magnitude of the nourishment project. A re- 
cently completed project at Folly Beach, South Carolina is a good example of a long 
term erosional beach where the reconstruction of the beach by dredging in the back river 
has helped stabilize the beach, bolstered the local economy and helped the local 
environment. 

FOLLYBEACH 

Folly Beach is a barrier island near Charleston, South Carolina. The nearly 10 
km long island has experienced large rates of erosion of approximately 1.4 m per year for 
over 100 years. The Island, as shown in Figure 1, is south of the entrance to Charleston 
Harbor with its deepened channel and jetties extending nearly 6 km seaward. 

The Corps of Engineers (1987) estimated that as a result of the completion of the 
jetties a net southerly alongshore drift of approximately 122,00 to 152,000 nrVyear has 
been permanently blocked. They showed that in response to the channel stabilization be- 
gun in 1878, the offshore shoals have lost 199,000,000 m3 of sand resulting in an in- 
crease of the wave energy of 100%. A further evaluation of the relationship of the 
erosion on Folly Island to the navigation project is given in Edge and Dean (1991). The 
barrier island provides significant public access with two county parks, 50 public ac- 
cesses with dune walk overs, a fishing pier and both onstreet and public parking lots. 
The construction of the beach nourishment project was based on cost sharing of 85% 
Federal and 15% local participation. The local sponsor is the City of Folly Beach. As 
local sponsor, the City of Folly Beach was involved in the plan formulation, project 
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Figure 1. Location map of Folly Beach, South Carolina and the nearby jetties for Charleston Harbor 

review and approvals and the City provided all lands, easements and rights of ways for 
the project. The City is responsible for maintenance of the project and providing the lo- 
cal share for all future renourishment requirements. 

THE NOURISHMENT PLAN 

The United States Congress authorized a beach erosion project at Folly Beach in 
1979. The project was restudied pursuant to Section 501 of the 1986 Water Resources 
Development Act.   In 1988 a Section 111 report was completed which found that 57 
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percent of the erosion was directly attributable to the Federal navigation project at 
Charleston harbor. An economic re-evaluation was completed in 1988 and again in 1989 
after Hurricane Hugo; the final project was then developed. 

The final project design provided for the initial reconstruction of approximately 
8.6 km of shoreline and periodic renourishment for a period of 50 years. The plan called 
for the initial placement of 1,908,000 m3 of material which would be obtained from the 
Folly River landward of the Island at the southern end. The design placement quantities 
ranged from 175 m3/m to 250 m3/m (70 yd3/ft to 100 yd3/ft .) The construction section 
included a storm berm at 2.7 m above MSL with a width of 4.6 m sloping down on a 
1:10 grade to a berm at elevation 2.1 m which extended seaward from 18 to 40 m. The 
native beach sand had a mean grain size from 0.12 to 0.21 mm with a composite of 0.17 
mm. Early measurements of the borrow site showed a composite mean grain size, of 
0.15 mm. 

Final engineering plans were based upon the results of SBEACH and GENESIS 
simulations performed by the Coastal Engineering Research Center (U.S. Army Corps of 
Engineers, 1991). Two important results of the model studies indicated that (a) in the 
area of most severe erosion nine existing groins should be rebuilt to slow the unusually 
high erosion rate and (b) the project would require renourishment approximately every 5 
to 8 years. 

CONSTRUCTION 

Because of the requirements that all construction be completed in one season be- 
tween November 1 and May 15, the number of potential contractors who could meet 
these special requirements was limited. The limitation on operations was dictated by the 
turtle nesting season in the local area. Moreover, because of environmental concerns 
and the location of the borrow area, the contractor would have to pump up to a distance 
of approximately 12.5 km. There were only three contractors which bid on the project. 
In the Fall of 1993, a separate contract was let for grassing the dune at a cost of approxi- 
mately $260,000. Engineering, land acquisition, environmental studies and other miscel- 
laneous costs were estimated at $3,227,650. The 50-year cost of the project is estimated 
to be $115,000,000. During the initial construction, several winter storms occurred but 
two were significant and caused production to cease. Both storms caused major reloca- 
tion of up to 6 km of pipeline and claims for loss of material and time. The second storm 
on March 12 - 14, 1993, was called the "Storm of the Century." That storm created hur- 
ricane force winds along much of the Atlantic seaboard. 

THE SOLICITATION 

As previously noted, the most limiting factor facing the potential contractor was 
the requirement that the total beach fill placement and groin construction be completed 
by May 15, 1993. This date represented the beginning of the nesting and hatching sea- 
son of the Loggerhead Turtle. This requirement forced construction to be performed in 
the winter months thereby ensuring the most extreme weather conditions under which to 
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do the dredging and other construction. The third factor was the entire issue of dredge 
pipeline; the length of line required to effect placement of the fill; the limited space avail- 
able for maneuvering with and storage of more than 9.1 km of shorepipe; and require- 
ments for transporting the shorepipe to the site by truck due to bathymetric conditions 
surrounding the shoreline of the island and the lack of commercial dockage available. 

The bid opening was held on November 9, 1992, one month after the solicitation. 
A comparison of the bid amounts submitted by each contractor for the major features of 
the contract is shown in Table 1. 

Table 1. Folly Beach Contract Bids 

Bidder 1 T. L. James & Co. Bidder 3 

Item Unit 
price 

Total 
$TJS 

Unit 
price 

Total 
sus 

Unit 
Price 

Total 
SUS 

Mob & demob for dredging 1,038,500 1,500,000 800,000 

Mob & demob for beach fill 
placement, groin demolition & 
new groin construction 

100,000 13,050 16,000 

Beach fill (m5) 4.47 8,550,000 2.52 4,825,000 3.33 6,375,000 

Groin demolition 15,000 18,000 21,000 

Foundation blanket stone (ton) 35 164,500 56 263,200 45.35 213,145 

Placement of existing armor 
stone 

100,000 177,500 128,000 

Steel sheet piling 

install sheet piling (m) 164 1,145,000 161 1,122,100 192 1,339,650 

splicing 400 2,000 500 2,500 600 3,000 

cutting 125 625 150 750 175 875 

Geotextile installation (m2) 1.5 10,500 1.75 12,250 2 14,000 

Tilling (acre) 500 66,500 850 113,050 650 86,450 

Mob & demob for drill rig for 
borings 

2,500 3,000 3,500 

Borings - drilling, sampling & 
testing 

2,000 50.000 2,450 61,250 3,300 82,500 

TOTAL $11,245,125 $8,111,650 $9,083,120 

THE CONSTRUCTION PLAN 

Concerns were expressed relating to the issue of quantity, delivery, storage, and 
placement of the various types of pipeline necessary to transport the material from the 
borrow area to the beach. The lack of any moorage deep enough to serve a fully loaded 
pipe barge and the spatial constraints that existed on the island adjacent to the beach 
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would force the Contractor to haul the 650 pieces of 15 m shorepipe to several small 
pipe laydown areas strategically placed along the beach. Unloading equipment capable 
of handling these pipes in such constrained conditions had not been included in the esti- 
mate, creating an unforeseen cost. Also the designated pipeline route from the borrow 
site to the beach required that over 600 m of shore pipeline be located in extremely shal- 
low water through an existing marsh to a shore connection. 

The hydraulic cutterhead dredge, Tom James, was used for the project. At the 
center of the pumping system of the Tom James is a 16 cylinder Enterprise diesel deliver- 
ing up to 6000 shaft hp to a centrifugal pump. The pump has a 91 cm suction and a 76 
cm discharge and could house impellers ranging from 210 to 240 cm. Based on hydrau- 
lic models of the dredge and booster system it was empirically determined and endorsed 
by historical performance that a 213 cm impeller could be used. The dredge had been 
dredging at depths of up to 15 m on the Mobile River and was equipped with a 30 m lad- 
der. Based on the vertical limit of dredging allowed within the borrow area at Folly 
Beach, the decision was made to replace this ladder with the 20m ladder available in 
Houma, LA. Both ladders supported the 1800 hp ladder pump used to improve the 
pumping capacity of the main pump. The dredge was returned to the Houma Yard and 
the short ladder was installed in Mobile. On Dec. 18, 1992, refitted for the Folly Beach, 
the dredge and attendant plant, along with 700 m of floating pipeline began towing, via 
the Gulf Intracoastal Waterway, to Folly Beach. 

The dredge arrived on site on December 30, 1992, and began preparations to be- 
gin dredging. The Plan of Operation submitted to the Corps indicated that dredging 
would begin at Station 0+00 proceeding in a northerly direction. The dredge was to 
make two 60 m cuts from Station 0+00 to Station 52+00, three 60 m cuts from Station 
52+00 to Station 78+00, and four 60 m cuts from Station 78+00 to the limit of borrow 
at Station 115+00. (Note that stationing is in the original units of feet as specified in the 
contract plans.) As also dictated by the contract, the borrow site was to be excavated to 
a maximum depth of 5.5 m MLW in the first two designated reaches and 6.1 m MLW in 
the last reach. 

A 3050 m submerged line was installed from the borrow area to the south end of 
the island where it connected with 9750 m of shorepipe. A shore connection was made 
at Station 91+00S. Starting at this location and pumping northerly conserved 500 m be- 
tween Station 91+00S and the south limit of work at 107+00S to be used to prevent a 
shutdown in the event of damage to the pipeline on the beach or the installation of the 
booster. The flow from the 76 cm ID discharge pipes was trained by a 330 m levee lo- 
cated along the approximate break point of the berm. The trained flow of the effluent 
slurry served to maximize the retention of material, thereby increasing the efficiency of 
the dredging process while simultaneously minimizing the loss of the material placed in 
the surf zone. Stationing of the project and the location of the borrow area are shown in 
Figure 2. 

Equipment for the beach fill operations was hauled by truck to the project. In ac- 
cordance with the proposed plan of operations three bulldozers, two Caterpillar D6H 
LGP and a Cat D6D LGP were used to manage and dress the fill. Two Caterpillar 518S 
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Figure 2. Project stationing and location of the borrow area. 

logging skidders were delivered and used moving pipe, fuel, and equipment associated 
with the fill operation. 

SURVEYING 

The Folly Beach nourishment project required more detailed surveying than a 
normal dredge project. The most significant factor contributing to the elevated impor- 
tance of field engineering on this project was largely due to the method by which the 
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Corps chose to control the quantity of required fill at any given point along the beach. 
Although design templates for various portions of the project were included in the pro- 
ject plans, these templates were not the conventional static geometry. The templates 
were instead, dynamic, holding constant the total number of cubic meters of fill for each 
linear meter of advance; adjustments in the width of the berm were made to compensate 
for changes in the required quantity. This approach, while rendering a more finite and 
predictable final fill quantity, substantially complicated both the placement of the fill and 
the computation of the pre- and post dredging volumes. 

Specifications required that both pre and post dredging surveys be taken in the 
form of cross sections at a frequency of 30 m intervals, normal to the project baseline, 
with no more than 7.5 m between individual measurements. These cross sections were 
taken within five days prior to the time of placement of the fill and as soon as practical 
after the placement of the fill. The cross sections were taken by conventional leveling 
techniques beginning 15m landward of the project baseline and extending seaward until 
the -1.0 m NGVD5contour was reached. 

Seaward from the -1.0 m contour to a point 460 m distant from the project base- 
line, cross sections were taken with echo sounding instrument. This task was compli- 
cated substantially as a result of the vertical oscillations of the survey vessel between the 
crests and troughs of the waves. Under these conditions conventional hydrographic sur- 
vey procedures for correcting data for the effects of tide and draft would yield grossly 
unreliable and nonrepeatable measurements. The Contractor used a "surf boat" for data 
collection. The surf boat system consisted of a 6m, broad beam skiff equipped with a 
Del Norte DMU 547 Microwave Positioning System for horizontal positioning, an 
Odum Echotrac 3100 semi-portable fathometer using a dual frequency 24/208 Khz 
transducer for vertical measurement, and a 486DX laptop computer installed with data 
collection software developed by the Contractor. 

The unique feature in the surf boat system was the method by which compensa- 
tion for heave was made. A Spectra-physics Laserplane• plane laser was placed above 
a point of known elevation, NGVD datum, and an height of instrument taken from the 
point to the infrared light beam. As a data collection event occurred, a differential meas- 
urement between the bottom of the receiver mast and the point at which the receiver 
mast was intersected by the beam was recorded. This differential measurement com- 
bined with the known distance from the bottom of the mast to the face of the transducer 
and the depth measurement, defined the vertical component of the measurement as an 
elevation relating to project datum. 

DEMOLITION AND CONSTRUCTION OF GROINS 

Prior to construction, the remains of nine timber groins existed just north of the 
Holiday Inn site from project Station 1+50N to 49+60N. The nine groins were from 
100-150 m in length with a total of 100 m required to be moved. The removal of these 
groins and any other remains of old structures immediately adjacent was necessary for 

NGVD represents approximately mean sea level. 
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driving new sheetpiles to replace the wooden groins. The removal of these structures re- 
quired the handling of old creosote pilings. 

The new groin design consisted of steel sheet pilings driven into the ground at 
±0.3 cm vertical tolerance. The soils adjacent to the sheet piling were to be stabilized 
using a layer of geotextile covered by a layer of blanket stone and subsequent layer of ar- 
mor stone. Much of the existing armor stone surrounding the existing timber groins was 
recovered and reused. The stones were laid so that they would interlock creating a sur- 
face less susceptible to movement by wave action. Lastly, a steel reinforced concrete 
cap was installed on top of the steel sheet pilings. 

A vibratory hammer was used to drive the sheet pilings. The pile driving was 
vertically controlled by the use of a teflon-coated dual template allowing 6 m sections of 
piling to be driven at one time. When pile driving on an individual groin structure was 
completed, forming and pouring of the concrete cap was done. Finally the placement of 
the geotextile and stone work was performed using a 690LDC and a 890JD John Deere 
trackhoe and two John Deere 544 front end loaders. In addition to the problem of lim- 
ited workspace and times available for working, the tidal and wave action created ero- 
sion problems adjacent to the groins far in excess of what the contractor expected for 
this type of construction. 

DREDGING AND PLACEMENT OF BEACH FILL 

In addition to the hydraulic dredge, Tom James, provision was made in the esti- 
mate to allow for the use of the Atlas Booster should the required line lengths on the 
north end of the project hinder production to such a level so as to jeopardize completion 
before the May 15 deadline. A comprehensive selection of peripheral equipment com- 
prising the attendant plant was also delivered. Two 900 hp tenders and a smaller 600 hp 
tug were used to move and position the dredge within the borrow area, handle pipelines, 
and shift swing anchors as advance in the cut dictated. Also accompanying the dredge 
were two "skadgit" stiff leg derricks, a 10,000 lb. crane, and numerous barges employed 
in fuel and water storage, raw materials supply, welding, and pipe barges. 

The dredge was placed in the southwest portion of the borrow area and was 
hooked onto the shortest length of pipeline for the project. A wye valve was placed at 
the end of the shore connection. This wye valve allowed the fill to proceed either north 
or south as needed. On January 12, 1993, the dredge began pumping material from the 
borrow site and placing it on the beach at Station 91+15S and advancing in a northerly 
direction. The dredge was positioned at Station 57+00 in the borrow area and began 
pumping through 2865 m of pipeline with a velocity of 3.4 m/s. Dredge positioning was 
performed by the Del Norte DMU 547 Microwave positioning system. 

The dredge was equipped with a six blade serrated cutter ideal for the sandy con- 
ditions encountered in the borrow area. Although borings taken prior to dredging indi- 
cated that sufficient material of acceptable quality was available within the borrow area, 
as the dredge moved north several areas yielded high shell content. These shell deposits 
had a negative effect on production. Adjustments were made in dredge position as these 
areas were encountered. 
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Near the end of February, the contractor realized that using the Tom James alone 
to complete the project would jeopardize the timely completion of the contract. The de- 
cision was made to use the 3600 hp Atlas Booster. Arrangements were made and the 
booster was towed to the site. As pipe line length approached 7600 m, production con- 
tinued to drop off at a progressively greater rate. On April 19, 1992, the booster was in- 
stalled at a point 1220 m down line of the dredge. Though not immediate, the result was 
impressive. The production rate is shown in Figure 3. The upper line represents gross 
output at the borrow site and the lower line represents the net output on the beach. The 
booster pump was placed on line when the line reached about 7,300 m (24,000 ft). 
Small mechanical repairs and adjustments to the new hydraulic system improved the pro- 
duction from 1140 m3/hr. to 2430 nrYhr. This system was maintained until the terminus 
of the project, Station 175+00N, was reached on April 17, 1992. Once pumping was 
completed to the northern limits of the project, the pipeline was pulled back to refill the 
area between the newly constructed groins. Also remaining to be pumped was the 500m 
south of the initial starting point at Station 91+00S. On April 29, 1993, the dredging 
was completed and demobilization from the site was begun. 

Dredge production on the project was estimated at 1,300 nvVhr yielding 26,000 
m3 for each day of operation. The dredge operated a total of 72 days without a booster 
and twenty-nine days with the booster pump in operation. In the final analysis, the 
dredge pumped on the project 101 days for the original contract amount plus an addi- 
tional 126,160 m3. This represents a daily production of 20,300 m3. Approximately 
2.7M m3 of borrow material was removed to place 2.0M m3 of material on the beach. 
This represents an overfill ratio of 1.4. 

The distribution of non effective time during production is given in Figure 4. It is 
obvious that a large amount of non-productive time was created by adding or moving 
beach pipelines and pipelines to the dredge. Weather was not a significant factor as was 
originally considered and did not cause appreciable down time. 

As the end of the project approached preparations were made to commence till- 
ing in areas where the fill had a compaction of greater than 500 psi. The compaction 
measurements were taken with a cone penetrometer between the seaward side of the 
storm berm at elevation 2.7 m NGVD and the high tide line. A total of five tests were 
taken at 61 m intervals for each 305m acceptance reach within five days of the placement 
of the fill. Areas not meeting the criteria defined above were required to be tilled to a 
depth of 0.9 m. On April 22, 1992, tilling of areas determined to be deficient com- 
menced using a D8D equipped with a clearing rake. The tines on the rake were marked 
with paint at .9m to guide the operator. On May 8, 1993 tilling was completed. 

STORMS DURING CONSTRUCTION 

After eighteen days of continuous production, a major winter storm occurred on 
5-7 February 1993. The storm surge reached 1.5 m NGVD with waves of 1.5 to 2.4 m 
(Ebersole, Nielans and Dowd, 1995). The storm caused severe damage on property in 
the community and did considerable damage to the fill being placed on the beach. The 
fill operations were approaching the seawall fronting the Holiday Inn in the vicinity of 
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Figure 3. Production rate of Tom James versus length of pipeline. 

Station 12+00S when the storm commenced. Contract specifications required that only 
114 m3/m be placed against the concrete seawall in front of the Holiday Inn in an area of 
severe erosion The resultant narrow berm width provided insufficient space to operate 
the equipment necessary to accomplish the fill operation. These contradicting require- 
ments, one contractual and one practical, required that placement of a quantity of mate- 
rial far in excess of the design fill in order to create a berm with adequate width to 
facilitate the continued operation of the tractors. 

As the storm built to full intensity, the waves began to severely erode the newly 
placed fill. By the next day conditions had worsened. The dredge continued to pump; 
however, the purpose was no longer to fill to required line and grade but to maintain the 
integrity of the pipeline. As the storm intensity increased these efforts were proven to be 
ineffective. In the afternoon of February 6 the shorepipe, now resting on bare rock, was 

broken apart by the pounding surf. Damage to the beach between Stations 11+50S and 
6+50S was extensive. Pieces of 15 m shorepipe, dislocated and tossed in the surf, were 
strewn about on the beach. The portions of the pipeline not broken apart, once straight, 
now meandered up the beach. Shore crews recovered the loose pieces of pipeline and, at 
the direction of the Corps of Engineers removed the pipeline back to Station 11+50 and 
began refilling the area. 

A second major storm occured on March 3 and 4 with a maximum storm surge 
of 1.4 m NGVD and waves of 1.5 to 2.1 m. This storm created additional losses with 
most located at the seawall in front of the Holiday Inn. The third and strongest storm 
occured on March 12-14 with wind gusts up to 35 m/s (Ebersole, Neilans and Dowd, 
1995).   This storm, called the "Storm of the Century," caused a storm surge of 1.4 m 
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Figures. Distribution of non-effective time for Tom James during construction 

above NGVD with large waves. The contractor continued pumping throughout the 
storm to keep the pipeline full of water. There was much erosion of the placed material 
because of this storm. 

The last storm resulted in the loss of 25,000 m3 of material as well as the de- 
struction and/or replacement of 200 m of pipeline. In addition to these losses the con- 
tractor also requested fair compensation for the additional 156,000 m3 of fill required to 
create an adequate berm for sustaining the fill process. 

MONITORING 

As noted previously, surveys were conducted within one week prior to placement 
and immediately after the profile was constructed. Thus the total sand placed and re- 
maining in the section out to -9 m NGVD was captured. Following the first and third 
winter storms, surveys were completed which showed the loss of some material and the 
redistribution of other material. After project completion, semiannual surveys have been 
conducted across the profile at 31 stations to closure depth. These surveys are part of 
the statewide monitoring program. 

Figure 5 shows a comparison of the volume of sand which was placed on the 
beach with the design quantities specified in the construction plans. Note that the plans 
only allowed 114 m3/m (45 yd3/ft) at the seawall fronting the Holiday Inn in the center of 
the City. The Holiday Inn property had an existing seawall jutting seaward of the adja- 
cent properties and the design was selected to only provide as much sand as necessary to 
carry the dredge pipe on the ocean side of the wall.   Moreover, the project design 
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considered that the primary objective was shoreline protection and the seawall at the 
Holiday Inn did not require any additional protection by the new beach. The Holiday Inn 
is located approximately between stations 15+OOS and 5+00N. Center Street in the City 
of Folly Beach was used for the 0+00 in the construction stationing. The quality of the 
material obtained from the borrow area was compared with the native beach material and 
it was determined that the borrow material when placed on the beach had a d50 equal to 
or greater than the native beach material at the time it was sampled. 

BEACH RESPONSE 

The most obvious change in the beach profile since construction has been by the 
waves in the two large winter storms between the end of construction and January 1994. 
These storms caused the movement of sand from the dry sand beach to the offshore area. 
Surveys show that the sand did not disappear; where the contractor placed 225 m3/m of 
sand initially, 225 m3/m of sand remained in the section although some of it did move to 
between 1 and 4 m below mean sea level. This adjustment of the beach fill generally oc- 
curs more slowly over a period of 12 to 18 months with the resulting dry sand beach be- 
ing about 45% as wide as the newly placed sand after the adjustment period. It is 
expected however, and the early data indicated this to be true, that the profile will 
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Figure 5. Comparison of the design (dark line) and the actual placement quantities. 
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continue to recover until by the end of the 1994 summer season it should have nearly 
45% of the predicted initial equilibrium profile. As the beach fill ages there will be long- 
shore movement of the material as well. In fact the surveys and observations of 1994 in- 
dicate a movement of the material in the area of the "washout" to the northeast and 
somewhat to the southwest. As of July 1994, 95% of the placed material was accounted 
for within the limits of project construction according to Ebersole, Neilans and Dowd 
(1995). 

Figure 7 is represents the movement of the mean high water line over the period 
of July 1993 until January 1994. Note that the stationing is taken from the most south- 
westerly end of the project. In the figure "HI" represents the location of the Holiday Inn. 
This figure shows the relationship of the shoreline position to the project baseline so the 
results of position are all relative to the baseline. It is interesting to note that there has 
been recession of the mean high-water line in general all along the beach and that two ar- 
eas have particular features. The first area is the Holiday Inn area where after the first 
winter storm, the shoreline moved landward as far as the seawall where it cannot ap- 
proach the baseline any closer. The second area of interest is at the "washout" where the 
sand moved both offshore and probably alongshore to the northeast between the first and 
second surveys. 

Figure 8 shows the same information in the form of shoreline advance/erosion 
over the period of record. Although the general trend is toward erosion it must be re- 
membered that these surveys only show the response of the summer post nourished 
beach to the winter storm season. As noted previously, the beach is adjusting and "hot 
spots" are appearing as the sediment moves alongshore and equilibrates by moving out 
into the equilibrium profile further from the baseline. Surveys are being taken quarterly 
to track the movement of the sediment. The quarterly surveys are being correlated with 
tide and wave records. 

PERFORMANCE PREDICTION 

The performance of a beach nourishment project is dependent upon the quality 
and quantity of sand placed, presence of stabilization structures, project length, the wave 
climate that tends to spread out the sand along the beach and the background erosion 
rate, which in this case, is primarily due to the interruption of the longshore sediment 
transport by the Charleston Entrance jetties and navigational channel. Project perform- 
ance may be considered in terms of: (1) the equilibrium beach profile formed and the as- 
sociated dry beach width, and (2) the spreading out of the sand in the longshore 
direction. Based on equilibrium beach profile concepts, the equilibrium additional dry 
beach width would be less than 10 m compared to 22 m if the native and borrow sand 
sizes had been equal. Considering a representative wave height of 0.9 m, based on the 
Wave Information Study (Hubertz, et al., 1993), the time required for the project to lose 
50% of the material placed is approximately 4 years. Of course, the losses near the ends 
of the project at any one time will be much greater than the average. The monitoring re- 
sults will be compared to the predicted profiles after the first annual surveys are 
completed. 
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Figure 7. Shoreline position relative to the project baseline showing response to winter storms. 
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SUMMARY 

The reconstruction of Folly Beach is an example of the success of a dredging - 
beach nourishment - project which was successfully completed within the environmental 
constraints of winter conditions, very short time windows, and large pumping require- 
ments. The success of the project is in many ways attributed to the excellent working re- 
lationship between the City of Folly Beach, the Charleston District of the Corps of 
Engineers and the personnel of T. L. James & Company. The long term success of the 
project will depend upon the frequency and severity of the storms which attack the 
project. 
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CHAPTER 253 

The Complementary Interaction between Beach 
Nourishment and Harbour Management: 

Four Cases in Spain 

Gregorio Gbmez-Pina (*) & Jose L.Ramfrez(") 

ABSTRACT 

This paper describes several results on beach nourishment and harbour 
management interaction, within the authors' area of responsibility. These positive 
results show the socio-economic benefits which can be achieved through 
effectively combining harbour and coastal requirements. 

1.-INTRODUCTION. 

Although harbour works have sometimes produced negative effects on the 
coast, there can be works which, by combining harbour and coastal requirements 
satisfactorily, could improve the scenario which exists in some coastal areas 
adjacent to the harbour. In particular, harbour dredged material, if adequate, 
should be used for beach nourishment and/or littoral drift restoration. Also, Coastal 
& Harbour Authorities should work in coordination from the initial stages of the 
projects where a combined design could satisfy the objectives of both parties. 

2.- OBJECTIVE. 

The main objective of this paper is to describe several positive results of 
beach nourishment and harbour management interaction, which have been 
achieved within the authors'technical area of responsability, at the Spanish Coast 
Directorate (MOPTMA). These cases have been chosen to demostrate the socio 
economic benefits which can be achieved through effectively combining harbour 
and coastal requirements. 

(*) Civil Engineer, MSc Ocean Engineering, Coastal Project Manager, Area I, 
General Directorate of Coasts; Address : Direccion General de Costas, Ministerio 
de Obras Publicas, Transportes y Medio Ambiente (MOPTMA), Paseo de la 
Castellana 67, 28071 Madrid, Spain. 
(**) Technical Civil Engineer, Projects & Works Division, Area I; Same Address. 
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Although at the time of writing the first abstract our intention was to 
describe four Spanish cases, we have added one more case which we found 
interesting within the scope of this paper. The main points of this paper are the 
following : I.- Effects of Harbour Works on the Coast. (Some examples of 
"uncoordinated works"). II.- Positive Results of Coordinated Works. Ill.-Conclusions 
and Recommendations. 

3.- EFFECTS OF HARBOUR WORKS ON THE COAST. 
(Some examples of "uncoordinated works"). 

Before showing the positive results of coordinated works (which is the main 
object of this paper), we would like to show, as an example, some pictures related 
to what we could call "uncoordinated works" in Spain. The negative effects on the 
coast produced by the construction of harbour breakwaters are classic topics in 
Coastal Engineering and can be found all over the world. 

Typical negative effects which the presence of harbours cause on the 
coasts could be the following: A) Littoral Drift Interruption B) Beach Change 
Induced by a Harbour and C) Effect of Wave Reflection on the Coast Induced by 
a Harbour Breakwater. Fig.1 depicts a view of Almerimar Marina, located in the 
Almerian coast. Note the interrruption of the littoral drift and the unproper design 
of the marina entrance. 

Fig 1. A View of the Effect Caused by the Littoral Drift Interruption. 
(Almerimar Marina, Almerian Coast) 
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Fig.2 shows the destruction of the seafront due to the coastline erosion 
caused by the negative effect produced on coast by the construction of the 
aforementioned marina. 

Fig.2.- Erosion Caused by Littoral Drift Interruption. 
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In Fig.3 the siltation at the entrance channel is clearly indicated "on site" 
by the length of the first author's kayack paddel. 

below: 

Fig.3.- Siltation at the Marina Entrance Channel. 

4.- SOME POSITIVE RESULTS OF COORDINATED WORKS 

A summary of the cases of positive results of coordinated works is shown 

A.-DREDGING WORKS 
1.- HARBOUR ENTRANCE CHANNEL DREDGING AND URBAN BEACH 
NOURISHMENT (Cadiz Harbour and Urban Beaches) 

2.- HARBOUR ENTRANCE CHANNEL DREDGING AND LITORAL DRIFT 
RESTORATION (Huelva Harbour-Playa de Castilla Beach) 

B.- COMBINED HARBOUR/BEACH DESIGN 
1.- A DESIGN WHICH COMBINES A SHELTERED INNER HARBOUR 
BASIN AND A NEW URBAN BEACH (Algeciras Harbour-La Linea Beach) 

2.- A DESIGN WHICH COMBINES AN EXISTING INNER MARINA 
BREAKWATER AND A NEW URBAN BEACH (Gij6n Marina-Levante 
Beach) 

3.- CREATION OF BOTH BEACH AND HARBOUR (Luanco Beach and 
Harbour) 
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The first point deals with harbour dredging and how the dredged material 
was used : urban beach nourishment and littoral drift restoration. 

In the second point Coastal & Harbour Authorities coordinated the 
combined design of harbour and coastal works. 

5.- DREDGING WORKS 

5.1 .-GENERAL 

Traditionally the dredging of a harbour channel was a matter which 
concerned only Harbour Engineers. The different phases of the dredging projects 
were mainly carried out focussing on harbour engineering requirements. 

Years ago, the question of whether or not the sand in a harbour channel 
could be suitable for a posible beach nourishment or for a littoral drift restoration 
project was not a concern of the Port Authority. 

In other words : the countless millions of cubic meters of sand regularly 
wasted in dredging operations might have been more suitably used in beach 
nourishment or littoral drift restoration projects if Maritime Civil Engineers at that 
time had been more aware of the importance of combining both harbour and beach 
considerations. 

Speaking in general terms, harbours need more water depth for their 
extensions and the coastline will benefit with beach nourishment. To obtain a real 
benefit, dredged materials should accomplish the following requirements : 

a.- Dredged Material Quality. 

b.- No Negative Effect on the Coast. 

c- Proper Attention to Archeological Artifacts (if applicable). 

Harbour and coastal engineers should "coordinate" their works from the 
initial stages of the project. 

Multidisciplinary teams (marine biologists, geologists and archeologists, as 
well as environmental and landscape specialists) should participate during the 
different phases of the projects. 
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5.2.- HARBOUR ENTRANCE CHANNEL DREDGING AND URBAN BEACH 
NOURISHMENT: CADIZ HARBOUR AND URBAN BEACHES. 

The need to dredge the entrance channel in Cadiz Harbour, together with 
the loss of dry beach width, at the popular urban beach of La Victoria under normal 
daily high tide conditions, prompted the Spanish Directorate of Ports and Coasts 
to plan a joint project looking at both harbour and beach requirements. 

Furthermore.two other very popular urban beaches, Santa Maria del Mar 
(adjacent to La Victoria Beach) and La Caleta, were nourished. 
It should be noted that this was the first time in Spain that a dredging project of 
such importance (more than 6 million m3) was planned fulfilling both harbour and 
coastal engineering needs. 

Due to the great historical importance of Cadiz bay, archaelogical works 
were also carried out by specialists during different phases of the project, 
recovering more than 5.000 artifacts, mainly coins. 

The sand volumes needed for the nourishment of the aforementioned 
beaches were (1.730.000 m3 in project). The total project budget was 3.900 Mill. 
Pts. 

In order to identify suitable borrow areas for beach nourishment, specific 
survey, geophysical, vibrocoring and biological studies were undertaken by the 
Coastal Project Division of the Spanish Ministry of Public Works and 
Transportation (MOPTMA). Also, specialists carried out submarine prospects to 
investigate the existence of valuable archeological deposits. 

Owing to the location of La Victoria beach and Cadiz Harbour, it was 
necessary to lay a 90 cm diameter pipeline from the La Cabezuela inner quay, 
where a barge was loading sand from the dredge, to the beginning of La Victoria 
beach. The sand by-passing works had to pass over the main motorway and a 
train line to reach the beach, using aproximately 5 kilometers of pipeline. 

Two modern trailing hopper dredgers ( ANTIGOON AND HAM 310) were 
used, the former performing 90% of the work. The average sand nourishment ratio 
was 45.000 m3/day. The fact that only 0.75% of the volume was refused for 
beach nourishment indicated the efficiency of the preliminary studies and dredging 
operations. 

The selective channel dredging plan obtained from vibrocoring studies 
enabled the coastal project engineers to use different grain size diameters 
depending on wave exposure location : 0.2 < D50 < 0.30 mm, for most of the 
beach and 0.30 < 50 < 0.30 mm, for the relatively more exposed Northerly final 
part of the beach. 
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The initial colour of the sand (apparently very darked) changed very quickly 
into the same nice colour as the native sand, as soon as the dumped sand dried 
and oxidized, as was expected. Otherwise, the beach nourishment project would 
not have been a succes popularly speaking. 

A three year field monitoring program is being carried out to obtain a better 
understanding of the La Victoria beach behaviour, with respect to the littoral 
processes and coastline kinetics. This will aid coastal managers to adopt effective 
coastal management strategies regarding beach stability. 

The following picture depicts an aerial view of La Victoria Beach under daily 
high tide conditions. Notice the occupation of the former dune by high buildings 
and the seafrot as well as waves impinging upon the vertical face of the sea-front. 

Fig.4.- A detail of the La Victoria Beach under Daily Tide Conditions 
Prior to Beach Nourishment. 
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The following pictures show the general dredging plan for beach 
nourishment, as well as a detail of the beach width (Notice the blocks used to 
protect the seafront from waves under daily high tide conditions. 

BORROW 
AREA 

Fig 5.- General Dredging Plan for Beach Nourishment. 

.--S.''AU*fll 

Fig 6.- La Victoria Beach after Beach Nourishment. 
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5.3.- HARBOUR ENTRANCE CHANNEL DREDGING AND LITORAL 
DRIFT RESTORATION ( Huelva Harbour-Playa de Castilla Beach). 

The Huelva Harbour Authorities have recently carried out a project to 
dredge the main harbour entrance channel. Aproximately 5 million cubic meters 
of sand could be adequate for beach nourishment. Presently Coastal Authorities 
are studying the feasibility to build a submerged bar at -4 m. water depth to restore 
the littoral drift interrupted, among other causes, by the Huelva Harbour 
breakwater. These works will enhance a previous littoral drift restoration project 
carried out at the adjacent beach, Playa de Castilla (Refer.1, 2 & 3), where 1.5 
million cubic meters of sand were supplied to form a protruding area, aimed at 
restoring the net littoral drift balance. The following picture depicts the erosion 
existing at the end of Playa de Castilla, in Matalascanas Beach. It should be 
noticed that this erosion is also caused by the former construction of a seafront 
and buildings on the dune. 

•A ' . f^kfc tL, 

I 

Fig.7.- Erosion at the End of Playa de Castilla (Matalascanas Beach) 
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6.- COMBINED HARBOUR AND BEACH DESIGN 

6.1.- A DESIGN WHICH COMBINES A SHELTERED INNER HARBOUR 
BASIN AND A NEW URBAN BEACH. 
(Algeciras Harbour and La Li'nea Beach). 

The need to provide a sheltered inner basin in Algeciras Harbour was 
combined with the creation of an urban beach in great demand by the La Lfnea 
city's population. The following picture shows an aerial view of the works. 

=PPPT=T^-<r-fcfct-»M-rT-!Tt.-l r •H 1 l~< i-l i 1 U-J^yrxTffexi3~iUfft 

Fig.8.- A view of La Linea Beach Restoration. 
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6.2.-A DESIGN WHICH COMBINES A SHELTERED INNER HARBOUR 
MARINA AND A NEW URBAN BEACH (Glj6n Marina-Levante Beach). 

An urban beach and seafront were designed taking advantage of one of the 
marina's existing breakwater (Fig.9). Navigational and sedimentation problems at 
the marina entrance channel were two important problems taken into 
consideration, as well as the overall integration of the beach design into the 
existing urban development. In this case the Gijon Harbour Authorities were 
responsible of the whole project and work. The technical staff of the Coastal 
Authorities cooperated during different stages of the project. 

The geophysical studies carried out by coastal specialists were used by the 
Gijon Harbour technical staff to determine the potencial sand reserve areas, after 
undergoing vibrocoring and biological studies. These latter studies were very 
beneficial to Coastal Authorities to plan future beach nourishment projects along 
the Asturian coastline, and in particular for the next case of Luanco Beach. 

The project consisted of the construction of two breakwaters and the 
dumping of 380,000 m3 of sea bottom sand. It was necessary to dredge 17,000 m3 

of rock, as well as to demolish 32,000 m3 of an existing seawall protruding into the 
sea. The project cost was 1,000.000.000 pts. The projected magnitudes obtained 
for the new beach are the following : HTWL beach : 60,000 m2; 
(3 m2 /p); 20,000 people; M.T.W.L beach : 100,00 m2; (3 m2 /p) 33,000 people. 
Breakwaters'length: 400 m; Seafront length: 800 m. 

Fig.9.- A Composite Aerial View of Gijon Marina & Levante Beach 
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Next figure shows aerial views just after project completion. 

5T>     " i 

Fig.10.- Aerial Views after Project Completion. 
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6.3.- CREATION OF BOTH BEACH AND HARBOUR 
(Luanco Beach and Harbour). 

This final case is the creation of both beach and harbour in Luanco 
(Asturias). The harbour has been designed by the Asturian Ports Division and 
presently there are local discussions about the feasibility of its construction. Since 
the construction of a lateral groin was considered necessary to create a new 
beach, the design of the beach was carried out taking into account the geometry 
of the future harbour. A relatively low-crested groin was designed in order to 
achieve the minimum visual impact. The section of this groin could be enlarged as 
a part of the outer harbour breakwater. Fig 11 is an aerial view of Luanco; note the 
scarce existing beach. The cost of the beach restoration has been 120 million pts. 
A sea front has also been designed to restore and integrate the maritime facade. 
Both projects are expected to be completed by the summer of 1995. 

Fig.11.- An Aerial View of Luanco (Asturias). 
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Fig.12 schematizes the combined beach & harbour design. 

Fig.12.- Projected Luanco Beach . 
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7.- CONCLUSIONS AND RECOMENDATIONS 

A.- Although it is known that harbour works frequently have produced 
negative effects on the coast, there can also be works that combined harbour and 
coastal requirements satisfactorily. This could improve the scenario existing in 
some coastal areas adjacent to the harbour. 

B.- The harbour and coastal technical staff should coordinate the works 
from the initial stages of the project, taking into account other multidiciplinary 
teams such as marine biologists, geologists and archeologists, as well as 
environmental and landscape specialists. 

C- The existence of strong legislation which protects the litoral, such as the 
actual Spanish Shore Act, that prohibites the use of sand for purposes other than 
beach nourishment, make it possible to succesfully accomplish the works 
described in this paper. 
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CHAPTER 254 

Wave Impacts on the Eastern Scheldt Barrier 
Evaluation of 5 Years Field Measurements 

Leo Klatter1, Hans Janssen2, Michiel Dijkman1 

Abstract 

During the past five years an extensive program of 
field measurements has been carried out to evaluate the 
effects of wave impacts on the Eastern Scheldt Barrier in 
the Netherlands, under operational conditions. High impact 
pressures were measured. The evaluation of the 
measurements shows that these high pressures affect only 
a small area simultaneously. 

Introduction 

The Eastern Scheldt Barrier is located in the 
southwest part of the Netherlands. The barrier has been 
built across three main channels in the mouth of the 
Eastern Scheldt, respectively one kilometer, one kilometer 
and two kilometers wide. The actual barrier consists of 62 
basic sections that are 45 meters wide (see figure 1). The 
sand bed is covered by a filtermat. On this mat concrete 
piers are placed. The flow opening is formed by two 
concrete beams. A steel gate, driven by hydraulic 
cylinders, can close the opening. On top of the piers a 
motorway bridge is located. The piers and sill beams are 
packed in by a rubble sill structure. All structural 
elements, piers, beams and gates, were prefabricated at a 
dry construction site and have been placed in open sea 
with heavy floating equipment. The barrier has been 
completed in 1986. Until 1994 11 storm closures were 
performed. 

xRijkswaterstaat, Construction Division, Hydraulic 
Department, 
P.O. box 20.000, 3502 LA Utrecht, The Netherlands 
2Rijkswaterstaat, Road and Hydraulic Engineering 
Division, 
P.O. box 5044, 2600 GA Delft, The Netherlands 
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A pier 
B sill beam 
C upper beam 
D gate 
E bridge 

rubble sill 
filtermat 

Figure 1: Elements in the Eastern Scheldt Barrier 

Wave Impacts 

Under storm conditions the barrier is subject to wave 
attack from the North Sea. During the more severe storm 
surges the gates of the barrier will be closed. These 
gates are subject to wave impacts during the closure 
operation of the barrier, when the girders of the gates, 
which are located at the North Sea side of the barrier, 
cross the water level. After the gates have been closed 
the front and top side of the upper beam are subjected to 
wave slamming. Wave impacts on the bottom of the beam 
occur, when the gates are open, under moderate storm 
conditions and with more severe conditions just before the 
gates start closing. 

The design impact forces for the gates and the upper 
beam were determined from extensive scale model tests. For 
the design computations the wave impacts were schematized 
to a triangular pressure diagram, as shown in figure 2. 
The rise time and decline 
time have average values of  P«<

N/
"2> 

respectively 0.05 s and 0.10     ' 
s. The peak pressure varies    Pnax 

from 0.45 Bar to 0.65 Bar (1 
Bar = 100 kN/m2) depending on 
the wave conditions and the 
location in the barrier. 

Figure 2. Schematized Impact Pressure 
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Monitoring Program on Wave Impacts 

In an early stage of the design of the barrier it was 
decided to set up a monitoring program to evaluate the 
hydraulic aspects of the barrier. This program consisted 
of field measurements of hydraulic loads on the barrier 
and the response of the structure (Klatter, 1990). In this 
program the wave impacts on the barrier were included. For 
the monitoring program on wave impacts a selection was 
made on the most critical items of the design. Critical, 
because the construction was very sensitive to a certain 
aspect or because the design technique was uncertain. For 
the monitoring program wave impacts on the main girders 
and supports of the gate and against the bottom of the 
upper beam were selected as critical items for the design 
(see figure 3). 

Wave impacts on the girders of the gates generated 
such large impact pressures that the design of the gate 
had to be adapted several times to reduce these pressures. 
These aspects were therefore included in the monitoring 
program. The girders were instrumented in two locations: 
one at the center part of a top girder, the other at the 
end of a bottom girder near the joint with the support. 

For the upper beam wave impacts against the bottom of 
the beam were regarded to be critical, because the 
relatively light weight prestressed concrete beam could be 
lifted from its supports. 

For the monitoring of the wave impacts, one gate and 
one upper beam were instrumented with accelerometers, 
pressure gauges, a water level gauge and force gauges. 
Details of the instrumentation are given in tables 1, 2 
and 3, and in figures 4 and 5. 

Figure 3. Locations for Wave Impact Monitoring 
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Figure 4. Locations Pressure Gauges Gate Girders 

DETAIL B (bottom view) 
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Figure 5. Instrumentation Upper Beam 

sensor  type number range sample  frequency 

accelerometer 2 ±  250  m/s2 1000  Hz 

pressure gauge 6 3  Bar 1000  Hz 

water level gauge 2 4  m 10  Hz 

Table 1. Instrumentation Top Girder 
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sensor type number range sample frequency 

accelerometer 2 ± 500 m/s2 1000 Hz 

pressure gauge 5 6 Bar 1000 Hz 

water level gauge 2 6 m 10 Hz 

Table 2. Instrumentation Bottom Girder 

sensor type number range sample frequency 

accelerometer 4 ± 25 m/s2 100 Hz 

pressure gauge 10 2 Bar 1000 Hz 

force gauge 2 ± 10 MN 100 Hz 

water level gauge 1 1.6 m 10 Hz 

Table 3. Instrumentation Upper Beam 

The water levels are measured on both sides of the 
barrier and the wave spectra are measured by a directional 
wave buoy, located approximately 500 m seaward of the 
barrier. The measurements were concentrated in measurement 
campaigns during storm closures of the barrier. 

Results 

The measurements of wave impacts on the top girders 
of the gate were performed during the closure operations 
of the gates, when the girders cross the water level. 
Under these conditions 10 successful measurement series 
were obtained. From these series the most severe impacts 
were selected for further analysis. 

Date Time Hs D4 D5 D6 D7 D8 D9 

m Bar Bar Bar Bar Bar Bar 

27-feb-90 14:33:59.5 2,15 0,72 0,38 0,39 0,21 0,21 

27-feb-90 14:35:47 2,15 0,24 0,05 0,43 0,16 0,05 1,17 

27-feb-90 14:36:25 2,20 0,81 0,66 0,46 0,11 0,19 0,01 

27-feb-90 14:36:29.5 2,20 2,27 0,14 0,44 0,10 

27-feb-90 14:36:43.5 2,20 1,10 0,18 0,53 0,58 0,01 0,08 

27-feb-90 14:43:47 2,20 2,17 0,33 0,18 0,11 0,12 

14-feb-89 06:28:59.5 1,80 0,28 0,12 0,09 0,26 0,53 

Table 4. Maximum Impact Pressures Gate Girder 
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The measured maximum impact pressures are presented 
in table 4, for impacts with a maximum pressure over 0.50 
Bar on one or more of the sensors. 

The maximum impact pressure registered is 2.27 Bar 
with a significant wave height of 2.20 m. The time history 
of this impact is given in figure 6. In figure 7 the peak 
is given in more detail. 

2.5 

•=• 1.5 
CO. 
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-0.5 
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Figure 6. Registration Maximum Pressure 
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•=•   1.5 

°-   0.5 
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Time [S] 
1.11 1.13 

Figure 7. Pressure Peak (Detail) 
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The measurements of wave impacts on joints of the 
bottom girder and the support show relatively moderate 
impact pressures. The instrumentation is located close to 
the edge of the gate. The gate edge crosses the water 
level during the closure of the barrier at the first phase 
of a storm surge. At this time the water flows into the 
Eastern Scheldt. The closure causes a translation wave 
that accelerates the rise of the water level at the North 
Sea side. The result is that the instrumented section 
crosses the water level so rapidly that hardly any wave 
impacts occur. The maximum recorded impact pressure is 
0.37 Bar. 

The wave impacts measurements against the bottom of 
the upper beam start with an outside water level 1 meter 
below the bottom level of the beam and end with the start 
of the closure of the gates. Under these conditions 14 
successful measurement series were obtained. From these 
series the most severe impacts were selected for further 
analysis. A problem for the analysis is that only 4 of the 
10 pressure gauges functioned during all measurement 
campaigns. The maximum pressures recorded with these 
remaining gauges are presented in table 5, for the (7) 
most severe impacts registered. 

Date Time Hs D35 D36 D3 7 D39 

m Bar Bar Bar Bar 

14-feb-89 05:06:17 1,45 0,31 0,59 0,07 

14-feb-89 05:09:47 1,45 0,27 0,52 0,04 

14-feb-89 05:30:37 1,50 0,14 0,29 0,20 0,22 

14-feb-89 05:31:19.5 1,50 0,03 0,09 0,30 

14-feb-89 13:03:42.5 1,15 0,15 0,30 0,38 0,62 

14-feb-89 13:13:50 1,05 0,29 0,17 0,25 0,29 

14-feb-89 13:22:51 1,00 0,52 0,28 0,34 0,14 

Table 5. Maximum Impact Pressures Upper Beam 

To illustrate the wave impact on the upper beam and 
the response of the beam the time series of two pressure 
gauges (D35 and D3 6) of the impact recorded at 14th 

February 1989 at 13:13:50 are presented in figure 8. This 
figure shows a sharply peaked impact which first hits the 
North Sea side of the beam bottom and moves to the Eastern 
Scheldt side in the wave direction. 
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Figure 8. Registration Impact pressures Upper Beam 

The response of the beam is illustrated by the 
acceleration registered at V33, presented in figure 9 (see 
figure 5 for the instrumentation). The response starts at 
the first hit of the beam. After the impact the beam 
vibrates in its natural frequency of aproximately 5 Hz. 
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Figure 9. Registration Acceleration Upper Beam 
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The response of the support force to the impact is 
presented in figure 10. Note that the short wave impact 
(with a amplitude of 675 kN) is small in comparison with 
stationary support force (of approximately 6000 kN). 

Time [s] 

Figure 10. Registration Support Force Upper Beam 

Discussion of the Results 

In the field measurements high impact pressures were 
recorded (> 2 Bar) . The frequency of exceedance of the 
maximum impact pressure on the gate girders and the upper 
beam is estimated between 1% and 0.1%, based on the total 
number of waves recorded during the measurements. These 
maximum pressures are higher than the design values (0.45 
- 0.65 Bar). The design values were determined for larger 
impact areas, however. The measured peak pressures are 
representative for only a small area related to the 
dimensions of the sensors (diameter aproximately 1 cm) . 
The maximum pressures measured in the field show a very 
large spatial variation. Because of this variation, the 
impact pressure, averaged over a larger area, will be 
relatively small; smaller than the design values. 

An other item of discussion is the type of wave 
impact. From the model tests impacts were expected with a 
sharp pressure peak and little air content. The impacts 
registered in the field show even sharper peaks and there 
is hardly any sign of the high frequency oscilations, that 
indicate air intrusion (compare Hattori 1990). The 
observed oscilations,  see for example figure 8,  are 



EASTERN SCHELDT BARRIER 3531 

related to the vibration of the structural elements 
itself. The pressure peaks were analyzed in more detail. 
The rise time was in the order of 0.01 s and the decline 
time in the order of 0.02 s, see figure 7. 

A quantitative comparison of the results of the field 
measurements with the scale model tests appeared to be 
quite difficult for different reasons. In the field 
measurements local pressures were measured, while in most 
of the model tests impact forces, averaged over a larger 
area, were measured directly. Because the spatial 
variation is much greater than expected, the average 
impact force in the field can not be computed accurately 
from the individual pressure registrations. This effect is 
intensified by the failure of a number of the pressure 
sensors. Another handicap for the comparison of the field 
results with the model results are the instationary 
boundary conditions in the field measurements. 

Conclusions 

Wave impacts with high pressures were recorded during 
the field measurements. The wave impacts show sharp 
pressure peaks. The impact pressures show a large spatial 
variation. The impact pressure, averaged over a larger 
area, is relatively small. 

The type of impact observed in the field is 
comparable with the type of impact, that was expected from 
the model tests. The spatial variation observed in the 
field measurements is much greater than expected from the 
model tests. The two-dimensional and stationar character 
of the model tests differs from the three-dimensional 
instationary field conditions. 

Finally some general conclusions on field measurements of 
wave impacts can be given: 

• This sort of monitoring programs are long term 
projects. It appeared to be very difficult to manage 
this type of projects in a constantly changing 
organisation with shifting priorities and budgets. 

• The measurements are performed with relatively 
moderate boundary conditions. One has to keep this in 
mind with te selection of the phenomena to be 
measured. 

• The measurements are not repeatable. 
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CHAPTER 255 

Salinity and Water Levels in the Weser Estuary during 
the last hundred years - Anthropogenic influences on 

the Coastal Environment 

H. Kunz1 

Abstract 

Today the Weser Estuary (Unterweser) is one of the 
most regulated rivers in Europe. It connects the harbour 
of Bremen with the Southern North Sea (German Bight) and 
is used by ocean-going ships. The first substantial 
deepening was done during the last decade of the 19th 
century. As the vessels became larger, the river has been 
deepened and widened for several times. The sequence of 
engineering works changed drastically the hydrological, 
morphological and ecological conditions within the 
Unterweser. The tidal water levels and the salinity had 
been measured since the beginning as part of an extended 
interdisziplinary monitoring program providing sound data 
over one century. These data are a valuable base to 
investigate the impact of the regulation works on the 
natural ecosystems of the coastal environment and on 
demands of the society, such as flood protection, irriga- 
tion, drainage. New questions arise from the vision, that 
impacts might be amplified by global climate changes. 

Channelization of the Unterweser-estuary 

The Unterweser-estuary is an important link for the 
merchandise town Bremen to the deep water of the North 
Sea (Fig. 1). The depth of the Unterweser decreased after 
the middle ages. To ensure the competitiveness of the 
Bremen-harbour, several attempts to deepen the river had 
been.made since the 18th century. However, they were of 
limited success - KELLER (1901), ROHDE (1970). The first 
substantial  step  towards  channalization was executed 

xCoastal Research Station (CRS) of the Lower Saxonian 
Central  State  Board  for  Ecology,  An  der Miihle  5, 
26548 Norderney/Germany, Director of CRS, Dr.-Ing. 
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between 1883 and 1895 
after the plans of 
FRANZIUS (1888) by 
concentrating the 
tidal currents in a 
dredged channel 
(tidedependent draft 
of 5.0 m) , which had 
been stabilized by- 
embankments, groynes, 
training walls. In 
principal, similar 
techniques were 
applied during the 
following 
construction periods 
to reach drafts of 
7.0 m (1913/16 and 
1921/24); of 8.0 m 
(1925/29, with an 
extention to 1939); 
8.7 m (1953/59) and 
of 10,5 m (1973/79), 
which is called 9.0 m 
-correction due to 
the sea-chart-zero as 
the new reference 
datum-level - WETZEL 
(1987) . 
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Fig. 1  Location map of the 
Weser Estuary (Unterweser) 

After the first correction it was necessary to limit 
the tidal influenced part of the river by a weir in 
Bremen-Hemelingen, stopping erosion and groundwater 
intrusion (1906/11). 

The time scale of the channelization is displayed on 
Fig. 2, righthand picture. The development of the chan- 
nel-bottom depth relativ to the German datumn (NN, which 
is approximately equal to mean sea level) over time is 
shown on the picture below, lefthand. 

The correction works changed the morphology drasti- 
cally and influenced the hydrological and ecological 
conditions substantially. Fig. 3 gives an example on the 
development of the cross-section in the Bremen-area. The 
river surface, as well as the riparian area between 
Bremen und Bremerhaven, were reduced by the sequence of 
works to about one third and about 60 % of the eulittoral 
embankments of the navigable channel were covered by 
various packing material; most of the highly valuable 
backwaters and flats were lost  (BUSCH et al.  1989). 
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Additionally dykes were displaced towards the river and 
storm surge barriers were installed in tributaries. 
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Fig. 2 Channelization of the Unterweser over 100 years. 
Right: time scale for construction periods. Left, 
below: bottom depth of the channel. Left, top: 
high & low water (MHW, MLW), tidal range (TR) 
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Fig. 3 Cross-sections (Unterweser-km 11, Bremen- 
Hasenburen) before 1887 and as designed later 

Hydrology 

The water levels in the Unterweser are influenced by 
tides (propating from the German Bight to the weir in 
Bremen) and freshwater run off (discharge measured at the 
gauge of Intschede, upstream the weir). General 
information on these input-data are displayed on Fig. 4: 
the tides (HW, LW) are semidiurnal (M2 + S2) ; the high 
values for the run off (HQ) occur mainly in spring, the 
low values (LQ) in late summer or autumn. 
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Fig. 4  Hydrological data for the Unterweser 

The tidal curves on Fig. 5 provide information, how 
nowadays the tide propagates into the estuary. A 
comparision with Fig. 2, lefthand on top, shows how water 
levels and tidal range have changed with respect to the 
situation before the first regulation. The low water 
level (MLW) has been lowered in the upper part of the 
Unterweser, while the high water level (MHW) remained 
comparably uneffected. Thus the tidal range increased in 
Bremen from almost zero to about 4.0 meter. A more 
detailed picture is given by the graphs on Fig. 6. 

The first construction periods, including the 8.0m- 
correction, had the main impact on the changes of the 
water levels. The influence of the first correction had 
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Fig. 5  Tides in the Unterweser (Bremerhaven to Bremen) 
for averaged conditions. Data: Federal Water and 
Shipping Authority Aurich,Bremen,Bremerhaven 
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Fig. 6  Development of mean high water (MHW), mean low 
water (MLW), mean tidal range (MTR) over 100 years 

in the Unterweser at Bremen and Bremerhaven 

been underestimated with an error of prediction up to 
almost 1.5 m. The impact of the 8.0 m-correction (water 
level-difference) reached up to about 0.75 m (WALTHER, 
1954). An extended discussion concerning the impacts of 
the distinguished Unterweser-corrections on tides, water 
levels, tidal range is published by WALTHER (1954), 
STROHMER (1963) and is documented in unpublished reports 
(WSV 1957/85) of the Federal Water and Shipping 
Authority. The impact of the regulation works on extrem 
high water levels during storm floods is overlapped and 
hidden by the predominant anthropogenic influences caused 
by the coastal protection means, such as diking (in 
former days often combined with land reclamation) and 
storm surge barrages. 

Monitoring programs 

There had been many objections against the first 
large Unterweser-regulation proposed by FRANZIUS. An 
important group were the farmers who especially worried 
about higher water levels, more salinity and their 
correlated effects. Thus an extended monitoring program 
was established and executed over about one hundred years 
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with only one large gap caused by the second world war. 
Additionally, money was paid to compensate in advance 
parts the presumed disadvantages (PLATE, 1951). These 
were about the same actions as they are nowadays required 
in Germany for the environmental impact assessment and 
common to promote the implementation of projects: it was 
a progressive and really successful approach. A sub- 
stantial part of the program focused on the water quality 
of the Unterweser-estuary, especially concerning the 
salinity. Fig. 7, left shows the location were samples 
were taken; information on the observation-periods are 
added. The measured data (once a week at high water) 
were supplemented by a large number of special 
investigations related to space (e.g. verticals, 
cross-sections, longitudinal profiles) and time (e.g. 
tide circles, periods with special hydrological 
conditions) - WSV (1957/85). 
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Fig. 7 Location of the Unterweser-Stations. 
Left: weekly sampling. Right: permanent recording 

A system of permanent working stations had been 
installed since 1975. Fig. 7, right distinguishes 
stations which were established by Water Authorities and 
those, which were specifically established to control the 
KKU-nuclear power plant KUNZ (1979) . These stations are 
interlinked with measurements, which are regularely done 
by fast running boats (KUNZ et al. 1984). 



ANTHROPOGENIC INFLUENCES 3539 

The Unterweser is classified as a well mixed 
estuary; it has been proven, that the data gained by the 
stations in one measuring point can approximate the 
average situation of the cross-section sufficently well 
with respect to the aims of the long term and large scale 
monitoring programs - e.g. WSV (1957/85) , BARG (1979) . 
However, interpretations of the data are limited to the 
fixed targets. 

Salinity 

The salinity in the Unterweser-estuary is mainly 
caused by the intrusion of saltwater from the sea and is 
addionally affected by the salt which discharge factories 
into the upper parts of the Weser - e.g. Liineburg et al. 
(1975), Arge Weser (1982). The distribution of salinity 
in the estuary is influenced by the tidal motion and the 
fresh water run off (Qo). This is shown in principal on 
Fig. 8. The graphs are simplifications for a defined 
phases of the tide (Kf, Ke). 
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Fig. 8 Distribution of salinity in the brackish area of 
an estuary. Left: impact of run off (discharge Qo). 

Right: influence of the tidal motion (Kf, Ke) 

The changing of salinity over time (tidal cycles) is 
shown on Fig. 9, left (salinity is proportional to the 
displayed conductivity Lf) for different areas (location 
of the stations see Fig. 7, right)of the Unterweser. The 
tide-phase-time of the flow turnings (flood, ebb) are 
indicated as Kf, Ke. The distribution of the conductivity 
(longitudinal profiles) for the phases Kf and Ke can be 
drawn from the Lf-values of the five stations. The result 
is shown on the righthand picture. 

Longitudinal profiles for the phase Kf have been 
measured by sensors which were installed in fast running 
boats. Results provides Fig. 10, left: areas in which the 
measured curves fit in dependency of the significant 
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fresh water run off (Qo/10 after BARG, 1979) . The 
profiles on the right picture have been derived from all 
easured profiles. The large impact of the run off value 
on the salinity is obious. Comparable results have been 
published by BARG (1979) with salinity-data (NaCl) of the 
KKU-stations. 
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Kf (Ke) flood (ebb) flow turning 

-t 1 1 1 1 . 
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Fig. 9 Left: Conductivity (Lf) over time for different 
measurement stations in the Unterweser. Right: Conver- 

sion of the Lf-data into longitudinal Lf-profiles 
for the tide phases Kf and Ke (KUNZ 1979) 
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Fig. 10 Longitudinal profiles for Total Salinity (ST) 
as function of (Qo/10).  Left: envelopes for groups 
of measured profiles. Right: ST-functions (Qo/10 is 

parameter) calculated with measured profiles 
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Investigations concerning the influence of the 
Unterweser-regulation works on the salinity-distribution 
in the brackish area of the Unterweser have been based on 
the long term data of the sampling stations. Longitudinal 
profiles for the phase Kf were constructed with these 
data, as demonstrated in principal by Fig. 9, right; e.g. 
STROHMER (1963), PLATE (1951), GRABEMANN et al. (1983) 
and nonpublished reports WSV (1957/85). An example is 
given by Fig. 11, where salinity-data (NaCl) for the 
time-period 1890 to 1975, selected for the mean run off 
(MQ), had been converted into longitudinal profiles. The 
data for the period from 1890 to 1932 are combined in the 
picture to the left: no significant influence of the 
regulation works. The interpredation of the righthand 
picture (1931 to 1975) is more difficult. GRABEMANN et 
al. (1983) tried to separate the natural from the man 
induced fluctuations and came up with the result, that 
the influences of the natural long-term changes (trends 
of relative sea level rise, characteristics of the tides 
- e.g. JENSEN et al. (19 93)) - dominate the other im- 
pacts. This corresponds to results achieved by HN-models. 

BRHV. 

Fig. 11 Development of the NaCl-Distribution (profiles) 
in the Unterweser between Kaseburg/km 36,5 and 
Bremerhaven/km 65.8 for mean Run Off (MQ), 

1890 to 1975 - GRABEMANN et al.(1983), 
Shipping Authority Bremen/Aurich 
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The development of the salinity S (NaCl) over time 
is shown by Fig. 12 to 14 for selected stations. The 
Fig.  12  combines  NaCl  values  (Station  Bremerhaven 
(Brhv.), Nordenham, Rekum/Farge) with information on the 
main impact parameters: tides  (HW,  TR)  and run off 
(discharge Qo) . The increase of salinity in the 
Bremen-area (Rekum/Farge) is caused by industrial 
salt-discharges into upstream parts of the river in 
combination with the Qo-parameter - ARGE WESER (1982) . 
The salinity-graphs for Bremerhaven and Nordenham show 
similar downs and ups related to Qo; there seems to be a 
trend towards increasing values and a steepening of the 
gradient since about 1970. This is most likely induced by 
changed hydrological conditions and not by the sequence 
of correction-works - e.g. BARG (1979), GRABEMANN et al. 
(1983), WETZEL (1987), WSABRHV (1991). 
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Fig. 12 Development of the Salinity S in the Unterweser 
(Bremerhaven, Nordenham, Rekum/Farge) and of hydrolo- 
gical Data: High Water (HW) & Tidal Range (TR) at 
Bremerhaven (BRHV); Run Off (Qo) for Intschede, 

(all values as five yearly running means) 
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Fig. 13 displays for the station Nordenham (km 
57,25) how the salinity has been controlled by the fresh 
water discharge (Qo) . The diverting graphs before 1906 
may be related to the first correction. However, that's 
not conclusive. From 1955 onwards different behavior is 
obious, which presumately is caused by the increased 
tidal range, as mentioned before. 

Qo 
n3.«H 
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y o 
WEIR 

H CORRECTIONS 

Fig. 13 Combination of Salinity S (NaCl) for 
Nordenham (km 57.25) with the Run Off (Qo) 
at Intschede-gauge after STROHMER (1970) 
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Fig. 14 Development of the Salinity S at the Beckum- 
sluice (km 51) for Qo = 150, 200, 300 ma/s since 

1917. PLATE (1951), WSV (1957/85) 
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Since the content of salinity in the 
Unterweser-estuary is important for irrigation means 
(e.g. drinking water for cattle), the samples had also 
been taken in the Beckum-sluice (intake for irrigation 
water) at km 51 - e.g. PLATE (1951), WALTHER (1954). The 
development of the NaCl over time with respect to 
distinguished run off-values (Qo = 150, 200, 300 m2/s) is 
shown on Fig. 14. The salinity has increased and led to 
problems during periods of low run off (Qo), especially 
since the fifties as a result of the mentioned effects. 

WATERLEVELS in DRAINAGE SYSTEMS 

v—^^-? / 

ISOPIETIC LINES in Ih8 PLEISTOCENE AQUIFER 

Fig. 15 Saltwater intrusion from the Unterweser into 
the aquifer of the lowlands. Left: Water level in 
the drainage system (ditches). Right: Isopietic 
lines in the pleistocene aquifer and direction 

of the anthropogenic induced salt water 
intrusion - KUNZ (1993) 

Effects on groundwater 

The intrusion of saltwater out of the Unterweser 
into the groundwater (holocene and pleistocene) of the 
low lying areas is influenced by the regulation works. 
This question has become more important, as extensive 
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drainage systems were installed. Nowadays the water 
levels in the drainage ditches are far below the mean 
water level of the Unterweser (about NN) , as to be 
recognized from Fig. 15, left. Consequently the isopietic 
lines of the pleistocene groundwater has been changed and 
the intrusion of salinity out of the Unterweser can 
increase - Fig. 15, right. This impacts the holocene 
cover layers by vertical directed flows. The main driving 
force in the synergism of the addressed impacts is the 
drainage; the effects of the Unterweser-regulation works 
are comparatively small - KUNZ (1993). 

Conclusions and final remarks 

For almost 100 years regular water samples were 
collected at several stations along the Unterweser- 
estuary on a scheme which remained unaltered. The 
combination with the tide gauge data provide an unique 
data set on salinity and water levels. This is a 
remarkable achievment of the Federal Water and Shipping 
Agencies and their scientific staff, who devoted time and 
effort into this admirable task. Today this valuable data 
set is of more than local interest. The traditionel 
sampling scheme has been supplemented by extensive 
measurement programs and numerical modelling throughout 
the last decades. However, many controversially discussed 
questions concerning developments and impacts were only 
to be answered by referring to the long term data. This 
is an example which should encourage society to require 
appropriate long term monitoring programs beeing 
obligatory for every human activity that has substantial 
impact on the environment. The modern tools, such as 
modelling, information systems etc. should not lead to 
the believing, that we can do without providing 
sustainable field data-records on the anthropogenic 
changings of our environment to the next generations. 
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CHAPTER 256 

REVIEW OF SOME 30 YEARS BEACH REPLENISHMENT EXPERIENCE 
AT DUNGENESS NUCLEAR POWER STATION, UK 

By Dr Roger Maddrell1, Bill Osmond2 and Bin Li1 

INTRODUCTION 

Dungeness was formed initially as a shingle bar across a 
bay that existed between Winchelsea and Hythe at the end 
of the last glaciation (see Figure 1) . The bar was the 
early coast and caused the landward accumulation of 
estuarine deposits, which now form the marshes. Shingle 
continued to accumulation on the seaward side to form the 
Ness. The present alongshore drift, resulting from 
refraction and diffraction of the dominate southwest 
waves, moves shingle eastward, eroding the southern coast 
and causing accretion along the eastern side (see Figure 
2). The past morphology of the Ness, first described by 
Lewis, 1932, can be seen clearly from the shingle ridges, 
which represent old coastlines. 

In the late 1950's the then Central Electric Generating 
Board (CEGB) chose the Ness as a nuclear power station 
site. Studies at that time by Sir William Halcrow & 
Partners (Halcrow) established that the rate of erosion of 
the southern shore was of the order of 1.1m annually, but 
near the point of the Ness, where the Station was to be 
sited, could be up to 1.5m annually, with an annual rate 
of drift of about 125,000m3. Various schemes for 
protecting the Station frontages from erosion, and thus 
flooding, were examined (Halcrow, 1963) and one of 
recycling shingle from the accreting east face of the Ness 

Sir William Halcrow & Partners Ltd, Burderop Park, Swindon, 
Wiltshire SN4 0QD, UK 

Nuclear Electric pic, Dungeness 'B' Station, Dungeness, 
Kent, UK 
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was recommended. The proposed volume of gravel initially 
was 15,000m3 annually, but rising to 20,000m3 with the 
construction of the second station. 
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Figure  1 Site Area 

Beach feeding has been continuous since 1965, 
concentrating mainly at the western, updrift, end of the 
site. As the updrift coast eroded, the recharge area 
became more and more out of regime, requiring additional 
shingle to hold it. Recent studies recommended that a 
policy of coastal retreat or coastal set back should be 
implemented. This has resulted in a considerable saving 
to the amount of gravel required for beach feeding and a 
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reduction in the impact of winning material from the 
supply area. 

EVOLUTION OF DUNGENESS 

The post-glacial marsh and shingle deposits attain a 
thickness of some 30m and are derived from a combination 
of terrestrial and marine sources (Long, 1994). Between 
4000 and 2000 BP sea-level was relatively stable at about 
-2.5m OD, but during the last 2000 years it rose by about 
2.5m. There has also been considerable subsidence, which 
in the last 4000 years has been between l-2mm per year 
(Shennan 1989; Long and Shennan, 1993). The net relative 
sea level rise is predicted to be about 0.4m by the year 
2050 (Maddrell and Burren, 1990). 

Shingle probably entered Romney Bay by 5300-6000 BP, 
although radiocarbon-dated shells collected from -34m OD 
beneath  the  Station  are  only  3000-2000  years  old 
(Greensmith and Gutmanis, 1990), which suggests that the 
shingle in this area is considerably younger than 2000 
years old. The shingle is driven in a west to east 
direction by the dominant SW waves and the chronological 
development of the Ness can be seen in the remaining ridge 
pattern (see Figure 2) . However, the dating is tentative 
as the time of shingle deposition can only be established 
where the shingle is underlain by organic sediments, which 
can themselves be dated by radiocarbon or where shoreline 
positions can be estimated from historical and 
archaeological sources. Unfortunately, the former 
condition is rarely met, while the latter provides only an 
approximate chronology, which tends to be restricted to 
the last 1500 years. Lewis and Balchin's 750? shoreline 
(see Figure 2) was based on Ward's 1931 interpretation of 
two Saxon Charters, which indicate the approximate 
position of the coast at this time. The 1600 shoreline is 
based on M Pokers' 1617 map of Romney Marsh, which is one 
of the earliest relatively accurate maps, while the 1800 
shoreline is obtained from the 1794 Ordnance Survey. The 
1990 BP coast is from recent radiocarbon dating. 

There are three areas of low-lying marsh deposits to the 
west of the Station eg The Midrips, which have been 
interpreted as evidence for 'several oscillations of level 
from the late Neolithic times to the Bronze Age' (Lewis 
and Balchin 1940). There are also raised ridge levels 
north of the Station, which are taken as evidence of more 
severe climatic conditions during the Middle Ages. 
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Figure 2 :   Historical Coastline at Dungeness and the 
survey lines at the Station 

The Ness is a continually evolving feature, as can be seen 
on Figure 2, with shingle erosion on its southern face and 
deposition on the east. The siting of the Station at the 
tip of the Ness close to the south coast, while 
morphologically controversial, was mainly because of the 
close proximity of deep water (-30m OD) adjacent to the 
Ness. 

BEACH FEEDING 

General 

Southeast England is subsiding which, when combined with 
the rise in mean sea level, has meant a requirement for an 
increased level of coast protection for the southern 
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eroding face of the Ness in front of the Station. 
Inundation was seen during construction in 1960 and 1961 
and more recently in local areas adjacent to the site in 
1983, 1984, 1989, 1990 and 1992. The need for flood 
protection is reflected in the increase in recharge 
volume, which increased from some 15,000m3 at the 
beginning to some 70,000 m3 in 1992. Breastwork and two 
local groynes were constructed for emergency protection, 
but are now buried. 

The volumes of beach feed material required has been 
established by surveying specific sections of the beach at 
the end of the winter, with the recommended shingle being 
placed on the beach over the following winter period. 
Initially this was done by ground surveys, but in recent 
years has been done by photogrammetry. 

The idea of recycling shingle for use as beach protection 
was unique at the time and has been the subject of regular 
review. The most recent review indicated that not only 
was this the most effective method of protection (costing 
less than the interest payment of a more formal method of 
protection), but was also environmentally friendly. 

The southern coast of Dungeness is being held at two 
points, the Station and at Jurys Gap, some 8km to the west 
(see Figure 1). An erosive bay has formed between these 
two stable points, decreasing the alongshore supply of 
shingle to the Station frontage over the years. Thus, the 
main point of beach feed, which lies at the western end of 
the station, was becoming more and more exposed as the up 
drift coast has receeded and the natural supply of shingle 
dwindles. Consequently, in recent years the amount of 
beach feed required was in excess of 50,000m3 annually. 

The beach feeding scheme has operated for 28 years during 
which time Halcrow have produced annual reports describing 
the work done during the previous season and recommending 
the quantities and positions for shingle feeding during 
the forthcoming season. Until 1972 the amount lost during 
the year was replaced at locations which had suffered the 
greatest erosion and was distributed in roughly equal 
proportions at a series of points. After 1972 it was 
realised that a more efficient method of protecting the 
beach would be to place most of the recharge at the 
western end, allowing natural movement to distribute the 
shingle over the frontage. 
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The levels along each of the cross-sections are now 
established on the 42 sections, which are at 100m 
intervals, by photogrammetric methods. It is considered 
that the 1:5000 scale of photography normally used allows 
individual beach levels to be determined to an accuracy of 
within approximately +0.20 metres (assuming no errors in 
the control grid). There are 14 sections each with three 
sub-sections (see Figure 2), 9 infront of the station and 
5 downdrift in the supply area. One of the major 
advantages of the beach feeding scheme has been its 
flexibility and the ability to respond quickly to 
potential problems and periods of intensive storms. Figure 
3 shows the gross losses, the quantities of material 
deposited and the volume changes each year since beach 
feeding began in 1965. The total volume of shingle between 
profiles 1A and 9A has increased by some 102,394m3 between 
1965 and 1993/94, resulting from an average annual 
recharge of about 30,000m3, with an average annual gross 
loss of about 26,500m3. The records clearly demonstrate 
that the beach feeding successful stabilised the beach and 
that the build up of the profiles have been sufficient of 
balance the increased losses in extreme years. A typical 
profile of the build up of shingle over the years can be 
seen on Figure 4. 

200 

~i i i i i i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—r 
65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93   year 
66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81  82 83 84 85 86 87 88 89 90 91 92 93 94 

Recharge 
Accretion/Erosion 

— Net Change 

Figure 3; Volume changes  from 1965  to 1994 
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The beach feeding programme has been effective in 
preventing flooding and damage to the Station. Prior to 
1983 there appear to be no records of serious flooding, 
apart from during construction, but there has been 
flooding adjacent to the site on: 

28th January - 1st February 1983 

February 1984 

November 1984 

Winter 1989-1990 

February/March 1990 

August 1992 

This increase in the potential flood risk may be related 
to an increase in wave energy during the period (see 
Figure 5) and has led to a change in the "emergency" and 
"normal" profiles. These profiles for sections 1A to 9A 
were conceived nearly 3 0 years ago. The original concept 
was that the "normal" profile should be the minimum cross- 
section of beach to be maintained, where the "emergency" 
profile represented conditions which could lead to major 
overtopping of the beach and flooding, hence requiring 
"emergency" works. The levels were increased last year to 
take account of the impact of a tsunami wave, which has a 
1 in 10,000 year return period. 

Past Investigations 

In an effort to reduce the annual costs associated with 
the beach feeding programme, and any adverse environmental 
impacts, Halcrow have for many years attempted to relate 
beach loss to local meteorological conditions. It was 
originally hoped that this would allow predictions of 
required recharge volumes to be made without the expense 
of conducting an annual aerial survey. While this would 
never totally replace the need for surveys, it would allow 
their frequency to be reduced to say once every two or 
three years. 

The 1969/70 Halcrow report described an early attempt to 
relate the incident energy flux to the quantity of shingle 
moved, but this proved unsuccessful because only four 
years of records were available. The 1978/79 study the 
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correlated the observed shingle loss and wind gusts which 
exceeded 47 knots ie storm conditions. This proved to be 
reasonably successful, but in the early 1980's it was 
proved less so. One of the difficulties in trying to 
establish any correlation stems from the fact that the 
average annual gross loss, represents a fairly thin layer 
over the surface of the total shingle volume of 
approximately 1.25 million m3 contained within the survey 
section limits ie the losses are only approximately 2% of 
the total. Furthermore, the computations do not allow for 
irregularities in the beach profiles between the measured 
cross-sections which are at 100m centres. The gross loss 
has to be determined by the difference of these total 
volumes, over successive years, so that small errors in 
the determination of the total volume have a significant 
effect on the calculation of the gross loss for any one 
year. It was concluded that no simple relationship exists 
between beach losses and non-directional wind intensity. 

Analysis of Beach Erosion 

It was originally predicted in 1963 that the natural 
supply of littoral material from the west of the station, 
which was about 120,000m3 would slowly reduce with time, 
requiring a commensurate increase in beach feeding. This 
effect results from the gradual formation of a shallow bay 
between the stabilized sections of the coast at Jury's Gap 
and the Station. This was confirmed by beach plan shape 
modelling, which shows the yearly gross shingle loss along 
the Station is rising, on average, by some 880m3/year. The 
previous analysis of the seven year rolling means in 1984 
showed the annual rate to be 540m3. 

The cumulative average annual gross loss of beach material 
upto 1992 was 29,490m3. However, the average over the past 
five years has been 42,000m3. In the previous five years 
it was 30,000m3 ie 1983 to 1987, 25,000m3/year from 1978 
to 1983, and 24,000m3/year for 1973 to 1978. 

Wave Data 

Offshore wave data were derived using a parametric wave 
model based on wind measurements between 1971 and 1990. 
Such models are limited to hindcasting of locally 
generated waves within defined fetches. To determine the 
importance of swell, wave data were obtained from the 
British Meteorological Office's wave model for the years 
1989 to 1992. The swell wave portion of the wave spectrum, 
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coming up the Channel from the Atlantic was found to be 
25%. 

Section 7A (see Figure 2) 

1965 
— 1970 
— 1975 
— 1981 
— 1985 
— 1990 
— 1992 

100  110  120 

Offset (m) 

Figure 4: Beach Movement 1965-1992 

The available wind wave data were statistically analysed 
to produce seasonal, directional, yearly and average 
values of wave energy, with only the last four years 
including swell waves. Values of alongshore energy were 
derived for each year and used to produce a trend analysis 
as shown in Figure 5. Despite the wide scatter of data 
there is clearly an increasing trend in longshore wave 
energy. The gradient of the graph is approximately 16 
KN/year. 

The increase in wave energy may in part account for the 
increased rate of annual shingle loss also shown in Figure 
5. For example, equating the long term average gross beach 
erosion to the long term average alongshore drift gives a 
figure of approximately 500m3/year increase in beach 
erosion, which can be directly attributed to an overall 
increase in wave energy. Subtracting this figure from the 
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880m3 /year derived from the trend analysis of gross 
erosion gives a figure of 380m3/year, which may be 
attributed to the changes in alongshore drift at Station. 

Year Ending 

Figure 5: Annual Shingle Losses and Wave Energy 

While the trend lines show a clear correlation between 
increasing beach loss and wave energy, the comparison of 
individual years shows large deviations and therefore 
little predictive capability based on annual results. 
Figure 5 shows alongshore wave energy plotted against 
beach loss for the years 1989-1990, 1990-1991, 1991-1992 
and 1992-1993. While there is a good fit for some years, 
the energy available for 1989-1990 underpredicts the beach 
loss. However, the winter of 1989-90 was marked by a 
series of four gales, some with hurricane force winds, all 
of which coincided with spring tides which weakened the 
beaches. Had not the gales of 1989-90 occurred on spring 
tides, the measured gross loss of material at the Station 
would have been much less. Thus, a simple analysis of 
alongshore energy will tend to underpredict beach losses 
for those years affected by extreme water levels. 

The past studies have shown that while there was a 
reasonable relationship between wave energy and the 
littoral transport, it was not a simple one. Predictions 
can vary depending on the coincidence of high wave energy 



3558 COASTAL ENGINEERING 1994 

and surges during the period and the predicted and actual 
volume, could vary by as much as a factor of 2. 

ALONGSHORE TRANSPORT 

The present alongshore shingle transport rate of about 
90,000m3 was established using an existing beach plan 
shape model. Studies were also carried out using 
electronic pebbles to monitor shingle movement during the 
storms and the transport rates of different sizes of 
shingle. These 'smart' pebbles show, rather surprisingly, 
that the larger shingle travelled at a faster rate 
possibly because of the greater area of exposure of the 
larger shingle in a mixed grading. Studies of the grain 
size of material on the beach also showed significant 
changes both in relation to storm and the size of the feed 
material. 

BEACH FLAN SHAPE MODELLING 

There is sufficient gravel accreting on the eastern coast 
of the Ness which can be used to improve and strengthen 
the beach at the Station. However, it was realised that 
taking increasing amounts of gravel could adversely affect 
the downdrift coastline, especially as it is the source 
area for beach feeding elsewhere. Consequently, there was 
a review the beach feeding , which included, in 
particular, a sediment transport model in order to predict 
the drift rates and future changes in coastal morphology. 

Three schemes were adopted for examination during the 
model study, namely: 

• Scheme l    -   supply beach feed at Section 1A 
(see Figure 2) to maintain the 
existing beach line. This 
corresponds to the present 
beach feeding policy. 

• Scheme 2    -   supply beach feed at Section 4A 
(see Figure 2) to maintain the 
existing beach line east of it. 
Beach sections to the west of 
Section 4A are allowed to 
evolve naturally. 

• Scheme 3    -   Construct a long strong point 
at Section 9A (see Figure 2), 
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at the downdrift end of the 
site and use accumulated 
material to maintain the beach 
east of Section 1A as in Scheme 
1. 

The model was run to simulate fifty years operation of 
each of the above schemes. The feed quantities envisaged 
for each scheme are shown on Table 1. 

Year Scheme 1 
Feed at 

Section 1 

Scheme 2 
Feed at 

Section 4 

Yearly 
Saving in m3 

1 40,000 13,172 26,828 

5 41,000 18,494 22,506 

10 41,119 23,816 17,303 

20 42,548 28,902 13,646 

50 46,627 35,970 10,657 

Table 1 Predicted Feed Quantities (m3/year) 

As can be seen, Scheme 2 shows considerable savings over 
Scheme 1. 

ECONOMICS OF BEACH FEEDING AND ALTERNATIVES 

The economics of beach feeding at the Station were last 
examined in detail in 1983 in connection with studies for 
a proposed new station. As discussed earlier, in the last 
five years beach recharge quantities have increased 
significantly, and it was considered necessary to reassess 
the economics of the present operations compared with 
alternative forms of coastal protection. 

From the earlier beach recharge quantities and trends, it 
was concluded that the base estimate for quantities should 
be 40,000m3/year ie the situation before managed coastal 
retreat or set back, using upper and lower bound figures 
of 125m3/year and 500m3/year for the rate of increase of 
beach recharge. 
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The above figures were used to calculate the Net Present 
Value (NPV) of the following cost of beach recharge 
discounted over a period of 50 years: 

Initial 
Recharge 

Rate of 
Increase 

NPV in £ 

40,000m3/yr 125m3/yr 3,033,471 

40,000m3/yr 500m3/yr 3,469,502 

The alternative forms of coastal protection considered in 
the 1983 review of coastal protection included: 

beach feeding 
several forms of groyne and breastwork 
artificial  headlands  and  an  initial 
fillings 
an armoured revetment 

beach 

The comparison of various options was based on Net Present 
Values for 35 year and 105 year life spans. These are 
summarised in Table 2. 

SCHEME Net Present Value £ X 106 

35 Year 
Life 

105 Year 
Life 

1 Beach Feeding 2.1 2.7 

2 Timber Groynes and 
Breastwork 

4.8 5.7 

3 Mass Concrete Groynes 
and Timber Breastwork 

5.7 6.5 

4 Armabrade Steel Sheet 
Piled Groynes and 
Timber Breastwork 

8.2 9.4 

5 Two Strongpoints and 
Initial Feeding 

4.3 
plus cost 
- of lee 
scour 

4.3 
plus cost 
of lee 
scour 

6 Revetment of Armour 
Units 

15.3 15.3 

Table 2 Net Present Values of Coastal Protection Schemes 
at Dungeness, 1983 Prices. 
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These costs clearly demonstrate that the existing practice 
of beach feeding is the most economic form of coastal 
protection. The present policy of managed retreat or set 
back enhances the benefits. 

CONCLUSIONS 

Review of Beach Feeding 

• The beach feeding campaign has been effective in 
preventing flooding and damage to the Station. 

• It is the most cost effective method of 
protection. 

Beach Movement and Meteorological Conditions 

• An analysis of wave data derived from wind 
hindcasting showed a recent increase in wave 
energy and a clear correlation between increasing 
wave energy and increasing beach loss. However, 
the comparison with values for individual years 
did not show a good correlation with measured 
beach losses and wave energy. The inclusion of 
swell waves provides a more reliable predictive 
method for calculating beach losses in all but 
the most extreme years. 

• In the past five years beach feed quantities have 
increased dramatically. Recent studies have 
concluded that there has been an increase in the 
number of severe storms affecting Wales and 
Southern England, although this does not form 
part of a clear statistical trend. Moreover, 
these recent storms would not have appeared to be 
so unusual had not the 1970's and early 1980's 
been so mild. 

Economics of Beach Feeding and Alternative 

• A net present value of beach feeding for the 
1992-1993 season over a lifespan of fifty years 
was established using an updated base estimate of 
the annual beach feed quantity and the future 
annual increases. 
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• Beach feeding, ignoring the benefits of coastal 
retreat, is still significantly cheaper than the 
other forms of coastal protection. 

Coastal Retreat 

• The concept of coastal retreat has lived upto its 
expeditions, significantly reducing the 
quantities of shingle required, thus reducing 
costs and any adverse environmental and 
geomorphological impacts that might stem from 
shingle extraction from the supply area. 
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CHAPTER 257 

PROJECT, WORKS AND MONITORING AT 
BARCELONA OLYMPIC BEACHES 

Carlos Pefta (*) & Manuel F. Covarsl(*) 

1.- INTRODUCTION. 

Barcelona is the second city in Spain(2.3 million inhabitants) after Madrid 
(4 million) and is also the city that held the last Olympic Games in July 1992. 

It is the third segment of a physiographic unit beginning at Tordera River 
Delta and ending at the port of Barcelona.(A description of the whole physiographic 
unit can be found in ref. 1 by Carlos Pefia 1992). 

But in the last decades it became one of the ugliest and most degraded 
part of the coast of Spain. Everybody considered most of the sea-front side as the 
rubbish dump where everybody could get rid of everything. 

In addition to this, there was some groins constructed to assure the 
discharge of Barcelona sewage draining system.(Nowadays there are still from 
time to time, rain water discharges there). 

2.- THE SCHEME. 

The first important decision to be taken when the recovery of this part of 
the city was decided was to choose between the simple sand nourishment or the 
stabilization of the coast line with rigid structures. 

The previously existing groins have conditioned the solution to recover the 
beaches of Barcelona sea-front. If these groins were not there as an unavoidable 
condition the solution probably was a simple and periodic sand nourishment since 
in the vicinity of Barcelona many millions cubic meters of coarse sand are available 
at less than 30 m. depth water. 

(*) Civil Engineers, General Directorate of Coasts; 
Address: Direction General de Costas, Ministerio de Obras Publicas, Transportes 

y Medio Ambiente (MOPTMA), Paseo de la Castellana 67, 28071 Madrid, Spain. 

3564 



BARCELONA OLYMPIC BEACHES 3565 

But since it was necessary to keep and improve the discharge capacity of the 
draining system of Barcelona, the solution finally adopted was to rigidize the coast 
and to build pocket beaches between every couple of groins. 

A schematic plan of the whole project in front of the Olympic Village can 
be seen in fig.1 and a part of it in fig.2. 

3.- THE WORKS 

The landscape has deeply changed; a marina has been constructed as part 
of the Olympic Games infrastructure, beaches can be found instead of previous 
rubbish tips, and the groins have been rebuilt in order to assure the stability of the 
beaches. 

Fig. 13 shows an aerial view of the whole area in 1993 after the works have 
been completed. 

As a whole, 1,485,476 m3 of sand have been pumped to the beaches and 
most of the groins have a submerged part in order to stabilize the sand without 
horizon visual intrusion, supporting the submerged part of the sand profiles at the 
southern part of every pocket beach of this project. 

As we can see later this part of the project only partially did work properly. 
An important element is the submerged groin of fig .3a and fig .3b. It was 

designed with a double purpose:The first one is to act on the incident waves in 
order to make them refract in the same way as an emerged breakwater would do. 
The second one is to support the submerged profile of the Somorrostro Beach. 

It was built with the crown at mean sea water level to in order to keep the 
horizon line free of visual intrusion as much as possible. 

In order to precisely design this part of the project so that to keep the 
energy transmission coefficient below 0.1 and to test its stability, a lot of 
experiments were carried out at the Centro de Estudios y Experimentation de 
Puertos y Costas (CEPYC-CEDEX, ref.2). As a result, the groin has the crown 34 
m. wide at mean sea water level. 

The coast line was predicted using only very simple numerical models 
(logarithmic spiral of Carlos Garau - ref.3 - and the theory of pocket beaches of 
Silvester - ref.4 -), and available visual wave data records. We all were well aware 
that, since these visual wave data are not very accurate, some errors could be 
done in the project as a whole. 

Works have been completed just before the Olympic Games (July-1992), 
and since then the whole project is being monitored. 

4.- THE MONITORING 

The monitoring has been focussed and divided in three different parts: 
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a) Topography 

The cartography and drawing of the sea-land line has been done in June 
and February of 1993 and April and June of 1994. 

Some of the results of this topographic work are shown in fig. 4 and 7 , 
where also the coast line of 1987 previous to the project and the so called 
theoretical line have been drawn. This last line has been obtained by means of 
Garau logarithmic spiral theory and proves to be good enough to predict future 
coast lines when complete, accurate and reliable wave climate are not available. 

b) Bathimetric surveys 

Bathimetric surveys of the whole area have been carried out just after the 
works have been completed in June 1992 and September 1993. 

The lower part of fig. 10 shows the measured profiles obtained at the key 
plan of the same fig.10. The profile of July 87 previous to the works is also 
included. 

It is clear that these three profiles should fit below 7 or 8 m. depth but it can 
be seen that they do not fit even below 10 or 12 m. depth. Therefore some error 
(systematic or not) must have been introduced. This kind of trouble is very 
common in making bathimetries all over the world and as a matter of fact, this kind 
of surveys are useless for scientific purposes. Further investigations, research and 
experimentation should be done in order to improve bathimetric technic. Anyway, 
if we correct all the profiles forcing them to fit below 10 m. depth, (upper part of fig. 
10)we can draw the map of erosion and deposition areas, and we can find out a 
slight trend in the sand to move to the South, except in Nova Icaria Beach which 
is fully stabilized by the submerged groin (fig.8) and Somorrostro Beach which 
shows a trend to tilt towards the Port's mouth (fig. 5). 

c) Tracers 

The very same sand of the beach colored with rhodamine, uvitex and 
auramine was used to trace the movements of the sand.Two hundred points were 
sampled twice in 1993 to find out the movements of six different tracers.The 
results of two of them are shown in figures 6 and 9 showing the same general 
trend found out in the bathymetric surveys but with another very important 
conclusion :The submerged breakwaters and groins are not impermeable to 
movements of sand grains although we are no able to quantify the amount of sand 
that traversed them. 
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5.- CONCLUSIONS 

1) The logarithmic spiral theory of Carlos Garau and Silvester is a very 
useful tool to predict the coast line changes. 

2) Further research should be carried out to make available better 
bathimetric technic. 

3) Tracers are a very useful tool to find out the general trends 
of sand movements. 

4) As far as Barcelona beaches is concerned we can conclude that the 
project as a whole is working well but a few small corrections should be introduced 
because: 

a)The equilibrium shape of the pocket beaches seem to be slightly 
tilting to the south. 

b)The submerged breakwaters and groins are not completely 
impermeable to sand movements. 

c)The Somorrostro Beach is slightly tilting to the Port's mouth. 
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Fig. 10     THE LOWER FIGURE  SHOWS MEASURED PROFILES IN  87, 92  AND 93 BATHIMETRIES. 

THEY  DO  NOT  FIT  EVEN BELOW   10 METERS DEPTH. THE UPPER PROFILES SHOW 

THE CORRECTED  ONE'S. 
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Fig. 11 A GENERAL AERIAL VEW OF BARCELONA'S OLYMPIC BEACHES. FROM THE LOWER PART 

OF THE PHOTO TO THE END WE CAN SEE SOMORROSTRO BEACH, THE OLYMPIC MARINA, 

NOVA ICARIA BEACH, BOGATELL BEACH,  MAR BELLA I   AND MAR BELLA >   BEACH. 



CHAPTER 258 

SANTA CRISTINA BEACH NOURISHMENT WORKS 
AND MONITORING PROGRAM 

E. TOBA, G. GOMEZ-PINA and J. ALVAREZ 1 

ABSTRACT 

The purpose of this paper is to analyze the suitability 
of the solution adopted to restore Santa Cristina beach 
in La Corufia (Spain) . The solution, which did not 
include any structures such as groins, consisted of 
adding 450.000 M3. of sand dredged from the sea bottom. 

Also, a monitoring program was carried out for two 
years in order to implement appropriate coastal 
management strategies. 

1.- INTRODUCTION 

1.1 Morphological Description and Historic Evolution. 

Santa Cristina beach lies at the southern end of the La 
Corufia estuary ("Ria"), approximately 6 Kilometers from 
the estuary's entrance, forming a classic spit 
configuration which includes in its interior the Burgo 
Estuary as well. 

The beach has a semi-circular shape and is 
approximately 1.000 meters in length. 

Santa Cristina and Bastiagueiro Grande beach, which is 
located to the East of Santa Cristina beach and 
separated from it by Fiaiteira Point, comprise the 
bottom of the La Corufia Estuary. 

1.- EDUARD0 TOBA BLANCO, GREG0RIO GOMEZ-PINA AND JOSE ALVAREZ ALVARAD0. 

MINISTRY OF PUBLIC WORKS, TRANSPORTS AND ENVIRONMENT, SPAIN. 

Manuel Murgufa, 6 

LA  CORUiiA-15011-SPAIN 
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From East to West, the beach is bounded landward by: 
- a pier abutting agains a vertical wall 80 meters long 
- a vertical wall, approximately 150 meters long, built 
upon rocks (where "Casa Sara" was formely located) 

rubble-mound  protection,  700  meters  in  length, 
cotga=1.5 and above the Highest Tidal Level (HTL) 
- beach and dune, 300 meters in length. 
- El Burgo Estuary rivermouth, bordered on its Western 
end by a cliff and Oza Point, known as the "El Pasaje" 
zone. 

Urban development of the spit, in addition to the 
effect of the coastal defense works and sand mining in 
the past, caused the near destruction of almost tone 
Kilometer of dry beach. 

Santa Cristina Beach before urban development of the 
spit (see figure 1 and 2) 

9^1 

'X * 

FIG. 1 SANTA CRISTINA BEACH. 1.940 (PHOTO: BLANCO) 
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FIG.2 SANTA CRISTINA BEACH. 1.950 (PHOTO: BLANCO) 

1.2 Previous Analysis 

Two preliminary studies were performed to evaluate the 
feasibility of the nourishment project: one by the 
CEPYC, and the second by Professor Losada, University 
of Cantabria. 

The studies treated the variations of the tidal prims 
or river flow of the El Burgo Estuary, incident waves 
variations, changes to the terms of the global balance 
of sediments eguations, and the deterioration of the 
land areas adjoining the beach. 
The following conclusions were reached: 

- During the period studied, the beach would have lost 
approximately one million cubic meters (600.000 M3 
between the highest high tide and lowest low tide, and 
400.000 M3 between the lowest low tide and the 
bathymetric 5, which would not have undergone any 
significant changes in its position. 
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- The loss would occur in the Eastern zone of the 
beach. 

- The tidal shoal was shifted approximately 100 meters 
to the West, but keeping its morphology. 

- The principal cause of the changes was sand mining 
carried out during the last century. 

- Construction of the Barrie de la Maza Dike has not 
caused important changes to the beach's contour. 

Construction of the Paseo Maritimo protective 
breakwater has caused the dismantling of 400 meters of 
dry beach, although the volume of sand affected by this 
disappearance is small, approximately 150.000 M3. 

Figures 3,  4,  5 and 6,  illustrates the shoreline 
evolution. 

FIG. 3 LA CORUNA ESTUARY 17 TH CENTURY 
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FIG.4 LA CORUNA ESTUARY - AERIAL PHOTO 1.945 

FIG. 5 SANTA CRISTINA BEACH BEFORE NOURISHMENT WORKS. 
AERIAL PHOTO 1.990 



3584 COASTAL ENGINEERING 1994 

After studying the effect of the newly constructed Oza 
Dock on Santa Cristina beach, it was concluded that it 
would be feasible to restore the spit to its original 
position, by means of adding approximately 450.000 M3 
of sand dredged from the sea bottom. This figure is 
similar to the one reached by the CEPYC.(See fig. 7 and 
8) 

FIG. 6 SANTA CRISTINA BEACH BEFORE NOURISHMENT WORKS 

2. HYDRODINAMIC CONDITIONS 

Wave regime 

Return Period (years) Hs (m) 
15 9,5 
50 10,7 
100 11,3 
150 12,1 

- Tidal range, 4M 
- Wave diffraction effect (outer breakwater and the new 
inner guay of Oza) 
- Effect of tide currents 
- Annual maximum discharge (instantaneous) 15,9 M3/sg 
- Annual average discharge 1,8 M3/sg 
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FIG. 7 SANTA CRISTINA BEACH BEFORE NOURISHMENT WORKS 

Si 
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FIG.  8 SANTA CRISTINA BEACH AFTER NOURISHMENT WORKS 
FORECAST. 
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3. SEDIMENTOLOGICAL CHARACTERISTICS 

- NATIVE SAND 
D50= 0,18 mm at -1.0 meter water depth 
D50= 0,15 mm at -5.0 meter water depth 

BORROWED SAND 

450.000 m3 of sand from the sea bottom was added which 
is D50 = 0,45 mm at -5.0 meter water depth.(FIG.9) 

Furthermore, the rubble mound defending the sea front 
was modified to satisfy aesthetic and social 
considerations. The city's population can now enjoy 
sitting on the stepped sea front which has become a 
popular meeting point at night for the city's 
teenagers. 

FIG. 9 SANTA CRISTINA BEACH AFTER NORISHMENT WORKS 



SANTA CRISTINA BEACH NOURISHMENT 3587 

4. MONITORING 

4.1 Bathymetric Procedure utilized 

To eliminate possible errors in the oceanographic 
devices normally used, as well as the influence of the 
tides, it was decided to gather data as if trating a 
classic leveling situation on land, that is to say, 
obviating the sea. 

Once the data information was known, it was analyzed by 
computer to obtain level curves, volumes, etc. 

Presently, bathymetric and granulometric works are 
performed every three months to monitor its evolution 
for the purpose of identifying areas where accretion 
and erosion occur.(Fig. 10) 

ZONES SITUATION PUNT 
t/40&000 •!»   «fl 

® 

FIG. 10 ZONES SITUATION PLANT 
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4.2 Elements Studied 

The following elements have been studied: 

- evolution of the beach's high and low tide lines 
- beach transects and channel 
- comparison between the areas of erosion and accretion 
- volumetric changes of the eroded and accreted areas 

5. BEACH EVOLUTION/DEVELOPMENT 

The beach has a 900 m.l. coastline which is exposed 
directly to waves.(See figure 11) 
The eroded area (600 meters in length) is situated 
between the transversal outlines 1 and 4 in the East 
zone and reflects a typical spiral form due to the 
difraction process. In this area, the beach is at 30a 
angle with respect to the alignment of the spit, as 
indicated in the outlines 5,6 and 7, whose bathymetrics 
are noticeably parralel to the Paseo Maritimo and have 
experienced no changes during the entire process. 
Therefore, we can emphasize that this alignment 
corresponds to the beach's geomorphological equilibrium 

;itj 

FIG. 11 BEACH EVOLUTION/DEVELOPMENT JUNE 1.993-AUGUST 
1.994. 
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Figure 12 shows the isopaches curves in the period June 
1.993 - august 1.994 

FIG. 12 ISOPACHES CURVES JUNE 1.993 - AUGUST 1.994 

The sediment drift movements are showed in figures 13 
and 14. 

The sand eroded at the beach's Eastern zone is carried 
and deposited to the Western zone (spit) where 
significant growth is noted both in surface and 
elevation as a result of receiving 52.000 M3 
continuously in two years (actual monitoring period). 

The beach area submerged under the low tide has lost 
17.000 M3 due to erosion in the last year. This sand 
has sihifted to the spit's mouth (extreme West) and to 
the left bank of the river mouth. 
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FIG. 13 SEDIMENT DRIFT MOVEMENTS SEPTEMBER 1.992 - JUNE 
1.993 
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FIG 14 SEDIMENT DRIFT MOVEMENTS JUNE 1.993  - AUGUST 
1.994 
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One of the causes of this phenomenon could be the 
diftractive effect produced by the new Oza breakwater, 
witch was constructed after the beach's nourishment 
works had been completed, and whose effects (already 
predicted in the previously mentioned studies) were as 
follows: 

1. Wave height will be reduced at every point on the 
beach: approximately 50% reduction in the Western half 
of the beach and 20% reduction in the Eastern half. 

No significant change to the wave's transversal 
gradient will be noted, except in the beach's extreme 
Western sector. 

2. The wave's angle of incidence will not change in the 
Eastern half of the beach and in the Western half, will 
be modified approximately 15s, reaching maximum values 
of 302 in the extreme Western sector of the beach. 

Based on data gathered during the monitoring period, 
the following points can be made: 

a) Coastline retreat (outline 2) "East zone" has been: 

Elevation +0,00  Elevation +3,75 
Period Sept. 92 to June 93:   -28,00      -28,00 
Period June 93 to Aug.94:     -10,00     -21,00 

TOTAL     -38,00      -49,00 
b)  Coastline advancement  (outline 8)"West zone" has 
been: 

Elevation +0,00  Elevation +3,75 
Period Sept. 92 to June 93:    -2,00       +36,00 
Period June 93 to Aug.94:     +13,00       +18,00 

TOTAL     +11,00       +54,00 

The resultats of the profiles evolution are showed in 
figures 15 and 16. 
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6. CONCLUSIONS 

ia The evolution of the beach in the two annual periods 
studied are similar. 

2a The east side is being wearing away continually. 
The semi-circular shape of the beach is identical to an 
spiral. Tipical shape of beaches that are resting on by 
the balancing diffration's surge. 

3 a The central area remains in balance and there-is no 
significant change. 

4a The west side (arrow) wins an amount of sediments. 
Coming mainly from the east side. 
The arrow go forward parallel to itself and in the 
direction of the flow of the mouth of the Mero river, 
being more noticeable the advance in the high tide than 
in the low tide. 

5a The element of control studied shows and equilibrate 
sedimentary balance between erosion and accretion. 
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DESIGN  AND  CONSTRUCTION  OF  AN  EXTENDED  BERM 
BREAKWATER AT  PORT  OF  HAINA,   DOMINICAN  REPUBLIC 

David W.Yang1,   Mark H.   Lindo2,   Edward J.Schmeltz3 

Joaquin  Fernandez",   Daniel  Gomez5 

ABSTRACT 

This paper presents the design, model test, and 
construction to rehabilitate a deteriorated rubblemond 
breakwater at Port of Haina, south shore of Dominican 
Republic (Figure 1). The original structure, 350 meter 
east breakwater and 250 meter west breakwater of rock and 
concrete block construction, was badly damaged during 
the storms in 1979 as shown in Figures 2 and 3. After 
numerous temporary repairs and studies, a rehabilitation 
design plan was approved. Construction started in June 
1993 and is expected to complete by the end of 1995. 

ATLANTIC OCEAN 

CARIBBEAN SEA 
PROJECT LOCATION 

<— PUERTO RICO 

Figure 1 Location Map 

Manager, Coastal Eng. Dept. Frederic R Harris, Inc. New York, NY 10017 
2. Head, Eng. Dept. Van Oord ACZ, Marine Contractors, The Netherlands 
3. Senior Vice President, Frederic R Harris, Inc. 
4. Resident Engineer, Frederic R Harris, Inc. Santo Domingo, Dominican Republic 
5. Special Assistant to Minister of Public Works, Dominican Republic 
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INTRODUCTION 

The Port of Haina, a fully developed port complex 
with a wide spectrum of cargo handling capabilities, is 
located on the southern coast of the Dominican Republic 
at the mouth of the Haina River. The harbor is protected 
against incoming waves by two breakwaters (Figure 2) . 
During the fall of 1979, the site was affected by two 
hurricanes, Frederick and David, which resulted in 
considerable damage to the breakwaters. 110 meters of 
the east breakwater and 65 meters of the west breakwater 
were essentially destroyed (Figure 3). Since that time, 
progressive deterioration of the structures warrants a 
full rehabilitation of the breakwaters. Frederic R. 
Harris, Inc. was appointed by the Ministry of Public 
Works of the Dominican Republic to supervise the design 
review and construction inspection of the breakwaters. 

The original contract plan was prepared by TAMS in 
1989. During the bid process, the Government of 
Dominican Republic invites contractors to propose 
alternative designs leading to lower construction cost 
and equal or better stability. The winning bid, 
presented by Conde and Van Oord ACZ (Reference 1) , 
proposed an alternative design featuring extended berm 
and low, wide crest. This "Extended Berm Breakwater" is 
different from the conventional "Berm Breakwater" in 
design concept proposed by Baird et al (Reference 2). 

Figure 2 Site Photo 
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This breakwater design underwent extensive three- 
dimensional hydraulic model test conducted by Delft 
Hydraulics and was certified by Danish Hydraulic 
Institute. The alternative berm breakwater was approved 
by the Government of Dominican Republic and is being 
constructed since June 1993. 

The construction site is subject to an 8.2 meter 
significant design wave height with 14 second wave 
period. The toe of breakwater is located in up to 15 
meter water depth. Due to the large design wave, the 
conventional design by TAMS called for an 80 ton concrete 
block armor unit. The alternative breakwater by Van Oord 
ACZ adopted an extended berm design with typical berm 
width of 20 meter and a wider crest width at 20 meter. 

The concept of an extended berm is to pre-break the 
incident wave further out at the berm elevation. The 
armor stability is greatly enhanced due to wave breaking 
on a level surface instead on a slope. The runup height 
is also reduced by the extended berm. Due to the higher 
armor stability and lower runup, the alternative berm 
breakwater is able to adopt a smaller concrete armor unit 
(40 ton vs 80 ton) and a lower crest elevation (5.0 meter 
vs 8.2 meter) as shown in Figure 4. 

Approximately 30% cost savings are accomplished due 
to reduced armor and stone sizes and quantities and 
cheaper handling and transportation costs. By reducing 
the size of concrete cube, reinforcement is no longer 
required which simplifies the casting process and 
increases the production rate. 

DESIGN CONCEPT 

The basic design concept is to respect the geometry 
and alignment of the existing destroyed breakwater as 
much as possible in order to reduce excavation and 
dredging in the old remains. Adopting such a design 
approach results in non-standard breakwater cross- 
sections for which no standard design rules have been 
developed yet. Similar concepts have proven to be 
economical in other breakwater rehabilitation projects 
such as Tripoli breakwaters, Libya; Arzew breakwater, 
Algeria; Ashdod, Israel and Sines, Portugal. In the 
first two projects a horizontal berm, similar as for 
Haina had been applied. For Ashdod a dynamic berm has 
been applied, for Sines a stepped sloping profile was 
used. 

Prior to the development of an alternative design, 
the causes of damage, state of the damaged breakwaters 
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and the re-design prepared by TAMS have been studied 
carefully, as well as the constructibility of the 
designs. The following discuss background, design 
approach, and special features of the alternative berm 
breakwater. 

Figure 3  Existing Condition 

20 TON CONC. CUBE (2.2m THICKNESS)^ 

EL  -0.50—7 ^ 

Tir 
TON STONE (1.0m THICKNESS) 

Figure 4 Typical Section 
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Background 

The existing breakwaters has been severely damaged 
by tropical hurricanes passing through the site. The 
condition of the breakwaters is described as severely 
damaged armor layers, displacement of concrete caps at 
the east head section, settlement and severe 
deterioration of concrete cap walls, and severe damage to 
the harbor side armor due to overtopping waves. Due to 
these instabilities the existing profiles, especially the 
east breakwater, show a flattened shape. 

The head of the main breakwater (East Breakwater) 
situated at approximately -10 meter is located at the 
edge of a reef running down to approximately -40 meter on 
a slope of IV:3H. This means that severe plunging almost 
deep water waves are directly hitting the breakwater 
head. The boundary and design conditions are summarized 
as follows: 

Water Level Tides are small in the area and due to the 
large foreshore depth, the effect of wind setup can be 
neglected. The maximum still water level fluctuations to 
be considered are between + and -0.50 meter. 

Currents Tidal currents are small in the region and are 
generally less than 1 meter/second. 

Waves The maximum significant wave height offshore 
Port of Haina at a water depth of 40 meter is 8.7 meter, 
which is equivalent to a 250 year event. The 
corresponding wave period is about 16 second. The 
critical design wave direction is south-east. 

Subsoil Conditions The subsoil conditions along the 
breakwater are characterized as cemented sand varying 
between dense and very dense. 

Design Criteria 

The following design criteria have been adopted for the 
alternative design: 

During the maximum design wave condition (Hs=8.7m) 
only small damage and displacements to the primary 
armor is accepted, after which the breakwater must 
remain able to fulfil its function. 
Hydraulic (dynamic) stable, damage criterium of the 
rock toe due to severe wave conditions is 
acceptable as long as it remains to fulfil its 
function of supporting the armor cubes. 
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Displacement of armor units into the entrance 
channel is not allowed. 
For the underlayers and core material the filter 
requirements should be met such that no material 
can wash through the upper- and armor layers. 
No breakage of armor units due to severe wave 
attack is acceptable, so that the use of special 
shaped armor units (Dolosse, Tetrapods) will not be 
considered. 
Wave overtopping during moderate storms (recurrence 
interval of less than 10 years) must be negligible. 

Extended Berm Breakwater Design 

Since the critical wave direction is from the 
southeast, the east breakwater was redesigned with a 
complete new concept of extended berm principle which 
would reduce the crest height and armor size while at the 
same time achieving more protection on wave overtopping 
and wave transmission. The berm has been designed along 
the following principles based on experiences on the 
previous designs such as Tripoli and Arzew and previous 
model tests: 

- The horizontal berm elevation will be constant 
along the length of breakwater except for the head, 
where it will be raised in such a way that the 
amount of excavation of the old breakwater can be 
reduced to a minimum. 
The width of the berm may vary along the breakwater 
depending on the local water depth in such a way 
that the requirements for stability and overtopping 
are met along the total length of the breakwater. 
The armoring of berm consists of concrete cubes 
with varying weight, depending on the local wave 
attack, in such a way that the requirements for 
stability are met. 
The existing crest base will be improved in such a 
way that the breakwater will be accessible for 
trucks and/or cars. 

After having developed this basic concept of berm 
breakwater it has been tested and optimized to an 
acceptable level of confidence in the 3-dimensional model 
of Delft Hydraulics Laboratory which tests have been 
inspected and evaluated by the Danish Hydraulic 
Institute. 
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Geometrical Design 

In general the berm level is -0.5 meter MSL, 
however, at the head section the elevation of the berm 
has been raised to +3.2 meter MSL, in order to reduce the 
amount of the excavation of the breakwater remains to a 
minimum. The width of the crest (approximately 70 meter) 
is such that wave overtopping over the head will still be 
neglegible. The berm width is 25 meter in the deep 
sections but at shallow sections the berm width has been 
reduced to 10 meter for economic reasons. The width of 
the head section is approximately 70 meter. 

Depending on the local wave attack the main armoring 
varies from 20 tons to 40 tons concrete cubes. The 40 
tons concrete cubes are used for the most severely 
attacked sections, in a double layer for the 1:1.5 side 
slope of the head and in the transition from head to 
trunk and in a single layer for the toe of the head and 
the outer part of the crest of the transition. The 20 
tons concrete cubes are used for the less severely 
attacked sections, such as the crest and the rear of the 
head, the rear and inner part of the crest of the 
transition, and the front and rear of the outer trunk 
section. 

The toe of the armor layers is constructed in an 
excavated trench to ensure stability of the cubes at the 
toe and to support and protect the cubes on the slope 
against sliding during wave action. The trenched depth 
at the toe vary from -5.0 meter at the head to -3.0 meter 
at the trunk. 

MODEL TESTS 

A three dimensional model investigations was carried 
out at Delft Hydraulics in a wave basin on a linear scale 
of 1:47. Three test series each consisting of 5 runs of 
4 hours prototype were performed applying irregular waves 
of the JONSWAP type. Due to the exposed position of the 
west breakwater head particular attention was focused on 
this part. Especially the breakwater toe was in some 
occasions directly attacked by the impact of breaking 
waves. On those locations the toe had to be excavated 
into the seabed in order to avoid failure of the toe and 
thus to avoid consequential damage to the armor layer on 
the 1V:1.5H slope which was supported by the toe. Due to 
these measures the overall stability remained 
satisfactory in all test runs up to the maximum 
significant wave height of 8.7 meter. The following 
describe more details of the model test. 



EXTENDED BERM BREAKWATER 3601 

Test Facility 

Tests were performed in a wave basin at the De Voorst 
Laboratory, which is shown in Figure 5. This wave basin 
has been provided with a random wave generator, capable 
of performing translatory motions. These motions are 
realized by means of a hydraulic actuator, programmed by 
a closed loop servo-system. The command signal of this 
loop is obtained from a computer disc, representing a 
random signal with a predetermined wave energy density 
spectrum. At this facility on line computer facilities 
are available to enable a direct computation of relevant 
characteristics. The significant wave height and mean 
wave period at the location of wave gauges 3, 4, and 5 
are summarized in Table 1. 

Tabl e  1 Incident Wave Condition 

incident wave wave  gauge  3 wave gauge  4 wave gauge 5 

test Hs Tm Hs Tm Hs Tm Hs Tm 
[m] [sec] [m] [sec] [m] [sec] [m] [sec] 

1A 3.89 10.5 4.34 9.6 3.57 9.2 2.96 9.3 
IB 4.85 11.7 4.55 10.1 3.72 9.5 3.04 8.6 
1C 6.06 12.6 4.97 11.0 3.97 10.0 3.10 8.5 
ID 7.18 13.0 5.15 11.8 4.11 10.4 3.18 8.4 
IE 8.57 13.6 5.66 13.0 4.37 11.5 3.50 9.4 

2A 3.12 10.5 3.41 11.0 4.21 10.9 2.73 9.9 
2B 4.51 11.3 5.61 11.9 6.68 12.2 3.13 9.2 
2C 6.16 12.3 8.33 13.6 9.30 13.2 3.20 8.6 
2D 7.27 12.8 9.72 14.0 10.24 13.4 3.29 8.7 
2E 8.64 13.3 10.40 13.6 10.00 12.4 3.57 9.5 

3A 3.07 10.4 3.50 10.8 4.17 11.0 2.76 9.8 
3B 4.55 11.2 5.62 12.0 6.80 12.2 3.14 9.1 
3C 6.15 12.4 8.28 13.6 9.37 13.1 3.20 8.6 
3D 7.38 12.7 9.66 14.0 10.31 13.2 3.33 8.7 
3E 8.60 13.2 10.53 13.8 10.08 12.2 3.60 9.6 

E 
E  b E 

SO    ®    8   S^T"S 

Figure 5 Test Setup 
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Model Scales 

Tests have been performed, using a linear scale factor of 
n = 47. As gravity forces are predominant in case 
surface water waves are to be modeled, the Froude number 
v/ gD should be identical in model and nature. From this 
the scales follow for: 

velocity nv = n 
time nt = n 
mass nm = n3 

mass density n = 1 

For dynamic similarity in rubble-mound stability models 
the scale factor of the Reynolds number vD/ should also 
be 1. From these two equations nFroude = nReYnoid3 = 1 it 
follows that n = n1"5. Since in all tests water was used 
and thus n =1, perfect dynamic similarity can not 
obtained. However by selecting a linear scale factor of 
sufficient size the effects of viscous forces are 
minimized. 

Test Program 

A total of 3 tests has been performed. Each test 
consists of 5 runs of 4 hours each. In the first test 
the amount of excavation was reduced as much as possible 
by using a conventional toe of 3-6 ton rock on the 
original seabed level. This test was not satisfactory 
regarding design conditions. Especially the toe of the 
head section showed considerable damage, resulting in a 
great number of displaced cubes. Besides the armor layer 
of 3-6 ton rock on the rear of the trunk did not remain 
stable. 

To improve the stability, the toe structure and the 
rear of trunk were changed in the second test. In the 
second test the toe structure consists of a single layer 
of 40 ton cubes having a width of 4 blocks, while the top 
of the toe structure was at the original seabed level. 
The slope of the rear of the trunk was changed from 1:1.5 
to 1:2. The armor layer of the 3-6 ton rock was replaced 
by 20 ton cubes.  The second test was satisfactory. 

For the third test the width of the 40 ton toe was 
reduced to 3 blocks, which also increased the distance 
from the toe to the steep foreshore. The third test was 
satisfactory except for the 40 ton blocks were displaced 
into the entrance channel, for which the second test the 
toe was stable. Therefore it can be stated that using 
the positive results of test 2 and test 3 will result in 
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a satisfactory design. The layout and cross sections of 
this recommended design are shown in Figures 6 and 7. 

Figure 6 Layout of Recommended Design 

^r 

1.00  ^ 1C.30 ^ TC.00  p,,^'-0^. 

Figure 7  Typical Section of Recommended Design 
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CONSTRUCTION 

Construction of the breakwater began in June, 1993 with 
an estimated 18 month construction period. Special 
features of the construction work include the following: 

Large quantities of concrete blocks 

Approximately 2,000 units of 40 ton and 6,000 units of 20 
ton concrete blocks are used. Due to the large guantity, 
an on-site mixing plant is set up to deliver mixed 
concrete with trucks to the casting yard. Due to the 
limit of space, concrete units are stacked 3 units high. 
Each casted unit is inspected visually for cracks, 
spalling and defects. The rejected units are used at 
non-critical area or substitute for rock armor. The 
armors are not reinforced. Photos 1 and 2 presents the 
production of concrete blocks. 

Quarry Production 

A large guantity of rocks has to be produced and 
delivered on site to keep up with the pace of 
construction. The approximate guantities of rock 
include: 

0-1 ton of core stone: 101,600 Cubic Meter 
1-3 ton of underlayer: 65,200 Cubic Meter 
3-6 ton armor: 10,100 Cubic Meter 

The quarry is located approximately 10 kilometer from 
site. The local quarry are predominantly limestone with 
good quality and durability in sea water. The average 
density of stone is 170 pounds per cubic foot. All rocks 
delivered to site are inspected for integrity and size, 
rejected armor are broken and used for underlayer or core 
material. Photo 3 shows typical rock armor used for west 
breakwater. 

Toe Excavation and concrete Block Placement 

Since deep trench has to be excavated for toe, underwater 
camera and diver are used to ensure the proper 
construction of the toe. Concrete blocks are placed 
randomly with specified density. The blocks are casted 
with slots on both sides and lifted with a special grip 
developed by the contractor as shown in Photos 4 and 5. 

Dredging and Excavation 

Approximately 74,000 cubic meters of material are dredged 
at the toe, channel, and existing breakwater.  During 
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construction of west breakwater, an extra 13,000 cubic 
meter of soft silt layer at the head and partial trunk 
section has to be dredged with hydraulic pump to ensure 
a firm foundation. 

ONCLUSIONS 

The alternative design of berm breakwater is able to 
employe a smaller concrete block and a less toe trenching 
requirement. The design was aided with a physical model 
test and has been proved to be effective at various 
construction sites. Although several design changes were 
made, the construction is proceeding well and is expected 
to complete in 1996. 
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Photo 1 Concrete Plant 
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Photo 2  Block Production 

Photo 3  Block Handling 
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Photo 4 Block Placement 

Photo 5 Rock Armor 
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Rehabilitation of the West Breakwater - Port of Sines, Portugal 

O.T. Magoon, J.R. Weggel, W.F. Baird, B.L. Edge, R.W. Whalin, D.D. Davidson, & E. Mansard 

American Society of Civil Engineers, Waterways, Port Coastal & Ocean Division, 
Rubble Mound Structures Committee 

P.O. Box 279, Middletown, CA 95461, USA 

Introduction 

In 1978, construction of what is now termed the "West Breakwater" at the Port of Sines, 
Portugal, was nearing completion when it suffered severe damage from a large storm having 
significant wave heights estimated at nine meters. In February 1979, a subsequent storm with 
significant waves near the design height of eleven meters virtually destroyed the breakwater. The 
breakwater, armored with 40 ton dolosse, was approximately 1.7 km long and extended generally 
southward from the mainland to provide the primary wave protection for the Port of Sines as 
shown in Figure 1. 

Sines is about 120 km south of Lisbon. Water depths of 50 meters exist close to shore at 
this site making it a viable site for a deep water port. The site is exposed to waves approaching 
generally from the west to northwest. The spring-tide range is about 3.6 meters. Cargo entering 
the port includes oil and coal (Dias & Toppler 1993). Petrochemicals and refined petroleum 
products are exported. Tankers offload their oil at berths 2 and 3 located immediately leeward of 
the west breakwater shown in Figure 2. With a water depth of 28 meters, berth 2 accommodates 
tankers up to 350,000 dwt. Berth 1 in the original design could have accommodated tankers up 
to 500,000 dwt, however, the severe storm damage to the breakwater and a reassessment of port 
development vis-a-vis changes in the world's tanker fleet resulted in abandoning berth 1. In 
addition to providing berths itself, the west breakwater shelters a number of other facilities within 
the harbor complex including the refined products loading berths, coal terminal, break bulk and 
the proposed container cargoes. 

Emergency Repairs 

In August 1979, following the damaging storms, emergency repairs were started on the 
west breakwater so that port operations could continue while final rehabilitation plans for the 
breakwater were developed.    Emergency repairs to a 500 meter-long section of the west 

3608 
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Figure 1. Final Port Master Plan 1985, Sines, Portugal (After Dias and Toppler, 1993) 

breakwater were completed in May 1981. Repairs to the breakwater included the placement of 
tO ton dolosse from the landward end of the breakwater out to berth 3 and the placement of 90 
on "Antifer" cubes between berth 3 and berth 2 on a slope flatter than that of the original 
jreakwater. 

subsequent to construction, hydraulic model tests of the emergency repairs were made in 1981 at 
1:12 scale (the results of these tests are summarized by Mol, et al., 1983). Generally, the model 

ests showed that no modifications to the armor adopted for the emergency repairs were 
lecessary. The gaps between the armor blocks and the parapet could be filled to reduce wave 
mpact pressures. The tests also showed that the pipelines on the west breakwater needed 
jrotection from overtopping and that improvements to the breakwater from its landward root to 
jerth 3 were necessary. 

These results were preliminary to the design of the definitive breakwater rehabilitation, 
lowever, the emergency repairs undertaken between 1979 and 1981 imposed some constraints on 
he final rehabilitation.(Ligteringen, van der Meer and Rita, 1993) 

The Final Design 

Additional studies were undertaken for the final breakwater rehabilitation including a 
•eassessment of the wave climate at Sines based on hindcasts for the period 1956-1980 and for 20 
•najor storms, numerical and physical model refraction analyses, additional hydraulic model 
lability tests ~ including some with instrumented armor blocks to measure armor block 
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accelerations, prototype- scale 
Antifer cube impact tests to 
assess the conditions under 
which the cubes might break, 
geotechnical modeling and a 
study to establish the optimum 
length of the rebuilt breakwater 
and its effect on port 
operations. 

The wave height distribution 
adopted for the design 
condition has a significant 
height with a return period of 
100 years of Hs = 14 meters. A 
50 year return period of Hs = 13 
meters, and a 10 year return 
periods of Hs = 11 meters. 
While refraction coefficients as 
high as 1.1 were found for some 
incident wave periods and 
directions, no increase in wave 
height due to refraction was 
assumed for the design. Design 
criteria adopted for the outer 
section of the breakwater trunk 
(between berths 2 and 3) allow 
2% to 3% armor damage by the 
100 year event (Hs = 14 
meters), based on a project 
lifetime of 50 years, and 10% 
damage by the 300 year event 
(Hs = 15.5 meters). These 
levels of damage were those 
established     in     the     earlier 

Figure 2. Sines West Breakwater Following Emergency Repairs, 
April 1981 (After Ligteringen, van der Meer and Rita, 1993) 

hydraulic model tests. 

The probability that minor damage (2%-3%) would occur at least once during the project's 
lifetime was 40% and the probability of major damage at least once was 15%. Therefore, based 
on previous tests of armor unit breakage, a velocity of 3 meters/sec was adopted as the impact 
velocity causing breakage to the breakwater. (Ligteringen, Ramos, van der Meer and Rita, 1993) 
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Figure 3. Sines West Breakwater Cross Section Through the Rehabilitated Trunk 
(After Condotte d'Acqua, 1993) 

The measurements of armor unit movement in the hydraulic model tests were used to 
estimate the number of units that would have broken during a simulated storm (i.e. whenever an 
armor cube's velocity exceeds 3 meters/sec, multiple impacts at lower velocities also were found 
to cause some breakage). 

The geotechnical analysis indicated that the leeward side of the breakwater trunk had to be 
flattened to a slope of 1:2 for seismic stability. The leeward side was then armored with a single 
layer of 90 ton Antifer cubes and 9-12 ton dolosse rock was placed below the elevation of -5 
meters CD (CD — chart datum is approximately 2 meters below MSL). The crest elevation was 
lowered from +14 meters CD to +13.2 meters CD ~ allowing more overtopping but improving 
stability. The pipelines were designed to withstand overtopping by the 100 year event and the gap 
in front of the parapet wall on top of the breakwater trunk was filled with large rock to reduce 
impact pressures and 90 ton Antifer cubes were extended down across the outer berm of the 
breakwater trunk as shown in Figure 3. 

Several alternatives for the 500 meter-long shoreward end — the root of the breakwater, 
were considered. Initially, a submerged berm in front of the existing rehabilitated breakwater was 
considered (Condotte d'Aqua, 1993) in order to reduce significant wave heights at the breakwater 
root, however, to provide access for equipment to the west breakwater during construction, 
repair operations, and maintenance; a wider, more robust cross section for the existing structure 
was finally adopted. The existing 40 ton dolosse which had undergone additional breakage in the 
intervening years were covered with 90 ton Antifer cubes. Equivalent stability for the root is now 
reclaimed since the Antifer cubes were placed on a flatter slope and also because the 
sedimentation in front of the root reduced the incident wave heights. Design wave heights are 
depth-limited and range from 6 to 9 meters in this area. 
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The outer end of the breakwater, beyond berth 2, underwent continued deterioration 
following the 1978-1979 storms and the design of the new rebuilt breakwater head would have to 
include some of the remaining debris. See Figure 4. Some of the debris was removed by blasting 
and excavating, but most of the debris formed the new base of the breakwater head. An 
optimization study led to the decision to rebuild 500 meters of the outer portion of the west 
breakwater — out to the location of the former berth 1, rather than just 300 meters as had 
originally been planned. This new, round head was armored with 105 ton Antifer cubes having 
the same dimensions as the 90 ton cubes. Concrete with a density of 3.1 ton/m3 was used to 
produce the heavier cubes. The final design, which uses three layers of high density Antifer cubes 
over the entire breakwater head section, was not model tested. 

Monitoring Program 

An extensive monitoring program is currently underway which measures waves, currents, 
tides, wind, etc., and their effect on the breakwater cross sections (Pita, et al., 1993). Periodic 
visual and photographic inspections are made from the top of the west breakwater and by boat. 
These inspections are made monthly between the months of October through April and in the 
mid-summer ~ for a total of 8 inspections per year. In early spring, a yearly inspection is made by 
scuba divers to determine underwater conditions. Additional data includes: yearly hydrographic 
surveys, aerial photography/photogrammetry and topographic of the breakwater's cross section. 
Additionally, special surveys are conducted after storms with significant wave heights greater than 
5 to 8 meters. A storm with a 5 meter wave height triggers a visual inspection of the breakwater, 
while a storm with 8 meter waves triggers a complete set of visual topographic, hydrographic, and 
photographic measurements. 

This paper is the result of a Seminar on the reconstruction of the Sines West Breakwater 
in Portugal organized by the ASCE Rubble Mound Structures Committee and hosted by the Sines 
Port Authority, 17-18 September 1993. The complete text of the papers presented at the Seminar 
and referenced in this paper were published by the American Society of Civil Engineers in New 
York, NY. The Rubble Mound Structures Committee gratefully acknowledges the extraordinary 
efforts and the friendly spirit of cooperation of the Administracao do Porto de Sines in making 
this information available to the Civil Engineering Profession. 

Rubble Mound Structures Committee Members who participated in the Sines West 
Breakwater Seminar and inspection were: Orville Magoon, J.R. Weggel, W.F. Baird, B.L. Edge, 
E. Mansard and R. W. Whalin. 
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